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Robert Jordan, New Spring, Prequel to The Wheel of Time

Thanks

While this paperback edition is almost identical to the second edition of The Bayesian Choice, published in 2001, and thus does not require a specific introduction, it offers me the opportunity to thank several groups of people for their contributions that made this edition possible.

First, the changes, when compared with the second edition, are only made of corrections of typographical and conceptual errors (whose updated list can be found on my Webpage\(^1\)). Almost all errors have been pointed out to me by friends, colleagues, unknown lecturers or anonymous readers who (always kindly and sometimes apologetically) sent me emails asking me to clarify a specific paragraph, a formula or a problem that did not make sense to them. Needless to say, I am very grateful to those numerous contributors for making the book more accurate and I obviously encourage all contributors who think there could be an error in the current edition to contact me because they cannot be wrong! Either there indeed is a mistake that needs to be set right or there is no mistake but the context is ambiguous at best and the corresponding text needs to be rewritten. Thanks, then, to Guido Consonni, Estelle Dauchy, Arnaud Doucet, Pierre Druihlet, Ed Green, Feng Liang, Jean-Michel Marin, M.R.L.N. Panchanana, Fabrice Pautot, and Judith Rousseau.

Second, working with my colleague Jean-Michel Marin on the design of a course for teaching Bayesian Statistics from a practical and computational perspective (a venture now published as Bayesian Core by Springer in early 2007) was a very important moment in that I realized that the material in this very book, The Bayesian Choice, was essential in communicating the essential relevance and coherence of the Bayesian approach

\(^1\) [http://www.ceremade.dauphine.fr/~xian/books.html](http://www.ceremade.dauphine.fr/~xian/books.html)
through its decision-theoretic foundations, while the message contained in the other book and transmitted only through processing datasets is that the Bayesian methodology is a universal and multifaceted tool for data analysis. While introducing wider and less mathematical audiences to the elegance and simplicity of the Bayesian methodology in a shorter and therefore more focussed volume was also necessary, if only because some learn better from examples than from theory, I came to the conclusion that there was no paradox in insisting on those foundations in another book! I am therefore immensely thankful to Jean-Michel Marin for initiating this epiphany (if I may rightly borrow this expression from Joyce!), as well as for several years of intense collaboration. Similarly, the DeGroot Prize committee of the ISBA—International Society for Bayesian Analysis—World meeting of 2004 in Valparaíso, Chile, greatly honored me by attributing to *The Bayesian Choice* this prestigious prize. In doing so, this committee highlighted the relevance of both foundations and implementation for the present and future of Bayesian Statistics, when it stated that the “book sets a new standard for modern textbooks dealing with Bayesian methods, especially those using MCMC techniques, and that it is a worthy successor to DeGroot’s and Berger’s earlier texts”. I am quite indebted to the members of the committee for this wonderful recognition.

Third, it has been more than 18 years since I started working with John Kimmel from Springer New York (on a basic Probability textbook with Arup Bose that never materialized), and I always appreciated the support he provided over the various editions of the books. So, when he presented me with the possibility to publish this paperback edition, I first got some mixed feelings, because he made me feel like a classics author! This caused my kids poking endless fun at me and, in the end, I am quite grateful to John for the opportunity to teach from this book to a wider audience and thus hopefully exposing them to the beauty of Bayesian theory and methodology. Short of embarking upon a translation of *The Bayesian Choice* into Chinese or Arabic, I do not think there is much more he could do to support the book!

**In Memoriam**

This is a sheer consequence of time moving on, unfortunately, but I lost another dear friend since the last publication of *The Bayesian Choice*. José Sam Lazaro passed away last Spring: a mathematician, a professor and a colleague at the Université de Rouen, a music addict and a movie aficionado that made me discover *Der Tod und das Mädchen* as well as *The Night of the Hunter*, an intense piano player, a memorable tale teller, he was above all a philosopher and a friend. Although he would have made a joke out of it, I would like to dedicate this edition to his memory and wish him well to play this final and endless sonata...

Valencia and Paris

Christian P. Robert

February 2007
Preface to the Second Edition

“You can never know everything,” Lan said quietly, “and part of what you know is always wrong. Perhaps even the most important part. A portion of wisdom lies in knowing that. A portion of courage lies in going on anyway.”


Overview of Changes

Why a second edition? When thinking about it, this is more like a third edition, since the previous edition of The Bayesian Choice was the translation of the French version, and already included updates and corrections. The reasons for a new edition of the book are severalfold. The Bayesian community has grown at an incredible pace since 1994. The previous version not only overlooks important areas in the field but misses the significant advances that have taken place in the last seven years.

Firstly, the MCMC\(^2\) revolution has fueled considerable advances in Bayesian modeling, with applications ranging from medical Statistics, to signal processing, to finance. While present in the 1994 edition, these methods were not emphasized enough: for instance, MCMC methods were not presented until the penultimate chapter.

Another significant advance that needed attention is the development of new testing approaches and, more generally, of model choice tools in connection with, and as a result of, MCMC techniques such as reversible jump. Other important expansions include hierarchical and dynamic models, whose processing only began to emerge in the early 1990s.

This second edition is not revolutionary, compared with the 1994 edition. It includes, however, important advances that have taken place since then. The only new chapter deals with model choice (Chapter 7) and is isolated from general testing theory (Chapter 5), since model choice is indeed a different problem and also because it calls for new, mostly computational,

\(^2\) MCMC stands for Markov chain Monte Carlo, a simulation methodology which was (re)discovered in the early 1990s by the Bayesian community.
tools. For this reason, and also to emphasize the increasing importance of computational techniques, Chapter 6—previously Chapter 9—has been placed earlier in the book, after the presentation of the fundamentals of Bayesian Statistics. Chapter 6 could almost be called a new chapter in that its presentation has been deeply renovated in the light of ten years of MCMC practice. In Chapter 3, the material on noninformative priors has been expanded and includes, in particular, matching priors, since the research activity has been quite intense in this area in the past few years. Chapter 4 still deals with general estimation problems, but I have incorporated a new section on dynamic models, since those are quite central to the development of Bayesian Statistics in applied fields such as signal processing, finance and econometrics. Despite Delampady’s criticisms of Chapter 11 in *The Mathematical Reviews*, I have decided to leave this chapter in: it does not hurt, when one is finished reading a book, to take an overall and more philosophical view of the topic because the reader has very likely acquired enough perspective to understand such arguments. (In a strictly textbook implementation, this chapter can be suggested as an additional reading, comparable with the Notes.)

Another noteworthy change from the previous edition is the decreased emphasis on decision-theoretic principles. Although I still believe that statistical procedures must be grounded on such principles, the developments in the previous decade have mainly focused on methodology, including computational methodology, rather than attacking broader and more ambitious decision problems (once again, including computational methodology). The second part of the book (starting with Chapter 6) is therefore less decision-theoretic and, in contrast to others, chapters such as Chapters 8 and 9 have hardly been changed.

At a more typographical level, subsections and separations have been introduced in many sections to improve visibility and reading, and more advanced or more sketchy parts have been relegated to a Notes section at the end of each chapter, following the approach adopted in *Monte Carlo Statistical Methods*, written with George Casella. The end of an example is associated with the $\parallel$ symbol, while the end of a proof is indicated by the $\square$ symbol.

Several books on Bayesian Statistics have appeared in the interim, among them Bernardo and Smith (1994), Carlin and Louis (1996, 2000a), Gelman et al. (1996), O’Hagan (1994), and Schervish (1995). However, these books either emphasize deeper theoretical aspects at a higher mathematical level (Bernardo and Smith (1994), O’Hagan (1996), or Schervish (1996)) and are thus aimed at a more mature audience than this book, or they highlight a different vision of the practice of Bayesian Statistics (Carlin and Louis (2000a) or Gelman et al. (1996)), missing for instance the connection with Decision Theory developed in this book.
My advice about running a course based on this book has hardly changed. In a first course on Bayesian analysis, the basic chapters (Chapters 1–6) should be covered almost entirely, with the exception of the Notes and Sections 4.5 and 5.4, while a course focusing more on Decision Theory could skip parts of Chapters 1 and 3, and Chapter 4 altogether, to cover Chapters 7–9. For a more advanced curriculum for students already exposed to Bayesian Statistics, my suggestion is first to cover the impropriety issue in Section 1.5, the noninformative priors in Section 3.5, the dynamic models in Section 4.5 and Notes 4.7.3 and 4.7.4. I would also spend time on the testing issues of Chapter 5 (with the possible exception of Sections 5.3 and 5.4). Then, after a thorough coverage of simulation methods via Chapter 6, I would move to the more controversial topic of model choice in Chapter 7, to recent admissibility results as in Section 8.2.5 and Note 8.7.1, and to the hierarchical and empirical modelings of Chapter 10. In this later scenario, the Notes should be most helpful for setting out reading seminars.

Thanks

I have always been of two minds about including a thank-you section in a book: on the one hand, it does not mean anything to most readers, except maybe to bring to light some of the author’s idiosyncrasies that might better remain hidden! It may also antagonize some of those concerned because they are not mentioned, or because they are not mentioned according to their expectations, or even because they are mentioned! On the other hand, the core of ethical requirements for intellectual works is that sources should be acknowledged. This extends to suggestions that contributed to making the work better, clearer or simply different. And it is a small token of gratitude to the following people for the time spent on the successive drafts of this edition that their efforts should be acknowledged in print for all to behold!

Although this is “only” a revision, the time spent on this edition was mostly stolen from evenings, early mornings and week-ends, that is from Brigitte, Joachim and Rachel’s time! I am thus most grateful to them for reading and playing (almost) quietly while I was typing furiously and searching desperately through piles of material for this or that reference, and for listening to Bartoli and Gudjónsson, rather than to Manau or Diana Krall! I cannot swear this book-writing experience will never happen again but, in the meanwhile, I promise there will be more time available for reading Mister Bear to the Rescue, and for besieging the Playmobil castle in full scale, for playing chess and for biking on Sunday afternoons!

I am thankful to several people for the improvements in the current edition! First, I got a steady stream of feedback and suggestions from those who taught from the book. This group includes Ed Green, Tatsuya Kubokawa, and Marty Wells. In particular, Judith Rousseau, radical biker
and Jordanite as well as Bayesian, definitely was instrumental in the reorganization of Chapter 3. I also got many helpful comments from many people, including the two “Cambridge Frenchies” Christophe Andrieu and Arnaud Doucet (plus a memorable welcome for a retreat week in Cambridge to finish Chapter 6), Jim Berger (for his support in general, and for providing preprints on model choice in particular), Olivier Cappé (who also installed Linux on my laptop, and consequently brought immense freedom for working on the book anywhere, from the sand-box to the subway, and, lately, to CREST, where Unix is now banned!), Maria DeIorio, Jean-Louis Fouley, Malay Ghosh (through his very supportive review in JASA), Jim Hobert (who helped in clarifying Chapters 6 and 10), Ana Justel, Stephen Lauritzen (for pointing out mistakes with Wishart distributions), Anne Philippe, Walter Racugno (who gave me the opportunity to teach an advanced class in model choice in Ca’liari last fall, thus providing the core of Chapter 7), Adrian Raftery, Anne Sullivan Rosen (about the style of this preface), and Jean-Michel Zakoian (for his advice on the new parts on dynamic models). I also take the opportunity to thank other friends and colleagues such as George Casella, Jérôme Dupuis, Merrilee Hurn, Kerrie Mengersen, Eric Moulines, Alain Monfort, and Mike Titterington, since working with them gave me a broader vision of the field, which is hopefully incorporated in this version. In particular, the experience of writing Monte Carlo Statistical Methods with George Casella in the past years left its mark on this book, not only through the style file and the inclusion of Notes, but also as a sharper focus on essentials. Manuela Delbois helped very obligingly with the transformation from TeX to \LaTeX, and with the subsequent additions and indexings. And, last but not least, John Kimmel and Jenny Wolkowicki, from Springer-Verlag, have been very efficient and helpful in pushing me to write this new edition for the former, in keeping the whole schedule under control and in getting the book published on time for the latter. Needless to say, the usual proviso applies: all remaining typos, errors, confusions and obscure statements are mine and only mine!

In Memoriam

A most personal word about two people whose absence has marked this new edition: in the summer 1997, I lost my friend Costas Goutis in a diving accident in Seattle. By no means am I the only one to feel keenly his absence, but, beyond any doubt, this book would have benefitted from his vision, had he been around. Two summers later, in 1999, Bernhard K. Flury died in a mountain accident in the Alps. While the criticisms of our respective books always focussed on the cover colors, even to the extent of sending one another pirated versions in the “right” color, the disappearance of his unique humor has taken a measure of fun out of the world.

Paris, France
Christian P. Robert
March 2001
Preface to the First Edition

From where we stand, the rain seems random.
If we could stand somewhere else, we would see the order in it.


This book stemmed from a translation of a French version that was written to supplement the gap in the French statistical literature about Bayesian Analysis and Decision Theory. As a result, its scope is wide enough to cover the two years of the French graduate Statistics curriculum and, more generally, most graduate programs. This book builds on very little prerequisites in Statistics and only requires basic skills in calculus, measure theory, and probability. Intended as a preparation of doctoral candidates, this book goes far enough to cover advanced topics and modern developments of Bayesian Statistics (complete class theorems, the Stein effect, hierarchical and empirical modelings, Gibbs sampling, etc.). As usual, what started as a translation eventually ended up as a deeper revision because of the comments of French readers, adjustments to the different needs of American programs, and because my perception of things has changed slightly in the meantime. As a result, this new version is quite adequate for a general graduate audience of an American university.

In terms of level and existing literature, this book starts at a level similar to those of the introductory books of Lee (1989) and Press (1989), but it also goes further and keeps up with most of the recent advances in Bayesian Statistics, while justifying the theoretical appeal of the Bayesian approach on decision-theoretic grounds. Nonetheless, this book differs from the reference book of Berger (1985a) by including the more recent developments of the Bayesian field (the Stein effect for spherically symmetric distributions, multiple shrinkage, loss estimation, decision theory for testing and confidence regions, hierarchical developments, Bayesian computation, mixture estimation, etc.). Moreover, the style is closer to that of a textbook in the sense that the progression is intended to be linear. In fact, the exposition of
the advantages of a Bayesian approach and of the existing links with other
axiomatic systems (fiducial theory, maximum likelihood, frequentist theory,
invariance, etc.) does not prevent an overall unity in the discourse. This
should make the book easier to read by students; through the years and on
both sides of the blackboard(!), I found most Statistics courses disturbing
because a wide scope of methods was presented simultaneously with very
little emphasis on ways of discriminating between competing approaches.
In particular, students with a strong mathematical background are quite
puzzled by this multiplicity of theories since they have not been exposed
previously to conflicting systems of axioms. A unitarian presentation that
includes other approaches as limiting cases is thus more likely to reassure
the students, while giving a broad enough view of Decision Theory and
even of parametric Statistics.

The plan\(^3\) of the book is as follows: Chapter 1 is an introduction to statis-
tical models, including the Bayesian model and some connections with the
Likelihood Principle. The book then proceeds with Chapter 2 on Decision
Theory, considered from a classical point of view, this approach being jus-
tified through the axioms of rationality and the need to compare decision
rules in a coherent way. It also includes a presentation of usual losses and
a discussion of the Stein effect. Chapter 3 gives the corresponding analysis
for prior distributions and deals in detail with conjugate priors, mixtures of
conjugate priors, and noninformative priors, including a concluding section
on prior robustness. Classical statistical models are studied in Chapter 4,
paying particular attention to normal models and their relations with linear
regression. This chapter also contains a section on sampling models that
allows us to include the pedagogical example of capture-recapture models.
Tests and confidence regions are considered separately in Chapter 5, since
we present the usual construction through \(0 - 1\) losses, but also include
recent advances in the alternative decision-theoretic evaluations of testing
problems. The second part of the book dwells on more advanced topics
and can be considered as providing a basis for a more advanced graduate
course. Chapter 8 covers complete class results and sufficient/necessary ad-
missibility conditions. Chapter 9 introduces the notion of invariance and
its relations with Bayesian Statistics, including a heuristic section on the
Hunt–Stein theorem. Hierarchical and empirical extensions of the Bayesian
approach, including some developments on the Stein effect, are treated in
Chapter 10. Chapter 6 is quite appealing, considering the available litera-
ture, as it incorporates in a graduate textbook an introduction to state-of-
the-art computational methods (Laplace, Monte Carlo and, mainly, Gibbs
sampling). In connection with this chapter, a short appendix provides the
usual pseudo-random generators. Chapter 11 is a more personal conclusion
on the advantages of Bayesian theory, also mentioning the most common
criticisms of the Bayesian approach. French readers may appreciate that

\(^3\) The chapter and section numbers have been adapted to the current edition.
a lot of effort has been put into the exercises of each chapter in terms of volume and difficulty. They now range from very easy to difficult, instead of being uniformly difficult! The most difficult exercises are indexed by asterisks and are usually derived from research papers (covering subjects such as *spherically symmetric distributions* (1.1), *the Pitman nearness criticism* (2.57–2.62), *marginalization paradoxes* (3.44–3.50), *multiple shrinkage* (10.38), etc.). They should benefit most readers by pointing out new directions of Bayesian research and providing additional perspectives.

A standard one-semester course should cover the first five chapters (with the possible omission of Note 2.8.2, §2.5.4, §2.6, §3.4, Note 4.7.1, §4.3.3, and §5.4). More advanced (or longer) courses can explore the material presented in Chapters 8, 9, and 10, bearing in mind that a detailed and rigorous treatment of these topics requires additional reading of the literature mentioned in those chapters. In any case, I would advise against entirely forgoing Chapter 6. Even a cursory reading of this chapter may be beneficial to most students, by illustrating the practical difficulties related to the computation of Bayesian procedures and the corresponding answers brought by simulation methods.

This book took many excruciatingly small steps and exacted a heavy toll on evenings, weekends, and vacations... It is thus only a small indication of my gratitude that this book be dedicated to Brigitte (although she might take this as a propitiatory attempt for future books!!!). Many persons are to be thanked for the present version of this book. First and foremost, Jim Berger’s “responsibility” can be traced back to 1987 when he invited me to Purdue University for a year and, as a result, considerably broadened my vision of Statistics; he emphasized his case by insisting very vigorously that I translate the French version and urging me along the whole time. My gratitude to Jim goes very deep when I consider his strong influence in my “coming-of-age” as a statistician. Mary-Ellen Bock, Anirban Das Gupta, Edward George, Gene (formerly Jiunn) Hwang, and Marty Wells were also very instrumental in my progression towards the Bayesian choice, although they do not necessarily support this choice. In this regard, George Casella must be singled out for his strong influence through these years of intense collaboration and friendship, even during his most severe (and “unbearable”) criticisms of the Bayesian paradigm! I am also quite grateful to Jean-François Angers, Dean Foster, and Giovanni Parmigiani for taking the risk of using a preliminary version of these notes in their courses, as well as for their subsequent comments. Thanks to Teena Seele for guiding my first steps in \TeX, as well as some delicate points in this book—never use \def as an abbreviation of *definition*! I am also grateful to Elsevier North-Holland for granting me permission to use Diaconis and Ylvisaker’s (1985) figures in §3.3. Last, and definitely not least, Kerrie Mengersen and Costas Goutis put a lot of time and effort reading through a preliminary version and provided many helpful comments on content, style, and clarity, while adding a
touch of Ausso-Greek accent to the tone. (In addition, Costas Goutis saved the subject index from utter destruction!) They are thus partly responsible for the improvements over previous versions (but obviously not for the remaining defects!), and I am most grateful to them for their essential help.

Paris, France
May 1994

Christian P. Robert
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CHAPTER 1

Introduction

“Sometimes the Pattern has a randomness to it—to our eyes, at least—but what chance that you should meet a man who could guide you in this thing, and he one who could follow the guiding?”


1.1 Statistical problems and statistical models

The main purpose of statistical theory is to derive from observations of a random phenomenon an inference about the probability distribution underlying this phenomenon. That is, it provides either an analysis (description) of a past phenomenon, or some predictions about a future phenomenon of a similar nature. In this book, we insist on the decision-oriented aspects of statistical inference because, first, these analysis and predictions are usually motivated by an objective purpose (whether a company should launch a new product, a racing boat should modify its route, a new drug should be put on the market, an individual should sell shares, etc.) having measurable consequences (monetary results, position at the end of the race, recovery rate of patients, benefits, etc.). Second, to propose inferential procedures implies that one should stand by them, i.e., that the statistician thinks they are preferable to alternative procedures. Therefore, there is a need for an evaluative tool that allows for the comparison of different procedures; this is the purpose of Decision Theory. As with most formal definitions, this view of Statistics ignores some additional aspects of statistical practice such as those related to data collection (surveys, design of experiments, etc.). This book does, as well, although we do not want to diminish the importance of these omitted topics.

We also insist on the fact that Statistics should be considered an interpretation of natural phenomena, rather than an explanation. In fact, statistical inference is based on a probabilistic modeling of the observed phenomenon and implies a necessarily reductive formalization step since without this probabilistic support it cannot provide any useful conclusion (or decision).
Consider the problem of forest fires. They usually appear at random, but some ecological and meteorological factors influence their eruption. Determining the probability $p$ of fire as a function of these factors should help in the prevention of forest fires, even though such modeling is obviously unable to lead to the eradication of forest fires and cannot possibly encompass all the factors involved. A more reductive approach is to assume a parametrized shape for the function $p$, including physical constraints on the influential factors. For instance, denoting by $h$ the humidity rate, $t$ the average temperature, $x$ the degree of management of the forest, a logistic model

$$p = \frac{\exp(\alpha_1 h + \alpha_2 t + \alpha_3 x)}{1 + \exp(\alpha_1 h + \alpha_2 t + \alpha_3 x)}$$

could be proposed, the statistical step dealing with the evaluation of the parameters $\alpha_1, \alpha_2, \alpha_3$.

To impose a probability modeling on unexplained phenomena seems to be overly reductive in some cases because a given phenomenon can be entirely deterministic, although the regulating function of the process is unknown and cannot be recovered from the observations. This is, for instance, the case with chaotic phenomena, where a deterministic sequence of observations cannot be distinguished from a sequence of random variables, in the sense of a statistical test (see Bergé, Pommeau, and Vidal (1984) and Gleick (1987) for introductions to chaos theory). Pseudo-random generators are actually based on this indeterminacy. While they use iterative deterministic algorithms such as

$$a_{t+1} = f(a_t),$$

they imitate (or simulate) rather well the behavior of a sequence of random variables (see Devroye (1985), Gentle (1998), Robert and Casella (2004), and Appendix B for a list of the most common generators).

Although valid on philosophical grounds, this criticism does not hold if we consider the probabilistic modeling from the interpretation perspective mentioned above. This modeling simultaneously incorporates the available information about the phenomenon (influential factors, frequency, amplitude, etc.) and the uncertainty pertaining to this information. It thus authorizes a quantitative discourse on the problem by providing via probability theory a genuine calculus of uncertainty going beyond the mere description of deterministic modelings. This is why a probabilistic interpretation is necessary for statistical inference; it provides a framework replacing a singular phenomenon in the globality of a model and thus allows for analysis and generalizations. Far from being a misappropriation of the inferential purposes, the imposition of a probabilistic structure that is only an approximation of reality is essential for the subsequent statistical modeling to induce a deeper and more adequate understanding of the considered phenomenon.
Obviously, probabilistic modeling can only be defended if it provides an adequate representation of the observed phenomenon. A more down-to-earth criticism of probabilistic modeling is therefore that, even when a modeling is appropriate, it is difficult to know exactly the probability distribution underlying the generation of the observations, e.g., to know that it is normal, exponential, binomial, etc., except in special cases.

**Example 1.1.2** Consider a radioactive material with unknown half-life \( H \). For a given atom of this material, the time before disintegration follows exactly an exponential distribution\(^1\) with parameter \( \log(2)/H \). The observation of several of these particles can then lead to an inference about \( H \).

**Example 1.1.3** In order to determine the number \( N \) of buses in a town, a possible inferential strategy goes as follows: observe buses during an entire day and keep track of their identifying number. Then repeat the experiment the next day by paying attention to the number of buses been already observed on the previous day, \( n \). If 20 buses have been observed the first day and 30 the second day, \( n \) is distributed as a hypergeometric\(^1\) random variable, \( \mathcal{H}(30, N, 20/N) \), and the knowledge of this distribution leads, for instance, to the approximation of \( N \) by \( 20(30/n) \). This method, called *capture-recapture*, has induced numerous and less anecdotal developments in ecology and population dynamics (see Chapter 4).

We could create many other examples where the distribution of the observations is exactly known, its derivation based upon physical, economical, etc., considerations. In the vast majority of cases, however, statistical modeling is reductive in the sense that it only approximates the reality, losing part of its richness but gaining in efficiency.

**Example 1.1.4** Price and salary variations are closely related. One way to represent this dependence is to assume the linear relation

\[
\Delta P = a + b \Delta S + \epsilon,
\]

where \( \Delta P \) and \( \Delta S \) are the price and salary variations, \( a \) and \( b \) are unknown coefficients and \( \epsilon \) is the error factor. A further, but drastic, reduction can be obtained by assuming that \( \epsilon \) is normally distributed because, while \( \epsilon \) is indeed a random variable, there are many factors playing a role in the determination of prices and salaries and it is usually impossible to determine the distribution of \( \epsilon \). Nonetheless, besides a justification through the *Central Limit Theorem* (i.e., the additional influence of many small factors of similar magnitude), this advanced modeling also allows for a more thorough statistical analysis, which remains valid even if the distribution of \( \epsilon \) is not exactly normal. (See also Exercise 1.3.)

---

\(^1\) See Appendix A for a survey of the most common distributions.
Example 1.1.5  Consider the dataset depicted by Figure 1.1, which plots the monthly unemployment rate against the monthly number of accidents (in thousands) in Michigan, from 1978 to 1987. Lenk (1999) argues in favor of a connection between these two variates, in that higher unemployment rates lead to less traffic on the roads and thus fewer accidents. A major step towards reduction is then to postulate a parametric structure in the dependence, such as the Poisson regression model

\[ N|\varrho \sim \mathcal{P}(\exp\{\beta_0 + \beta_1 \log(\varrho)\}), \]

where \( N \) denotes the number of accidents and \( \varrho \) the corresponding unemployment rate. Figure 1.1 also depicts the estimated expectation \( \mathbb{E}[N|\varrho] \), which tends to confirm the decreasing impact of unemployment upon accidents. But the validity of the modeling (1.1.1) first needs to be assessed, using goodness-of-fit and other model choice techniques (see Chapter 7).

In some cases, the reductive effect is deliberately sought as a positive smoothing effect which partly removes unimportant perturbations of the phenomenon and often improves its analysis by highlighting the major factors, as in the following example.

Example 1.1.6  Radiographs can be represented as a 1000 \( \times \) 1200 grid of elementary points, called pixels, which are grey levels represented by numbers between 0 and 256. For instance, Figure 1.1.6 provides the histogram of the grey levels for a typical chest radiograph. If we consider a pixel to be a discrete random variable taking values in \{0,1,\ldots,256\}, the histogram gives an approximation of the distribution of this random variable. As shown by the figure, this distribution is rather complex, but approximately bimodal. This particularity is observed on most radiographs and suggests
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Figure 1.1.2. Histogram of the grey levels of a chest radiograph and its modeling by a two-component mixture. (Source: Plessis (1989).)

A modeling of the distribution through a continuous approximation by a mixture of two normal distributions, with density

\[
(1.1.2) \quad f(x) = \frac{p}{\sqrt{2\pi} \sigma_1} \exp \left[ -\frac{(x - \mu_1)^2}{2\sigma_1^2} \right] + \frac{1-p}{\sqrt{2\pi} \sigma_2} \exp \left[ -\frac{(x - \mu_2)^2}{2\sigma_2^2} \right].
\]

Obviously, this modeling considerably smoothes the histogram (see Figure 1.1.6), but also allows a description of the image through five parameters, with no substantial loss of information. The two important modes of the true distribution have actually been shown to correspond to two regions of the chest, the lungs and the mediastinum. This smoothing technique is used in an image-processing algorithm called Parametric Histogram Specification (see Plessis (1989)). We will consider the Bayesian estimation of mixture distributions in detail in Section 6.4.

Given this imperative of reduction of the complexity of the observed phenomenon, two statistical approaches contend. A first approach assumes that statistical inference must incorporate as much as possible of this complexity, and thus aims at estimating the distribution underlying the phenomenon under minimal assumptions, generally using functional estimation (density, regression function, etc.). This approach is called nonparametric. Conversely, the parametric approach represents the distribution of the observations through a density function \( f(x|\theta) \), where only the parameter \( \theta \) (of finite dimension) is unknown.

We consider that this second approach is more pragmatic, since it takes into account that a finite number of observations can efficiently estimate only a finite number of parameters. Moreover, a parametric modeling authorizes an evaluation of the inferential tools for finite sample sizes, contrary to the more involved nonparametric methods, which are usually
justified only asymptotically, therefore strictly only apply when the sample size becomes infinite (see, however, Field and Ronchetti (1990), who study the applicability of asymptotic results for finite sample sizes). Of course, some nonparametric approaches, like rank tests (Hajek and Sidak (1967)), completely evacuate the estimation aspect by devising distribution-free statistics, but their applicability is limited to testing settings.

Both approaches have their interest and we shall not try to justify any further the parametric choice. Quite naturally, there is also an extensive literature on model construction. See Cox (1990) and Lehmann (1990) for references, as well as reflections on the very notion of a statistical model. We will see in Chapter 7 some approaches to the comparison of models, which can be used in the modeling stage, that is, when a model is sought in order to fit the data and several potential models contend.

In this book, we only consider parametric modeling. We assume that the observations supporting the statistical analysis, \( x_1, \ldots, x_n \), have been generated from a parametrized probability distribution, i.e., \( x_i \) \((1 \leq i \leq n)\) has a distribution with density \( f_i(x_i|\theta_i, x_1, \ldots, x_{i-1}) \) on \( \mathbb{R}^p \), such that the parameter \( \theta_i \) is unknown and the function \( f_i \) is known (see Exercise 1.2 about the formal ambiguity of this definition and Note 1.8.2 for indications about the Bayesian approach to nonparametrics). This model can then be represented more simply by

\[
x \sim f(x|\theta),
\]

where \( x \) is the vector of the observations and \( \theta \) is the set of the parameters, \( \theta_1, \ldots, \theta_n \), which may all be equal. This approach is unifying, in the sense that it represents similarly an isolated observation, dependent observations, and repeated independent and identically distributed \((i.i.d.)\) observations \( x_1, \ldots, x_n \) from a common distribution, \( f(x_1|\theta) \). In the latter case, \( x = (x_1, \ldots, x_n) \) and

\[
f(x|\theta) = \prod_{i=1}^{n} f(x_i|\theta).
\]

Notice that densities of discrete and continuous random variables will be denoted identically in this book, the reference measure being generally provided by the setting. Moreover, we use the notation “\( x \) is distributed according to \( f \)” or “\( x \sim f \)” instead of “\( x \) is an observation from the distribution with density \( f \)” for the sake of conciseness. Most of the time, the sample is reduced to a single observation, for simplification reasons, but

\[
2 \text{ This book does not follow the usual probabilistic convention that random variables are represented by capital letters, } X \text{ say, and their realization, that is, their observed value, by the corresponding lower case letter, } x, \text{ as in } P(X \leq x). \text{ This is because from a Bayesian point of view, we always condition on the realized value } x \text{ and, besides, consider the parameter, } \theta \text{ say, as a random variable: the use of capital Greek letters then gets confusing in the extreme since } \Theta \text{ is rather, by convention, the parameter space. This also facilitates the use of conditional expressions, which abound in Bayesian computations. In cases potentially provoking confusion, we will revert to the capital-lower case convention.}
\]
also because we are usually dealing with distributions where the sample size does not matter, since they allow for sufficient statistics of constant dimension (see Section 1.3 and Chapter 3).

**Definition 1.1.7** A parametric statistical model consists of the observation of a random variable \( x \), distributed according to \( f(x|\theta) \), where only the parameter \( \theta \) is unknown and belongs to a vector space \( \Theta \) of finite dimension.

Once the statistical model is defined, the main purpose of the statistical analysis is to lead to an inference on the parameter \( \theta \). This means that we use the observation \( x \) to improve our knowledge on the parameter \( \theta \), so that one can take a decision related with this parameter, i.e., either estimate a function of \( \theta \) or a future event which distribution depends on \( \theta \). The inference can deal with some components of \( \theta \), precisely (“What is the value of \( \theta_1 \)?”) or not (“Is \( \theta_2 \) larger than \( \theta_3 \)?”). A distinction is often made between estimation and testing problems, depending on whether the exact value of the parameters (or of some functions of the parameters), or just a hypothesis about these parameters, is of interest. For instance, the two reference books of classical Statistics, Lehmann (1986) and Lehmann and Casella (1998), deal, respectively, with each of these themes. Other authors have proposed a more subtle distinction between estimation and evaluation of estimation procedures (see, for instance, Casella and Berger (1990)).

More generally, inference covers the random phenomenon directed by \( \theta \) and thus includes prediction, that is, the evaluation of the distribution of a future observation \( y \) depending on \( \theta \) (and possibly the current observation \( x \)), \( y \sim g(y|\theta, x) \). As shown later, these divisions are somehow artificial, since all inferential problems can be expressed as estimation problems when considered from a decision-theoretic perspective.

The choice of the parametric approach made in this book can be criticized, since we cannot always assume that the distribution of the observations is known up to a (finite dimensional) parameter, but we maintain that this reduction allows for deeper developments in the inferential process, even though this may seem a paradoxical statement. Criticisms on the reductive aspects of the statistical approach and, a fortiori, on the parametric choice, are actually seconded by other criticisms about the choice of the evaluation criteria and the whole purpose of Decision Theory, as we will see in Chapter 2. However, we stand by these choices on the ground that these increasingly reductive steps are minimal requirements for a statistical approach to be coherent (that is, self-consistent). Indeed, the ultimate goal of statistical analysis is, in the overwhelming majority of cases, to support a decision as being optimal (or at least reasonable). It is thus necessary to be able to compare the different inferential procedures at hand. The next section presents the foundations of Bayesian statistical analysis, which seems to us to be the most appropriate approach for this determination of optimal procedures, while also being the most coherent method\(^3\).

\(^3\) As reported in Robins and Wasserman (2000), there are several formal definitions of
since it builds up these procedures by starting from required properties, instead of the reverse, namely, verifying the good behavior of procedures selected in an ad-hoc manner. The Bayesian choice, as presented in this book, may appear as an unnecessary reduction of the inferential scope, and it has indeed been criticized by many as being so. But we will see in the following chapters that this reduction is both necessary and beneficial. Chapter 11 summarizes various points of a defense of the Bayesian choice, and can be read in connection with the previous arguments⁴.

Notice that there also exists a Bayesian approach to nonparametric Statistics. It usually involves prior distributions on functional spaces, such as Dirichlet processes. See Ferguson (1973, 1974) and Escobar (1989), Escobar and West (1994), Dey et al. (1998), M"uller et al. (1999) and Note 1.8.2 for references in this area. Example 1.4.3 provides an illustration of the interest of the Bayesian approach in this setting.

1.2 The Bayesian paradigm as a duality principle

Compared⁵ with probabilistic modeling, the purpose of a statistical analysis is fundamentally an inversion purpose, since it aims at retrieving the causes—reduced to the parameters of the probabilistic generating mechanism—from the effects—summarized by the observations⁶. In other words, when observing a random phenomenon directed by a parameter \( \theta \), statistical methods allow to deduce from these observations an inference (that is, a summary, a characterization) about \( \theta \), while probabilistic modeling characterizes the behavior of the future observations conditional on \( \theta \). This inverting aspect of Statistics is obvious in the notion of the likelihood function, since, formally, it is just the sample density rewritten in the proper order,

\[
\ell(\theta|x) = f(x|\theta),
\]

i.e., as a function of \( \theta \), which is unknown, depending on the observed value \( x \). Historically, the fiducial approach of Fisher (1956) also relies on this inversion (see Note 1.8.1).

A general description of the inversion of probabilities is given by Bayes’s Theorem: If \( A \) and \( E \) are events such that \( P(E) \neq 0 \), \( P(A|E) \) and \( P(E|A) \) are related by

\[
P(A|E) = \frac{P(E|A)P(A)}{P(E|A)P(A) + P(E|A^c)P(A^c)}
\]

coherence, from Savage (1954) to Heath and Sudderth (1989), which all lead to the conclusion that a procedure is coherent if, and only if, it is Bayesian.

⁴ This chapter and Chapter 11 are worth re-reading once the more technical points of the inferential process and the issues at hand have been fully understood.

⁵ The word paradigm, which is a grammatical term, is used here as an equivalent for model or principles.

⁶ At the time of Bayes and Laplace, i.e., at the end of the eighteenth century, Statistics was often called Inverse Probability because of this perspective. See Stigler (1986, Chapter 3).
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\[ P(E|A)P(A) \]

In particular,

\[ \frac{P(A|E)}{P(B|E)} = \frac{P(E|A)}{P(E|B)} , \]

when \( P(B) = P(A) \). To derive this result through the machinery of modern axiomatized probability theory is trivial. However, it appears as a major conceptual step in the history of Statistics, being the first inversion of probabilities. Equation (1.2.2) expresses the fundamental fact that, for two equiprobable causes, the ratio of their probabilities given a particular effect is the same as the ratio of the probabilities of this effect given the two causes. This theorem also is an actualization principle since it describes the updating of the likelihood of \( A \) from \( P(A) \) to \( P(A|E) \) once \( E \) has been observed. Thomas Bayes (1764) actually proved a continuous version of this result, namely, that given two random variables \( x \) and \( y \), with conditional distribution \( f(x|y) \) and marginal distribution \( g(y) \), the conditional distribution of \( y \) given \( x \) is

\[ g(y|x) = \frac{f(x|y)g(y)}{\int f(x|y)g(y) \, dy} . \]

While this inversion theorem is quite natural from a probabilistic point of view, Bayes and Laplace went further and considered that the uncertainty on the parameters \( \theta \) of a model could be modeled through a probability distribution \( \pi \) on \( \Theta \), called prior distribution. The inference is then based on the distribution of \( \theta \) conditional on \( x \), \( \pi(\theta|x) \), called posterior distribution and defined by

\[ \pi(\theta|x) = \frac{f(x|\theta)\pi(\theta)}{\int f(x|\theta)\pi(\theta) \, d\theta} . \]

Notice that \( \pi(\theta|x) \) is actually proportional to the distribution of \( x \) conditional upon \( \theta \), i.e., the likelihood, multiplied by the prior distribution of \( \theta \). (It seems that the full generality of (1.2.3) was not perceived by Bayes, but by Laplace, who developed it to a greater extent.) The main addition brought by a Bayesian statistical model is thus to consider a probability distribution on the parameters.

**Definition 1.2.1** A Bayesian statistical model is made of a parametric statistical model, \( f(x|\theta) \), and a prior distribution on the parameters, \( \pi(\theta) \).

In statistical terms, Bayes’s Theorem thus actualizes the information on \( \theta \) by extracting the information on \( \theta \) contained in the observation \( x \). Its impact is based on the daring move that puts causes (observations) and

\[ f(x|\theta) \]

\[ \pi(\theta) \]

We will often replace distribution with density, assuming that the later is well defined with respect to a natural dominating measure, like the Lebesgue measure. It is only in advanced settings, such as the Haar measure in Chapter 9, that a finer level of measure theory will be needed.
effects (parameters) on the same conceptual level, since both of them have probability distributions. From a statistical modeling viewpoint, there is thus little difference between observations and parameters, since conditional manipulations allow for an interplay of their respective roles. Notice that, historically, this perspective that parameters directing random phenomena can also be perceived as random variables goes against the atheistic determinism of Laplace as well as the clerical position of Bayes, who was a nonconformist minister. By imposing this fundamental modification to the perception of random phenomena, these two mathematicians created modern statistical analysis and, in particular, Bayesian analysis.

Indeed, the recourse to the prior distribution $\pi$ on the parameters of a model is truly revolutionary. There is in fact a major step from the notion of an unknown parameter to the notion of a random parameter, and many statisticians place an absolute boundary between the two concepts, although they accept the probabilistic modeling on the observation(s). They defend this point of view on the ground that, even though in some particular settings the parameter is produced under the simultaneous action of many factors and can thus appear as (partly) random, as for instance, in quantum physics, the parameter to be estimated cannot be perceived as resulting from a random experiment in most cases. A typical setting occurs when estimating physical quantities like the speed of light, $c$. An answer in this particular setting is that the limited accuracy of the measurement instruments implies that the true value of $c$ will never be known, and thus that it is justified to consider $c$ as being uniformly distributed on $[c_0 - \epsilon, c_0 + \epsilon]$, if $\epsilon$ is the maximal precision of the measuring instruments and $c_0$ the obtained value.

We will consider in Chapter 3 some approaches to the delicate problem of prior distribution determination. However, more fundamentally, we want to stress here that the importance of the prior distribution in a Bayesian statistical analysis is not at all that the parameter of interest $\theta$ can (or cannot) be perceived as generated from $\pi$ or even as a random variable, but rather that the use of a prior distribution is the best way to summarize the available information (or even the lack of information) about this parameter, as well as the residual uncertainty, thus allowing for incorporation of this imperfect information in the decision process. (Similar reasoning led Laplace to develop statistical models, despite his determinism.) A more technical point is that the only way to construct a mathematically justified approach operating conditional upon the observations is to introduce a corresponding distribution on the parameters. See also Lindley (1990, §3) for a detailed axiomatic justification of the use of prior distributions.

Let us conclude this section with the historical examples of Bayes and Laplace.

**Example 1.2.2** (Bayes (1764)) A billiard ball $W$ is rolled on a line of

---

8 “We must envision the present state of the Universe as the effect of its anterior state and as the cause of the following state” – Laplace (1795).
length one, with a uniform probability of stopping anywhere. It stops at $p$. A second ball $O$ is then rolled $n$ times under the same assumptions and $X$ denotes the number of times the ball $O$ stopped on the left of $W$. Given $X$, what inference can we make on $p$?

In modern terminology, the problem is then to derive the posterior distribution of $p$ given $X$, when the prior distribution on $p$ is uniform on $[0, 1]$ and $X \sim \mathcal{B}(n, p)$, the binomial distribution (see Appendix A). Since

$$P(X = x|p) = \binom{n}{x} p^x (1 - p)^{n-x},$$

$$P(a < p < b \text{ and } X = x) = \int_a^b \binom{n}{x} p^x (1 - p)^{n-x} dp$$

and

$$P(X = x) = \int_0^1 \binom{n}{x} p^x (1 - p)^{n-x} dp,$$

we derive that

$$P(a < p < b|X = x) = \frac{\int_a^b \binom{n}{x} p^x (1 - p)^{n-x} dp}{\int_0^1 \binom{n}{x} p^x (1 - p)^{n-x} dp} = \frac{\int_a^b p^x (1 - p)^{n-x} dp}{B(x + 1, n - x + 1)},$$

i.e., that the distribution of $p$ conditional upon $X = x$ is a beta distribution, $\mathcal{B}(x + 1, n - x + 1)$ (see Appendix A).

In the same spirit, Laplace introduced a probabilistic modeling of the parameter space. But his examples are more advanced than Bayes’s, in the sense that the prior distributions Laplace considers are based on abstract reasoning, instead of the physical basis of Bayes’s prior distribution.\(^9\)

**Example 1.2.3 (Laplace (1773))** An urn contains a number $n$ of black and white cards. If the first card drawn out of the urn is white, what is the probability that the proportion $p$ of white cards is $p_0$? In his resolution of the problem, Laplace assumes that all numbers from 2 to $n - 1$ are equally likely values for $p n$, i.e., that $p$ is uniformly distributed on $\{2/n, \ldots, (n - 1)/n\}$. The posterior distribution of $p$ can then be derived using Bayes’s Theorem and

$$P(p = p_0|\text{data}) = \frac{p_0 \times 1/(n - 2)}{\sum_{p=2/n}^{(n-1)/n} p \times 1/(n - 2)} = \frac{n p_0}{n(n - 1)/2 - 1}.\quad \text{\(9\)}$$

\(^9\) It is also possible to picture a more Machiavellian Bayes who picked up this particular example in order to circumvent potential criticisms of the choice of the prior. But it seems that this was not the case, i.e., that Bayes was actually studying this example for its own sake. See Stigler (1986) for more details.
The above choice of the prior distribution can obviously be attacked as being partly arbitrary. However, in Laplace’s view of probability theory, most events can be decomposed into elementary equiprobable events and, therefore, in this particular case, it seems reasonable to consider the events \( \{ p = i/n \} \) \( 2 \leq i \leq n-1 \) as elementary events. A similar reasoning justifies the following example.

**Example 1.2.4** (Laplace (1786)) Considering male and female births in Paris, Laplace wants to test whether the probability \( x \) of a male birth is above 1/2. For 251,527 male and 241,945 female births, assuming that \( x \) has a uniform prior distribution on \([0, 1]\), Laplace obtains

\[
P(x \leq 1/2 | (251,527; 241,945)) = 1.15 \times 10^{-42}.
\]

(see Stigler (1986, p. 134) and Exercise 1.6). He then deduces that this probability \( x \) is more than likely to be above 50%. Still assuming a uniform prior distribution on this probability, he also compares the male births in London and Paris and deduces that the probability of a male birth is significantly higher in England.

The following example worked out by Laplace is even more interesting because, from a practical point of view, it provides a method of deriving optimal procedures and, from a theoretical point of view, it is the first formal derivation of a Bayes estimator.

**Example 1.2.5** In astronomy, one frequently gets several observations of a quantity \( \xi \). These measurements are independently distributed according to a distribution that is supposed to be unimodal and symmetric around \( \xi \). If we put a uniform distribution on the parameter \( \xi \), it should be a “uniform distribution on \((-\infty, +\infty)\)”, which is not defined as a probability distribution. However, if we agree on this formal extension (see Section 1.5 for a justification), we can work with the Lebesgue measure on \((-\infty, +\infty)\) instead.

Using this generalized distribution, Laplace (1773) establishes that the posterior median of \( \xi \), i.e. the median for the distribution of \( \xi \) conditional on the observations, is an optimal estimator in the sense that it minimizes the average absolute error

\[
\mathbb{E}^\xi[|\xi - \delta|]
\]

in \( \delta \), where \( \mathbb{E}^\xi[\cdot] \) denotes the expectation under the distribution of \( \xi \) (see Appendix C for a list of usual notations). This result justifies the use of the posterior median as an estimator of \( \xi \), whatever the distribution of the observation. Although established more than two centuries ago, it is strikingly modern (generality of the distribution, choice of a loss function to evaluate the estimators) and Laplace extended it in 1810 by establishing a similar result for squared error.

Surprisingly, though, Laplace was rather unsatisfied with this result because he still needed the distribution of the observation error to be able to calculate the resulting estimator. He first considered, in 1774, the double
exponential distribution

\[ \varphi_\xi(x) = \frac{\xi}{2} e^{-\xi |x|}, \quad x \in \mathbb{R}, \ \xi > 0, \]

also called the Laplace distribution, which supposedly involved the resolution of a fifteenth degree equation for three observations. (Actually, Laplace made a mistake and the correct equation is cubic, as shown by Stigler (1986).) Then, in 1777, he looked at the even less tractable alternative

\[ \varphi_\xi(x) = \frac{1}{2\xi} \log \left( \frac{\xi}{|x|} \right) \mathbb{I}_{|x| \leq \xi}, \quad \xi > 0, \]

where \( \mathbb{I} \) denotes the indicator function. It was only in 1810 when Legendre and Gauss independently exposed the importance of the normal distribution, that Laplace was able to compute his (Bayes) estimators explicitly, since he then thought this was the ideal error distribution.

We will consider again this example, along with other optimality results, in Chapter 2, when we study different loss functions to evaluate estimation procedures and the associated Bayes estimators. Let us stress here that the main consequence of the Bayes and Laplace works has been to introduce the conditional perspective in Statistics, i.e., to realize that parameters and observations are fundamentally identical objects, albeit differently perceived.\(^{10}\) To construct in parallel a probability distribution on the parameter space completes this equivalence and, through Bayes’s Theorem, allows a quantitative discourse on the causes, i.e., in our parametric framework an inference on the parameters. As mentioned above, the choice of the prior distribution is delicate, but its determination should be incorporated into the statistical process in parallel with the determination of the distribution of the observation. Indeed, a prior distribution is the best way to include residual information into the model. In addition, Bayesian statistical analysis provides natural tools to incorporate the uncertainty associated with this information in the prior distribution (possibly through a hierarchical modeling, see Chapter 10). Lastly, as pointed out in Lindley (1971), the Bayesian paradigm is intrinsically logical: given a set of required properties represented by the loss function and the prior distribution, the Bayesian approach provides estimators satisfying these requirements, while other approaches evaluate the properties of estimators derived for reasons external to the inferential framework.

1.3 Likelihood Principle and Sufficiency Principle

1.3.1 Sufficiency

Classical Statistics can be envisaged as being directed by principles often justified by “common sense” or additional axioms. On the contrary, the

\(^{10}\) Again, this is why this book indistinctly writes random variables, observations and parameters in lower case.
Bayesian approach naturally incorporates most of these principles with no restraint on the procedures to be considered, and also definitely rejects other principles, such as unbiasedness. This notion once was a cornerstone of Classical Statistics and restricted the choice of estimators to those who are on average correct (see Lehmann and Casella (1998)). While intuitively acceptable, it imposes too stringent conditions on the choice of the procedures and often leads to inefficiency in their performances. (See, e.g., the Stein effect in Note 2.8.2.) More importantly, the number of problems which allow for unbiased solutions is a negligible percentage of all estimation problems (Exercise 1.12). Despite these drawbacks, a recent statistical technique like the bootstrap (Efron (1982), Hall (1992)) was introduced as a way to (asymptotically) reduce the bias.

Two fundamental principles are followed by the Bayesian paradigm, namely the Likelihood Principle and the Sufficiency Principle.

**Definition 1.3.1** When \( x \sim f(x|\theta) \), a function \( T \) of \( x \) (also called a statistic) is said to be sufficient if the distribution of \( x \) conditional upon \( T(x) \) does not depend on \( \theta \).

A sufficient statistic \( T(x) \) contains the whole information brought by \( x \) about \( \theta \). According to the factorization theorem, under some measure theoretic regularity conditions (see Lehmann and Casella (1998)), the density of \( x \) can then be written as

\[
f(x|\theta) = g(T(x)|\theta)h(x|T(x)),
\]

if \( g \) is the density of \( T(x) \). We will see in Chapter 2 that, when an estimator is evaluated under a convex loss, the optimal procedures only depend on sufficient statistics (this is the Rao–Blackwell Theorem). In particular, when the model allows for a minimal sufficient statistic, i.e., for a sufficient statistic that is a function of all the other sufficient statistics, we only have to consider the procedures depending on this statistic or equivalently the restricted statistical model associated with this statistic. The concept of sufficiency has been developed by Fisher and is associated with the following principle.

**Sufficiency Principle** Two observations \( x \) and \( y \) factorizing through the same value of a sufficient statistic \( T \), that is, such that \( T(x) = T(y) \), must lead to the same inference on \( \theta \).

**Example 1.3.2** Consider \( x_1, \ldots, x_n \) independent observations from a normal distribution \( \mathcal{N}(\mu, \sigma^2) \) (see Appendix A). The factorization theorem then implies that the pair \( T(x) = (\bar{x}, s^2) \), where

\[
\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \quad \text{and} \quad s^2 = \sum_{i=1}^{n} (x_i - \bar{x})^2,
\]
is a sufficient statistic for the parameter \((\mu, \sigma)\), with density

\[
g(T(x)|\theta) = \sqrt{\frac{n}{2\pi\sigma^2}} e^{-\frac{(\bar{x} - \theta)^2}{2\sigma^2}} \frac{(s^2)^{(n-3)/2} e^{-s^2/2\sigma^2}}{\sigma^n \Gamma(n - 1/2)2^{n-1/2}}.\]

Therefore, according to the Sufficiency Principle, inference on \(\mu\) should only depend on this two-dimensional vector, whatever the sample size \(n\) is. We will see in Chapter 3 that the existence of a sufficient statistic of constant dimension is in a sense characteristic of exponential families\(^{11}\).

**Example 1.3.3** Consider \(x_1 \sim B(n_1, p)\), \(x_2 \sim B(n_2, p)\), and \(x_3 \sim B(n_3, p)\), three binomial independent observations when the sample sizes \(n_1\), \(n_2\), and \(n_3\) are known. The likelihood function is then

\[
f(x_1, x_2, x_3|p) = \binom{n_1}{x_1} \binom{n_2}{x_2} \binom{n_3}{x_3} p^{x_1+x_2+x_3} (1-p)^{n_1+n_2+n_3-x_1-x_2-x_3}
\]

and the statistics

\[
T_1(x_1, x_2, x_3) = x_1 + x_2 + x_3 \quad \text{or} \quad T_2(x_1, x_2, x_3) = \frac{x_1 + x_2 + x_3}{n_1 + n_2 + n_3}
\]

are sufficient, on the contrary of \(x_1/n_1 + x_2/n_2 + x_3/n_3\).

The Sufficiency Principle is generally accepted by most statisticians, in particular because of the Rao–Blackwell Theorem, which rules out estimators which do not depend only on sufficient statistics. In model choice settings, it is sometimes criticized as being too drastically reductive, but note that the Sufficiency Principle is only legitimate when the statistical model is actually the one underlying the generation of the observations. Any uncertainty about the distribution of the observations should be incorporated into the model, a modification which almost certainly leads to a change of sufficient statistics. A similar cautionary remark applies to the Likelihood Principle.

### 1.3.2 The Likelihood Principle

This second principle is partly a consequence of the Sufficiency Principle. It can be attributed to Fisher (1959) or even to Barnard (1949), but was formalized by Birnbaum (1962). It is strongly defended by Berger and Wolpert (1988) who provide an extended study of the topic. In the following definition, the notion of *information* is to be considered in the general sense of the collection of all possible inferences on \(\theta\), and not in the mathematical sense of Fisher information, defined in Chapter 3.

**Likelihood Principle** The *information brought by an observation \(x\) about \(\theta\) is entirely contained in the likelihood function \(l(\theta|x)\). Moreover, if \(x_1\) and

\(^{11}\) For other distributions, sufficiency is not a very interesting concept, since the dimension of a sufficient statistic is then of the order of the dimension of the observation \(x\) (or of the corresponding sample), as detailed in Chapter 3.
\(x_2\) are two observations depending on the same parameter \(\theta\), such that there exists a constant \(c\) satisfying
\[
\ell_1(\theta|x_1) = c\ell_2(\theta|x_2)
\]
for every \(\theta\), they then bring the same information about \(\theta\) and must lead to identical inferences.

Notice that the Likelihood Principle is only valid when
(i) inference is about the same parameter \(\theta\); and
(ii) \(\theta\) includes every unknown factor of the model.
The following example provides a (now classical) illustration of this principle.

**Example 1.3.4** While working on the audience share of a TV series, \(0 \leq \theta \leq 1\) representing the part of the TV audience, an investigator found nine viewers and three nonviewers. If no additional information is available on the experiment, two probability models at least can be proposed:

1. the investigator questioned 12 persons, thus observed \(x \sim B(12, \theta)\) with \(x = 9\);
2. the investigator questioned \(N\) persons until she obtained 3 nonviewers, with \(N \sim \text{Neg}(3, 1 - \theta)\) and \(N = 12\).

In other words, the random quantity in the experiment can be either 9 or 12. (Notice that it could also be both.) The important point is that, for both models, the likelihood is proportional to
\[
\theta^3(1 - \theta)^9.
\]
Therefore, the Likelihood Principle implies that the inference on \(\theta\) should be identical for both models. As shown in Exercise 1.23, this is not the case for the classical approach.

Since the Bayesian approach is entirely based on the posterior distribution
\[
\pi(\theta|x) = \frac{\ell(\theta|x)\pi(\theta)}{\int \ell(\theta|x)\pi(\theta)d\theta}
\]
(see (1.2.3) and Section 1.4), which depends on \(x\) only through \(\ell(\theta|x)\), the Likelihood Principle is automatically satisfied in a Bayesian setting.

On the contrary, the classical or frequentist approach\(^{12}\) focuses on the average behavior properties of procedures and thus justifies the use of an estimator for reasons that can contradict the Likelihood Principle. This perspective is particularly striking in testing theory. For instance, if \(x \sim
text{The theory built up by Wald, Neyman and Pearson in the 1950s is called frequentist, because it evaluates statistical procedures according to their long-run performances, that is, on the average (or in frequency) rather than focusing on the performance of a procedure for the obtained observation, as a conditional approach would do. The frequentist approach will be considered in detail in Chapters 2 and 5.}
\(N(\theta, 1)\) and if the hypothesis to be tested is \(H_0 : \theta = 0\), the classical Neyman–Pearson test procedure at level 5% is to reject the hypothesis if \(x = 1.96\), on the basis that \(P(|x - \theta| \geq 1.96) = 0.05\), thus conditioning on the event \(|x| > 1.96\) rather than \(x = 1.96\) (which is impossible for the frequentist theory). The frequency argument associated with this procedure is then that, in 5% of the cases when \(H_0\) is true, it rejects wrongly the null hypothesis. Such arguments come to contradict the Likelihood Principle because tail behaviors may vary for similar likelihoods (see Exercises 1.17 and 1.23). The opposition between the frequentist and Bayesian paradigms is stronger in testing theory than in point estimation, where the frequentist approach usually appears as a limiting case of the Bayesian approach (see Chapter 5).

**Example 1.3.5** Consider \(x_1, x_2\) i.i.d. \(N(\theta, 1)\). The likelihood function is then
\[
\ell(\theta|x_1, x_2) \propto \exp\{- (\bar{x} - \theta)^2\}
\]
with \(\bar{x} = (x_1 + x_2)/2\). Now, consider the alternative distribution
\[
g(x_1, x_2|\theta) = \pi^{-3/2} e^{- (x_1 + x_2 - 2\theta)^2 / 4} \left[1 + (x_1 - x_2)^2\right]^{-1/2}.
\]
This distribution gives a likelihood function proportional to \(\ell(\theta|x_1, x_2)\) and therefore should lead to the same inference about \(\theta\). However, the distribution \(g\) is quite different from \(f(x_1, x_2|\theta)\); for instance, the expectation of \((x_1 - x_2)\) is not defined. Therefore, the estimators of \(\theta\) will have different frequentist properties if they do not depend only on \(\bar{x}\). In particular, the confidence regions on \(\theta\) may differ significantly because of the heavier tails of \(g\).

**Example 1.3.6** Another implication of the Likelihood Principle is the **Stopping Rule Principle** in sequential analysis. A stopping rule \(\tau\) can be defined as follows. If the experiments \(E_i\) lead to observations \(x_i \in X_i\), with \(x_i \sim f(x_i|\theta)\), consider a corresponding sequence \(A_i \subset X_1 \times \ldots \times X_i\) such that the criterion \(\tau\) takes the value \(n\) if \((x_1, \ldots, x_n) \in A_n\), i.e., the experiment stops after the \(n\)th observation only if the first \(n\) observations are in \(A_n\). The likelihood of \((x_1, \ldots, x_n)\) is then
\[
\ell(\theta|x_1, \ldots, x_n) = f(x_1|\theta)f(x_2|x_1, \theta) \ldots f(x_n|x_1, \ldots, x_{n-1}, \theta) \mathbb{I}_{A_n}(x_1, \ldots, x_n),
\]
thus depends only on \(\tau\) through the sample \(x_1, \ldots, x_n\). This implies the following principle.

**Stopping Rule Principle** If a sequence of experiments, \(E_1, E_2, \ldots\), is directed by a stopping rule, \(\tau\), which indicates when the experiments should stop, inference about \(\theta\) must depend on \(\tau\) only through the resulting sample.
Example 1.3.4 illustrates the case where two different stopping rules lead to the same sample: either the sample size is fixed to be 12, or the experiment is stopped when 9 viewers have been interviewed. Another striking (although artificial) example of a stopping rule is to observe \( x_i \sim \mathcal{N}(\theta, 1) \) and to take \( \tau \) as the first integer \( n \) such that

\[
|\bar{x}_n| = \left| \sum_{i=1}^{n} x_i/n \right| > 1.96/\sqrt{n}.
\]

In this case, the stopping rule is obviously incompatible with frequentist modeling since the resulting sample always leads to the rejection of the null hypothesis \( H_0 : \theta = 0 \) at the level 5% (see Chapter 5). On the contrary, a Bayesian approach avoids this difficulty (see Raiffa and Schlaifer (1961) and Berger and Wolpert (1988, p. 81)).

1.3.3 Derivation of the Likelihood Principle

A justification of the Likelihood Principle has been provided by Birnbaum (1962) who established that it is implied by the Sufficiency Principle, conditional upon the acceptance of a second principle.

**Conditionality Principle**  If two experiments on the parameter \( \theta \), \( E_1 \) and \( E_2 \), are available and if one of these two experiments is selected with probability \( p \), the resulting inference on \( \theta \) should only depend on the selected experiment.

This principle seems difficult to reject when the selected experiment is known, as shown by the following example.

**Example 1.3.7** (Cox (1958)) In a research laboratory, a physical quantity \( \theta \) can be measured by a precise but often busy machine, which provides a measurement, \( x_1 \sim \mathcal{N}(\theta, 0.1) \), with probability \( p = 0.5 \), or through a less precise but always available machine, which gives \( x_2 \sim \mathcal{N}(\theta, 10) \). The machine being selected at random, depending on the availability of the more precise machine, the inference on \( \theta \) when it has been selected should not depend on the fact that the alternative machine could have been selected. In fact, a classical confidence interval at level 5% taking into account this selection, i.e., averaging over all the possible experiments, is of half-length 5.19, while the interval associated with \( E_1 \) is of half-length 0.62 (Exercise 1.20).

The equivalence result of Birnbaum (1962) is then as follows.

**Theorem 1.3.8**  The Likelihood Principle is equivalent to the conjunction of the Sufficiency and the Conditionality Principles.

**Proof.** We define first the evidence associated with an experiment \( E \), \( Ev(E, x) \), as the collection of the possible inferences on the parameter \( \theta \) directing this experiment. Let \( E^* \) denote the mixed experiment starting
with the choice of $\mathcal{E}_i$ with probability 0.5 ($i = 1, 2$), thus with result $(i, x_i)$. Under these notations, the Conditionality Principle can be written as

\begin{equation}
E \mathbb{v}(\mathcal{E}^*, (j, x_j)) = E \mathbb{v}(\mathcal{E}_j, x_j).
\end{equation}

Consider $x_0^1$ and $x_0^2$ such that

\begin{equation}
\ell(\cdot|x_0^1) = c \ell(\cdot|x_0^2).
\end{equation}

The Likelihood Principle then implies

\begin{equation}
E \mathbb{v}(\mathcal{E}_1, x_0^1) = E \mathbb{v}(\mathcal{E}_2, x_0^2).
\end{equation}

Let us assume that (1.3.2) is satisfied. For the mixed experiment $\mathcal{E}^*$ derived from the two initial experiments, consider the statistic

\[
T(j, x_j) = \begin{cases} 
(1, x_0^1) & \text{if } j = 2, \ x_2 = x_0^2, \\
(j, x_j) & \text{otherwise},
\end{cases}
\]

which takes the same value for $(1, x_0^1)$ and for $(2, x_0^2)$. Then, this statistic is sufficient, since, if $t \neq (1, x_0^1)$,

\[
P_\theta(X^* = (j, x_j)|T = t) = \mathbb{I}_t(j, x_j)
\]

and

\[
P_\theta(X^* = (1, x_0^1)|T = (1, x_0^1)) = \frac{c}{1 + c},
\]

due to the proportionality of the likelihood functions. The Sufficiency Principle then implies that

\begin{equation}
E \mathbb{v}(\mathcal{E}^*, (1, x_1)) = E \mathbb{v}(\mathcal{E}^*, (2, x_2))
\end{equation}

and, combined with (1.3.1), leads to (1.3.3).

The reciprocal of this theorem can be derived for the Conditionality Principle from the fact that the likelihood functions of $(j, x_j)$ and $x_j$ are proportional, and for the Sufficiency Principle from the factorization theorem.

Evans, Fraser and Monette (1986) have shown that the Likelihood Principle can also be derived as a consequence of a stronger version of the Conditionality Principle.

### 1.3.4 Implementation of the Likelihood Principle

It thus seems quite justified to follow the Likelihood Principle because this principle can be derived from the unassailable Sufficiency and Conditionality Principles. However, this principle is altogether too vague, since it does not lead to the selection of a particular procedure when faced with a given inferential problem. It has been argued that the role of the statistician should stop with the determination of the likelihood function (Box and Tiao (1973)) since it is sufficient for clients to draw their inference, but this extreme view only stands in the most simple cases (or from a Bayesian decisional point of view, if the decision-maker also provides a
prior distribution and a loss function). In large (parameter) dimensions, the likelihood function is also difficult to manipulate because of the lack of proper representations tools.

The vagueness of the Likelihood Principle calls for a reinforcement of the axiomatic bases of the inferential process, i.e., for additional structures in the construction of statistical procedures. For instance, an effective implementation of the Likelihood Principle is the maximum likelihood estimation method, as briefly described in Section 1.3.5. Similarly, the Bayesian paradigm allows for implementation of the Likelihood Principle in practice, with the additional advantage of including the decision-related requirements of the inferential problem, and even getting optimal procedures from a frequentist point of view (see below).

If we keep in mind the inversion aspect of Statistics presented in Section 1.2, it is tempting to consider the likelihood as a generalized density in $\theta$, whose mode would then be the maximum likelihood estimator, and to work with this density as with a regular distribution. This approach seems to have been advocated by Laplace when he suggested using the uniform prior distribution when no information was available on $\theta$ (see Examples 1.2.3–1.2.5). Similarly, Fisher introduced the fiducial approach (see Note 1.8.1) to try to circumvent the determination of a prior distribution while putting into practice the Likelihood Principle, the choice of his distribution being objective (since depending only on the distribution of the observations). However, this approach is at its most defensible when $\theta$ is a location parameter (see also Example 1.5.1), since it leads in general to paradoxes and contradictions, the most immediate being that $\ell(\theta|x)$ is not necessarily integrable as a function of $\theta$ (Exercise 1.26). The derivation of objective posterior distributions actually calls for a more advanced theory of non-informative distributions (see Chapter 3), which shows that the likelihood function cannot always be considered the most natural posterior distribution.

Many approaches have been suggested to implement the Likelihood Principle like, for instance, penalized likelihood theory (Akaike (1978, 1983)) or stochastic complexity theory (Rissanen (1983, 1990)). See also Bjørnstad (1990) for a survey of non-Bayesian methods derived from the Likelihood Principle in the prediction area. The overall conclusion of this section is nonetheless that, apart from the fact that many of these theories have a Bayesian flavor, a truly Bayesian approach is the most appropriate to take advantage of the Likelihood Principle (see Berger and Wolpert (1988, Chapter 5) for an extensive discussion of this point).

1.3.5 Maximum likelihood estimation

The Likelihood Principle is altogether distinct from the maximum likelihood estimation approach, which is only one of several ways to implement the Likelihood Principle. Because we encounter this technique quite often in the next chapters, and also because it can be situated at the fringe of
1.3 Likelihood Principle and Sufficiency Principle

In the Bayesian paradigm, we recall briefly some basic facts about the maximum likelihood approach. Extended coverage can be found in Lehmann and Casella (1998).

When \( x \sim f(x|\theta) \) is observed, the maximum likelihood approach considers the following estimator of \( \theta \)

\[
\hat{\theta} = \arg \sup_{\theta} \ell(\theta|x),
\]

i.e., the value of \( \theta \) that maximizes the density at \( x \), \( f(x|\theta) \), or, informally, the probability of observing the given value of \( x \). The maximization (1.3.5) is not always possible (see, e.g., the case of a mixture of two normal distributions, which is detailed in Chapter 6) or can lead to several (equivalent) global maxima (see, e.g., the case of a Cauchy distribution, \( C(0, 1) \), with two well-separated observations). Nevertheless, the maximum likelihood estimator method is widely used, partly because of this intuitive motivation of maximizing the probability of occurrence and partly because of strong asymptotic properties (consistency and efficiency). An interesting feature of maximum likelihood estimators is also that they are parameterization-invariant. That is to say, for any function \( h(\theta) \), the maximum likelihood estimator of \( h(\theta) \) is \( h(\hat{\theta}) \) (even when \( h \) is not one-to-one). This property is not enjoyed by any other statistical approach (except by Bayes estimators in the special case of intrinsic losses. See Section 2.5.4).

The maximum likelihood method also has drawbacks. First, the practical maximization of \( \ell(\theta|x) \) can be quite complex, especially in multidimensional and constrained settings. Consider, for instance, the examples of a mixture of normal distributions, of a truncated Weibull distribution

\[
\ell(\theta_1, \theta_2|x_1, \ldots, x_n) = (\theta_1 \theta_2)^n(x_1 \ldots x_n)^{\theta_1} \exp \left\{ -\theta_2 \sum_{i=1}^{n} x_i^{\theta_1} \right\}
\]

(see Exercise 1.29), or of a 10 \times 10 table where \( x_{ij} \sim N(\theta_{ij}, 1) \) when \( \theta_{ij} \) is increasing in \( i \) and \( j \) (see Robert and Hwang (1996) and Exercises 1.30 and 1.31). Some numerical procedures, such as the EM algorithm of Dempster et al. (1977) for missing data models or the algorithm of Robertson et al. (1988) for order-restricted parameter spaces, have been tailored to this approach, but unsolved difficulties remain.

Second, a maximization technique is bound to give estimators that lack smoothness, as opposed to integration for instance. This is particularly true when the parameter space is restricted. For example, Saxena and Alam (1982) show that, if \( x \sim \chi^2_p(\lambda) \), that is, a noncentral chi-squared distribution with \( p \) degrees of freedom\(^\text{13}\), the maximum likelihood estimator of \( \lambda \) is equal to 0 for \( x < p \). Similarly, maximum likelihood estimators can be quite unstable, i.e., vary widely for small variations of the observations, at least for reduced sample sizes (see Exercise 1.32).

\(^\text{13}\) This example also exhibits a limitation of the invariance mentioned above: when \( y \sim N_p(\theta, I_p) \), the maximum likelihood estimator of \( \lambda = ||\theta||^2 \) is \( ||y||^2 = x \sim \chi^2_p(\lambda) \), which differs from the maximum likelihood estimator based on \( x \) (see Exercise 3.55).
A last but important defect of the maximum likelihood approach is that it lacks decision-theoretic and probabilistic supports. In fact, it does not incorporate the requirements of a decision-theoretic analysis and also fails to provide evaluation tools for the estimators it proposes. For instance, tests are not possible in a purely maximum likelihood context: it is necessary to call for frequentist justifications, even if they are based upon a likelihood ratio (see Section 5.3). Similarly, confidence regions of the form $C = \{\theta; \ell(\theta)/\ell(\hat{\theta}) \geq c\}$, which are asymptotically shortest, will not depend solely on the likelihood function if the bound $c$ is to be chosen to achieve coverage at a given level $\alpha$.

1.4 Prior and posterior distributions

Let us assume at this point that, in addition to the sample distribution, $f(x|\theta)$, a prior distribution on $\theta$, $\pi(\theta)$, is available, that is, that we deal with a complete Bayesian model. Chapter 3 considers the preliminary problem of deriving this distribution from the prior information. Given these two distributions, we can construct several distributions, namely:

(a) the joint distribution of $(\theta, x)$,
$$\varphi(\theta, x) = f(x|\theta)\pi(\theta);$$

(b) the marginal distribution of $x$,
$$m(x) = \int \varphi(\theta, x) d\theta = \int f(x|\theta)\pi(\theta) d\theta;$$

(c) the posterior distribution of $\theta$, obtained by Bayes’s formula,
$$\pi(\theta|x) = \frac{f(x|\theta)\pi(\theta)}{\int f(x|\theta)\pi(\theta) d\theta} = \frac{f(x|\theta)\pi(\theta)}{m(x)};$$

(d) the predictive distribution of $y$, when $y \sim g(y|\theta, x)$, obtained by
$$g(y|x) = \int g(y|\theta, x)\pi(\theta|x)d\theta.$$

Example 1.4.1 (Example 1.2.2 continued) If $x \sim B(n, p)$ and $p \sim \mathcal{B}(\alpha, \beta)$ (with $\alpha = \beta = 1$ in the particular case of Bayes),
$$f(x|p) = \binom{n}{x} p^x (1-p)^{n-x}, \quad x = 0, 1, \ldots, n,$$
$$\pi(p) = \frac{1}{B(\alpha, \beta)} p^{\alpha-1} (1-p)^{\beta-1}, \quad 0 \leq p \leq 1.$$
The joint distribution of \((x, p)\) is then
\[
\varphi(x, p) = \binom{n}{x} \frac{1}{B(\alpha, \beta)} p^{\alpha+x-1}(1-p)^{n-x+\beta-1}
\]
and the marginal distribution of \(x\) is
\[
m(x) = \frac{\binom{n}{x}}{B(\alpha, \beta)} B(\alpha+x, n-x+\beta)
= \frac{n!}{x!(n-x)!} \frac{\Gamma(\alpha + \beta) \Gamma(\alpha + x) \Gamma(n-x + \beta)}{\Gamma(\alpha) \Gamma(\beta) \Gamma(\alpha + \beta + n)},
\]
since the posterior distribution of \(p\) is
\[
\pi(p|x) = \frac{p^{\alpha+x-1}(1-p)^{\beta+n-x-1}}{B(\alpha + x, \beta + n - x)},
\]
i.e., a beta distribution \(Be(\alpha + x, \beta + n - x)\).

Among these distributions, the central concept of the Bayesian paradigm is the posterior distribution. In fact, this distribution operates conditional upon the observations, thus operates automatically the inversion of probabilities defined in Section 1.2, while incorporating the requirement of the Likelihood Principle. It thus avoids averaging over the unobserved values of \(x\), which is the essence of the frequentist approach. Indeed, the posterior distribution is the updating of the information available on \(\theta\), owing to the information contained in \(\ell(\theta|x)\), while \(\pi(\theta)\) represents the information available a priori, that is, before observing \(x\).

Notice that the Bayesian approach enjoys a specific kind of coherence (we will meet others in the following chapters) in that the order in which i.i.d. observations are collected does not matter (this is a consequence of the Likelihood Principle), but also that updating the prior one observation at a time, or all observations together, does not matter. In other words,
\[
\pi(\theta|x_1, \ldots, x_n) = \frac{f(x_n|\theta)\pi(\theta|x_1, \ldots, x_{n-1})}{\int f(x_n|\theta)\pi(\theta|x_1, \ldots, x_{n-1})d\theta} = \frac{f(x_n|\theta)f(x_{n-1}|\theta)\pi(\theta|x_1, \ldots, x_{n-2})}{\int f(x_n|\theta)f(x_{n-1}|\theta)\pi(\theta|x_1, \ldots, x_{n-2})d\theta}
\]

(1.4.1)

It may happen that the observations do not modify the distribution of some parameters. This is obviously the case when the distribution of \(x\) does not depend on these parameters, as in some nonidentifiable settings.

**Example 1.4.2** Consider one observation \(x\) from a normal
\[
\mathcal{N}\left(\frac{\theta_1 + \theta_2}{2}, 1\right)
\]
distribution, with a prior \( \pi \) on \((\theta_1, \theta_2)\) such that \( \pi(\theta_1, \theta_2) = \pi_1(\theta_1 + \theta_2)\pi_2(\theta_1 - \theta_2) \). If we operate the change of variables

\[
\xi_1 = \frac{\theta_1 + \theta_2}{2}, \quad \xi_2 = \frac{\theta_1 - \theta_2}{2},
\]

the posterior distribution of \( \xi_2 \) is then

\[
\pi(\xi_2) \propto \int_{\mathbb{R}} \exp\left\{-\frac{(x - \xi_1)^2}{2}\right\} 2\pi_1(2\xi_1)2\pi_2(2\xi_2)d\xi_1 \\
\propto \pi_2(2\xi_2) \int_{\mathbb{R}} \exp\left\{-\frac{(x - \xi_1)^2}{2}\right\} \pi_1(2\xi_1)d\xi_1 \\
\propto \pi_2(2\xi_2)
\]

for every observation \( x \). The observation thus brings no information on \( \xi_2 \).

We must warn the reader that not every nonidentifiable setting leads to this simple conclusion: depending on the choice of the prior distribution and on the reparameterization of the parameter \( \theta \) in \((\theta_1, \theta_2)\), where the distribution of \( x \) only depends on \( \theta_1 \), the marginal posterior distribution of \( \theta_2 \) may or may not depend on \( x \) (Exercise 1.45). An important aspect of the Bayesian paradigm in nonidentifiable settings is, however, that the prior distribution can be used as a tool to identify the parts of the parameter that are not covered by the likelihood, even though the choice of prior may have a bearing on the identifiable part.

This invariance from prior distribution to posterior distribution may also occur for some parameters when the number of parameters becomes too large compared with the sample size (Exercise 1.39).

**Example 1.4.3** A general setting where this situation occurs is found when the number of parameters is infinite, for instance, when the inference encompasses a whole distribution. Studden (1990) considers \( n \) observations \( x_1, \ldots, x_n \) from a mixture of geometric distributions,

\[
x \sim \int_0^1 \theta^x (1 - \theta) \, dG(\theta),
\]

\( x \) taking its values in \( \mathbb{N} \) and the probability distribution \( G \) being unknown. In this setting, \( G \) can be represented by the sequence of its noncentral moments \( c_1, c_2, \ldots \). The likelihood function is then derived from \( P(X = k) = c_k - c_{k+1} \). Studden (1990) shows that, although the \( c_i \) are constrained by an infinite number of inequalities (starting with \( c_1 > c_2 > c_3^2 \)), it is possible to derive (algebraically) independent functions of the \( c_i \)'s, \( p_1, p_2, \ldots \), taking values in \([0, 1]\) and such that \( c_i \) only depends on \( p_1, \ldots, p_i \) (see Exercise 1.46 for details). Therefore, if the prior distribution of \( p_1, p_2, \ldots \) is

\[
\pi(p_1, p_2, \ldots) = \prod_{i=1}^{+\infty} \pi_i(p_i),
\]
and if the largest observation in the sample is \( k \), the posterior distribution of \( p_{k+2}, p_{k+3}, \ldots \) does not depend on the observations:

\[
\pi(p_{k+2}, \ldots | x_1, \ldots, x_n) = \pi(p_{k+2}, \ldots) = \prod_{i=k+2}^{+\infty} \pi_i(p_i).
\]

Conversely, the marginal distribution does not involve the parameter of interest \( \theta \). It is therefore rarely of direct use, except in the empirical Bayesian approach (see Chapter 10), since the posterior distribution is much more adapted to inferential purposes. The marginal distribution can, however, be used in the derivation of the prior distribution if the available information has been gathered from different experiments, that is, dealing with different \( \theta \)'s as in meta-analysis (see Mosteller and Chalmers (1992), Mengersen and Tweedie (1993), and Givens et al. (1997)).

Given a probability distribution \( \pi \) on \( \theta \), the Bayesian inferential scope is much larger than the classical perspective. For instance, not only the mean, mode, or median of \( \pi(\theta|x) \) can be computed, but also evaluations of the performances of these estimators (through their variance and higher-order moments) are available. Moreover, the knowledge of the posterior distribution also allows for the derivation of confidence regions through highest posterior density (HPD) regions, that is, regions of the form

\[
\{ \theta; \pi(\theta|x) \geq k \},
\]

in both unidimensional and multidimensional cases. Similarly, it is possible to derive quite naturally the probability of a hypothesis \( H_0 \), by conditioning on the observations, i.e., \( P^\pi(\theta \in H_0|x) \). Let us stress that the Bayesian approach is the only one justifying such an expression because the expression \( P(\theta = \theta_0) = 0.95 \) is meaningless unless \( \theta \) is a random variable. From a Bayesian point of view, this expression signifies that we are ready to bet that \( \theta \) is equal to \( \theta_0 \) with a 95/5 odds ratio, or, in other words, that the uncertainty about the value of \( \theta \) is reduced to a 5% zone. Chapters 4 and 5 are devoted to the study of estimation techniques that incorporate the decisional requirements. We just illustrate the simplicity of this derivation by constructing a confidence interval in the following example.

**Example 1.4.4** Consider \( x \sim \mathcal{N}(\theta, 1) \) and \( \theta \sim \mathcal{N}(0, 10) \). Therefore, for a given \(^{14} x \),

\[
\pi(\theta|x) \propto f(x|\theta)\pi(\theta) \propto \exp \left( -\frac{(x - \theta)^2}{2} - \frac{\theta^2}{20} \right)
\]

\(^{14}\) The proportionality symbol \( \propto \) is to be taken for functions of \( \theta \) (not of \( x \)). While being entirely rigorous, computations using proportionality signs lead to greater efficiency in the derivation of posterior distributions. In fact, probability densities are uniquely determined by their functional form, and the normalizing constant can be recovered, when necessary, at the end of the computation. This technique will therefore be used extensively in this book. Obviously, it is not always appropriate, for instance when the proportionality constant is 0 or infinity, as seen in Section 1.5.
\[ \propto \exp \left( -\frac{11\theta^2}{20} + \theta x \right) \]

\[ \propto \exp \left( -\frac{11}{20} \left( \theta - \frac{10x}{11} \right)^2 \right) \]

and \( \theta | x \sim \mathcal{N} \left( \frac{10}{11} x, \frac{10}{11} \right) \). A natural confidence region is then

\[ C = \{ \theta; \pi(\theta|x) > k \} = \left\{ \theta; \left| \theta - \frac{10}{11} x \right| > k' \right\}. \]

We can also associate a confidence level \( \alpha \) with this region in the sense that, if \( z_{\alpha/2} \) is the \( \alpha/2 \) quantile of \( \mathcal{N}(0,1) \),

\[ C_\alpha = \left[ \frac{10}{11} x - z_{\alpha/2} \sqrt{\frac{10}{11}}, \frac{10}{11} x + z_{\alpha/2} \sqrt{\frac{10}{11}} \right] \]

has a posterior probability \( (1 - \alpha) \) of containing \( \theta \).

We will see in Chapter 10 that a posterior distribution can sometimes be decomposed into several levels according to a hierarchical structure, the parameters of the first levels being treated as random variables with additional prior distributions. But this decomposition is instrumental and does not modify the fundamental structure of the Bayesian model.

A problem we did not mention above is that, although all posterior quantities are automatically defined from a conceptual point of view as integrals with respect to the posterior distribution, it may be quite difficult to provide a numerical value in practice and, in particular, an explicit form of the posterior distribution cannot always be derived. In fact, the complexity of the posterior distributions increases when the parameters are continuous and when the dimension of \( \Theta \) is large.

These computational difficulties are studied in Chapter 6, where we provide some general solutions. Still, they should not be considered a major drawback of the Bayesian approach. Indeed, Computational Statistics is currently undergoing such a rapid development that we can clearly reject the notion of a prior distribution chosen for its computational tractability, even though we may still rely on these particular distributions to present simpler and clearer examples in this book. On the contrary, it is stimulating to see that we are getting closer to the goal of providing more powerful and efficient statistical tools because of these new computational techniques, as they allow for the use of more complex prior distributions, which are in turn more representative of the available prior information.

### 1.5 Improper prior distributions

When the parameter \( \theta \) can be treated as a random variable with known probability distribution \( \pi \), we saw in the previous section that Bayes’s
Improper prior distributions

Theorem is the basis of Bayesian inference, since it leads to the posterior distribution. In many cases, however, the prior distribution is determined on a subjective or theoretical basis that provides a $\sigma$-finite measure on the parameter space $\Theta$ instead of a probability measure, that is, a measure $\pi$ such that

$$\int_{\Theta} \pi(\theta) \, d\theta = +\infty.$$ 

In such cases, the prior distribution is said to be improper (or generalized). (An alternative definition of generalized Bayes estimators is considered in Chapter 2.)

When this distribution stems from subjective reasons, that is, when the decision-maker is evaluating the relative likelihoods of different parts of the parameter space $\Theta$ (see Chapter 3), it really makes sense that, for large parameter spaces, for instance when $\Theta$ is noncountable, the sum of these weights, that is, the measure of $\Theta$, should be infinite.

Example 1.5.1 Consider a distribution $f(x - \theta)$ where the location parameter $\theta$ is in $\mathbb{R}$ with no restriction. If no prior information is available on the parameter $\theta$, it is quite acceptable to consider that the likelihood of an interval $[a, b]$ is proportional to its length $b - a$, therefore that the prior is proportional to the Lebesgue measure on $\mathbb{R}$. This was also the distribution selected by Laplace (see Example 1.2.5).

When such improper prior distributions are derived by automatic methods from the density $f(x|\theta)$ (see Chapter 3), they seem more open to criticism, but let us point out the following points.

1. These automatic approaches are usually the only way to derive prior distributions in noninformative settings, that is, in cases where the only available (or retained) information is the knowledge of the sample distribution, $f(x|\theta)$. This generalization of the usual Bayesian paradigm thus makes possible a further extension of the scope of Bayesian techniques.

2. The performances of the estimators derived from these generalized distributions are usually good enough to justify these distributions. Moreover, they often permit recovery of usual estimators like maximum likelihood estimators, thus guaranteeing a closure of the inferential field by presenting alternative approaches at the boundary of the Bayesian paradigm.

3. The generalized prior distributions often occur as limits of proper distributions (according to various topologies). They can thus be interpreted as extreme cases where the reliability of the prior information has completely disappeared and seem to provide a more robust (or more objective) answer in terms of a possible misspecification of the prior distribution (i.e., a wrong interpretation of the sparse prior information).

4. Such distributions are generally more acceptable to non-Bayesians, partly for reasons (2) and (3), but also because they may have frequentist justifications, such as:
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(i) minimaxity, which is related to the usually improper “least favorable distributions”, defined in Chapter 2);

(ii) admissibility, as proper and some improper distributions lead to admissible estimators, while admissible estimators sometimes only correspond to Bayes estimators (see Chapter 8); and

(iii) invariance, as the best equivariant estimator is a Bayes estimator for the generally improper Haar measure associated with the transformation group (see Chapter 9).

(5) A recent perspective (see, e.g., Berger (2000)) is that improper priors should be preferred to vague proper priors such as, a $\mathcal{N}(0, 100^2)$ distribution say, because the later gives a false sense of safety owing to properness, while lacking robustness in terms of influence on the resulting inference.

These reasons do not convince all Bayesians (see, e.g., Lindley (1965)), but the inclusion of improper distributions in the Bayesian paradigm allows for a closure of the inferential scope (figuratively as well as topologically).

From a more practical perspective, the fact that the prior distribution is improper weakens the above symmetry between the observations and the parameters, but as long as the posterior distribution is defined, Bayesian methods apply as well. In fact, the notion of conditional measures is not clearly defined in measure theory, although Hartigan (1983) advocates such an extension, but the convention is to take the posterior distribution $\pi(\theta | x)$ associated with an improper prior $\pi$ as given by Bayes’s formula

$$\pi(\theta | x) = \frac{f(x | \theta) \pi(\theta)}{\int_{\Theta} f(x | \theta) \pi(\theta) d\theta},$$

when the pseudo marginal distribution $\int_{\Theta} f(x | \theta) \pi(\theta) d\theta$ is well defined. This is an imperative condition for using improper priors, which (almost) always hold for proper priors (Exercise 1.47).

Example 1.5.2 (Example 1.5.1 continued) If $f(x - \theta)$ is the density of the normal distribution $\mathcal{N}(\theta, 1)$ and $\pi(\theta) = \varpi$, an arbitrary constant, the pseudo marginal distribution is the measure

$$m(x) = \varpi \int_{-\infty}^{+\infty} \frac{1}{\sqrt{2\pi}} \exp \left\{ - \frac{(x - \theta)^2}{2} \right\} d\theta = \varpi$$

and, by Bayes’s formula, the posterior distribution of $\theta$ is

$$\pi(\theta \mid x) = \frac{1}{\sqrt{2\pi}} \exp \left\{ - \frac{(x - \theta)^2}{2} \right\},$$

i.e., corresponds to $\mathcal{N}(x, 1)$. Notice that the constant $\varpi$ does not play a role in the posterior distribution, and that the posterior distribution is actually the likelihood function. Therefore, even though improper priors cannot be normalized, it does not matter because the constant is of no interest for the statistical inference (but see Chapter 5 for an important exception). ||
According to the Bayesian version of the Likelihood Principle, only posterior distributions are of importance. Therefore, the generalization from proper to improper prior distributions should not cause problems, in the sense that the posterior distribution corresponding to an improper prior can be used similarly to a regular posterior distributions, \textit{when it is defined.} (Obviously, the interpretation of the prior distribution is more delicate.) For instance, in Example 1.5.1, the relative prior weight of any interval is null, but this does not mean that this interval is unlikely a priori. Actually, a misinterpretation of improper priors as regular prior distributions may lead to difficulties like marginalization paradoxes (see Chapter 3) because the usual calculus of conditional probability does not apply in this setting. As expressed by Lindley (1990), \textit{the mistake is to think of them [non-informative priors] as representing ignorance.}

It may happen that, for some observations \(x\), the posterior distribution is not defined (Exercises 1.49–1.52). The usual solution is to determine the improper answer as a limit for a sequence of proper distributions (while also checking the justifications of the improper distribution).

\textbf{Example 1.5.3} Consider a binomial observation, \(x \sim B(n, p)\), as in the original example of Bayes. Some authors (see Novick and Hall (1965) and Villegas (1977)) reject Laplace’s choice of the uniform distribution on \([0, 1]\) as automatic prior distribution because it seems to be biased against the extreme values, 0 and 1. They propose to consider instead Haldane’s (1931) prior

\[
\pi^*(p) \propto [p(1-p)]^{-1}.
\]

In this case, the marginal distribution,

\[
m(x) = \int_0^1 [p(1-p)]^{-1} \binom{n}{x} p^x (1-p)^{n-x} dp
\]

is only defined for \(x \neq 0, n\). Therefore, \(\pi(p|x)\) does not exist for these two extreme values of \(x\), since the product \(\pi^*(p)p^x (1-p)^{n-x}\) cannot be normalized for these two values. For the other values, the posterior distribution is \(Be(x, n-x)\), with posterior mean \(x/n\), which is also the maximum likelihood estimator.

The difficulty in 0 and \(n\) can be overcome as follows. The prior measure \(\pi^*\) appears as a limit of unnormalized beta distributions,

\[
\pi_{\alpha,\beta}(p) = p^{\alpha-1}(1-p)^{\beta-1},
\]

when \(\alpha\) and \(\beta\) go to 0. These distributions \(\pi_{\alpha,\beta}\) lead to beta posterior distributions, \(Be(\alpha+x, \beta+n-x)\), notwithstanding the lack of the normalizing factor, since the choice of the constant in the prior distribution is irrelevant. The posterior distribution \(\pi_{\alpha,\beta}(p|x)\) has the expectation

\[
\delta_{\pi_{\alpha,\beta}}(x) = \frac{x + \alpha}{\alpha + \beta + n},
\]
which goes to $x/n$ when $\alpha$ and $\beta$ go to 0. If the posterior mean is the quantity of interest, we can then extend the inferential procedure to the cases $x = 0$ and $x = n$ by taking also $x/n$ as a formal Bayes estimator.

**Example 1.5.4**

Consider $x \sim \mathcal{N}(0, \sigma^2)$. It follows from invariance considerations that an interesting prior distribution on $\sigma$ is the measure $\pi(\sigma) = 1/\sigma$ (see Chapter 9). It gives the posterior distribution

$$\pi(\sigma^2 | x) \propto e^{-x^2/2\sigma^2},$$

which is not defined for $x = 0$. However, owing to the continuity of the random variable $x$, this difficulty is of little importance compared with Example 1.5.3.

Obviously, these limiting arguments are ad-hoc expedients which are not always justified, in particular because the resulting estimator may depend on the choice of the converging sequence. An example of this phenomenon is provided by Richard (1973) (see also Bauwens (1991)) in the case of a normal distribution $\mathcal{N}(\theta, \sigma^2)$, when $\pi(\theta)$ is the Lebesgue measure and $\sigma^{-2}$ is distributed according to a gamma distribution $\mathcal{G}(\alpha, s_0^2)$, i.e., when

$$\pi(\theta, \sigma^2) \propto \frac{1}{\sigma^{2(\alpha+1)}} e^{-s_0^2/2\sigma^2};$$

the estimator of $\theta$ then depends on the behavior of the ratio $s_0^2/(\alpha - 1)$ when both numerator and denominator go to 0.

Moreover, when estimating a discontinuous function of $\theta$, the estimator for the limiting distribution may differ from the limit of the estimators. This is, for instance, the case in testing theory with the Jeffreys–Lindley paradox (see Chapter 5). Finally, there may be settings such that improper prior distributions cannot be used easily, like in mixture estimation (see Exercise 1.57 and Chapter 6) or in testing theory when testing two-sided hypotheses (see Exercises 1.61–1.63 and Chapter 5).

It is thus important to exercise additional caution when dealing with improper distributions in order to avoid ill-defined distributions. In this book, improper distributions will always be used under the implicit assumption that the corresponding posterior distributions are defined, even though there are settings where this condition could be relaxed (see Note 1.8.3).

The practical difficulty is in checking the propriety (or properness) condition

$$\int f(x|\theta)\pi(\theta)\,d\theta < \infty$$

in complex settings like hierarchical models (see Exercise 1.67 and Chapter 10), where the use of improper priors on the upper level of the hierarchy is quite common. The problem is even more crucial because new computational tools like MCMC algorithms (Chapter 6) do not require in practice
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this checking of properness (see Note 1.8.3, and Hobert and Casella (1996, 1998)).

Let us stress again that the main justification for using improper prior distributions is to provide a completion of the Bayesian inferential field for subjective, axiomatic (in relation with complete class results, see Chapter 8), and practical reasons. This extension does not modify the complexity of the inference, however, because the posterior distribution is truly a probability distribution.

1.6 The Bayesian choice

To close this introduction, let us impress upon the reader that there is such a thing as a Bayesian choice. Thus, it is always possible to adhere to this choice, or to opt for other options. While we are resolutely advocating for this choice, there is no reason to become overly strident. Most statistical theories, such as those presented in Lehmann and Casella (1998), have a reasonable level of coherence and most often agree when the number of observations gets large compared with the number of parameters (see Note 1.8.4).

If we do not present these options here, it is both for philosophical and practical reasons (exposed in Chapter 11), and also for the purpose of presenting an unified discourse on Statistics, where all procedures logically follow from a given set of axioms. This is indeed for us the compelling reason for adhering to the Bayesian choice, namely, the ultimate coherence of the axioms of Bayesian statistical inference. By modeling the unknown parameters of the sampling distribution through a probability structure, i.e., by probabilizing uncertainty, the Bayesian approach authorizes a quantitative discourse on these parameters. It also allows incorporation in the inferential procedure of the prior information and of the imprecision of this information. Besides, apart from subjective and axiomatic arguments in favor of the Bayesian approach, which is the only system allowing for conditioning on the observations (and thus for an effective implementation of the Likelihood Principle), Bayes estimators are also quintessential for the frequentist optimality notions of Decision Theory. In fact, they can provide essential tools even to those statisticians who reject prior elicitation and the Bayesian interpretation of reality.

1.7 Exercises
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1.1 *(Kelker (1970)) A vector $x \in \mathbb{R}^p$ is distributed according to a spherically symmetric distribution if $e.x$ has the same distribution than $x$ for every

15 The exercises with stars are more advanced, but offer a broader view of the topics treated in each chapter. They can be be treated as useful complements, or as a guided lecture of relevant papers by most readers.
orthogonal transform $e$.

a. Show that, when a spherically symmetric distribution has a density, it is a function of $x'x$ only.

b. Show that, if the density of $x$ is $\varphi(x'x)$, the density of $r = ||x||$ is proportional to

$$r^{p-1}\varphi(r^2),$$

and give the proportionality coefficient.

c. Show that, if $x = (x_1', x_2')'$ with $x_1 \in \mathbb{R}^q$ and $x_2 \in \mathbb{R}^{p-q}$, and $||x||^2 = ||x_1||^2 + ||x_2||^2$, the density of $(r_1, r_2) = (||x_1||, ||x_2||)$ is proportional to

$$r_1^{q-1}r_2^{p-q-1}\varphi(r_1^2 + r_2^2).$$

d. Deduce that

$$U = \frac{||x_1||^2}{||x_1||^2 + ||x_2||^2}$$

is distributed according to a beta distribution $\mathcal{B}(q/2, (p-q)/2)$.

e. Conclude that

$$\frac{p-q}{q} \frac{||x_1||^2}{||x_2||^2}$$

is distributed according to the $F$-distribution $\mathcal{F}_{p-q, q}$ independently of the spherically symmetric distribution of $x$. Deduce that the $F$-ratio is a robust quantity in the sense that its distribution is constant on a range of spherically symmetric distributions.

1.2 *(Gouriéroux and Monfort (1996)) This exercise points out that the boundary between parametric and nonparametric models is quite difficult to determine. However, in the second case, the parameter cannot be identified.

a. Show that a c.d.f. is characterized by the values it takes at the rational numbers.

b. Deduce that the collection of the c.d.f.’s on $\mathbb{R}$ has the power of continuum (i.e., the cardinal of the set of the parts of $\mathbb{N}$, the set of natural integers) and thus that all probability distributions on $\mathbb{R}$ can be indexed by a real parameter.

1.3 Show that, if $x_1, \ldots, x_n$ are known explanatory variables and $y_1, \ldots, y_n$ are distributed as $\mathbb{E}[y_i] = bx_i$, the least-squares estimator of $b$, solution of

$$\min_b \sum_{i=1}^{n} (y_i - bx_i)^2,$$

is also a maximum likelihood estimator under a normality assumption.

1.4 In Example 1.1.3, give the expectation of $n$. Does that mean that $20 \times 30/n$ is an unbiased estimator of $N$?

1.5 In Example 1.1.6, show that the moments of $x \sim f(x)$ can be written as $\mathbb{E}[x^k] = p\mathbb{E}[x_1^k] + (1-p)\mathbb{E}[x_2^k]$. Deduce a moment estimator of $(p, \mu_1, \mu_2, \sigma_1^2, \sigma_2^2)$.

[Note: Historically, this is the estimate of Pearson (1894).]
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1.6 Derive the probabilities of Example 1.2.4 from the approximation
\[ \Phi(-x) \approx \frac{1}{\sqrt{2\pi x}} e^{-x^2/2}, \]
which is valid when \( x \) is large.

1.7 An examination has 15 questions, each with 3 possible answers. Assume that 70% of the students taking the examination are prepared and answer correctly each question with probability 0.8; the remaining 30% answer at random.

a. Characterize the distribution of \( S \), score of a student if one point is attributed to each correct answer.

b. Eight correct answers are necessary to pass the examination. Given that a student has passed the examination, what is the probability that she was prepared?

1.8 Prove the discrete and continuous versions of Bayes’s Theorem.

1.9 *(Romano and Siegel (1986)) The Simpson paradox provides an illustration of the need for a conditional approach in Statistics. Consider two medical treatments, \( T_1 \) and \( T_2 \), \( T_1 \) being applied to 50 patients and \( T_2 \) to 50 others. The result of the experiment gives the following survival percentages: 40% for treatment \( T_1 \), 32% for treatment \( T_2 \). Therefore, treatment \( T_1 \) seems better because it leads to a higher survival rate. However, if age is taken into account, dividing the subjects between juniors (50) and seniors (50), the success rates are described in the following table:

<table>
<thead>
<tr>
<th></th>
<th>( T_1 )</th>
<th>( T_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>junior</td>
<td>40</td>
<td>50</td>
</tr>
<tr>
<td>senior</td>
<td>10</td>
<td>35</td>
</tr>
</tbody>
</table>

and \( T_1 \) is worse than \( T_2 \) in both cases. Explain the paradox in terms of Bayes’s Theorem.

1.10 Show that the quantity \( \delta \) that minimizes (1.2.4) is the median of the distribution of \( \xi \). Give the quantity \( \delta \) that minimizes the average squared error \( \mathbb{E}_\xi[(\xi - \delta)^2] \).

1.11 Find the median of the posterior distribution associated with the sampling distribution (1.2.5) and a flat prior \( \pi(\xi) = 1 \) on \( \xi \). [Note: See Stigler (1986) for a resolution.]
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1.12 Show that, for a sample from a normal \( \mathcal{N}(\theta, \sigma^2) \) distribution, there does not exist an unbiased estimator of \( \sigma \) but only of powers of \( \sigma^2 \).

1.13 Consider \( x \sim P(\lambda) \). Show that \( \delta(x) = I_0(x) \) is an unbiased estimator of \( e^{-\lambda} \) which is null with probability \( 1 - e^{-\lambda} \).

1.14 *(A statistic \( S \) is said to be ancillary if its distribution does not depend on the parameter \( \theta \) and it is said to be complete if \( \mathbb{E}_\theta[g(S)] = 0 \) for every \( \theta \) implies \( g(s) \equiv 0 \). Show that, if \( S \) is complete and minimal sufficient, it is independent of every ancillary statistic. [Note: This result is called Basu’s Theorem. The reverse is false.]

1.15 Consider a sample \( x_1, \ldots, x_n \) of i.i.d. variables with c.d.f. \( F \).

a. Give the density of the order statistic.
b. Show that $O = (X_1, \ldots, X_n)$ is sufficient. What is the conditional distribution of $(X_1, \ldots, X_n)$ given $O$?

c. Consider $X_1, \ldots, X_n$ i.i.d. with totally unknown density. Show that $O$ is then complete.

1.16 Show that a statistic $T$ is sufficient if and only if

$$\ell(\theta|x) \propto \ell(\theta|T(x)).$$

1.17 (Berger and Wolpert (1988, p. 21)) Consider $x$ with support $\{1, 2, 3\}$ and distribution $f(\cdot | 0)$ or $f(\cdot | 1)$, where

| $x$ | $f(x|0)$ | $f(x|1)$ |
|-----|---------|---------|
| 1   | 0.9     | 0.1     |
| 2   | 0.05    | 0.05    |
| 3   | 0.05    | 0.85    |

Show that the procedure that rejects the hypothesis $H_0 : \theta = 0$ (to accept $H_1 : \theta = 1$) when $x = 2, 3$ has a probability 0.9 to be correct (under $H_0$ as well as under the alternative). What is the implication of the Likelihood Principle when $x = 2$?

1.18 Show that the Stopping Rule Principle given in Example 1.3.6 is a consequence of the Likelihood Principle for the discrete case. [Note: See Berger and Wolpert (1988) for the extension to the continuous case.]

1.19 For Example 1.3.6, show that the stopping rule $\tau$ is finite with probability 1. (Hint: Use the law of the iterated logarithm. See Billingsley (1986).)

1.20 Show that the confidence intervals of Example 1.3.7 are correct: under the mixed experiment, $x \sim 0.5N(\theta, 0.1) + 0.5N(\theta, 10)$ and $P(\theta \in [x - 5.19, x + 5.19]) = 0.95$, while, under experiment $E_1$, $x \sim N(\theta, 0.1)$ and $P(\theta \in [x - 0.62, x + 0.62]) = 0.95$.

1.21 (Raiffa and Schlaifer (1961)) Show that, if $z \sim f(z|\theta)$ and if $x = t(z)$, $x$ is a sufficient statistic if and only if for every prior $\pi$ on $\theta$, $\pi(\theta|x) = \pi(\theta|z)$.

1.22 Consider $x_1, \ldots, x_n$ distributed according to $Exp(\lambda)$. The data is censored in the sense that there exist $n$ random variables $y_1, \ldots, y_n$ distributed according to $f(y)$, independent of $\lambda$, and $z_1 = x_1 \land y_1, \ldots, z_n = x_n \land y_n$ are the actual observations.

a. Show that, according to the Likelihood Principle, the inference on $\lambda$ should not depend on $f$.

b. Extend this independence to other types of censoring.

1.23 Compare the lengths of the confidence intervals at level 10% in the setting of Example 1.3.7.

1.24 (Berger (1985a)) In the setting of Example 1.3.4, show that, for the UMPU test of $H_0 : p = 1/2$, the null hypothesis will be accepted or rejected at level 5%, depending on the distribution considered. Deduce that the frequentist theory of tests is not compatible with the Likelihood Principle. (Hint: See Chapter 5 for definitions.)

1.25 This exercise aims at generalizing Examples 1.3.4 and 1.3.5 in the continuous case by showing that there can also be incompatibility between the frequentist approach and the Likelihood Principle in continuous settings.
a. If \( f(x|\theta) \) is a density such that \( x \) is a complete statistic, show that there is no other density \( g(x|\theta) \) such that the two likelihood functions \( \ell_f(\theta|x) = f(x|\theta) \) and \( \ell_g(\theta|x) = g(x|\theta) \) are proportional (in \( \theta \)) for every \( x \).

b. Consider now a sample \( x_1, \ldots, x_n \) from \( f(x|\theta) \). We assume that there exists a complete sufficient statistic \( T(x_1, \ldots, x_n) \) of dimension 1 and an ancillary statistic \( S(x_1, \ldots, x_n) \) such that the couple \( (T, S) \) is a one-to-one function of \( (x_1, \ldots, x_n) \). Show that, if there exists another density \( g(x_1, \ldots, x_n|\theta) \) such that the two likelihood functions are proportional,
\[
\ell_g(\theta|x_1, \ldots, x_n) = \omega(x_1, \ldots, x_n)\ell_f(\theta|x_1, \ldots, x_n),
\]
the proportionality factor \( \omega \) only depends on \( S(x_1, \ldots, x_n) \).

c. In the particular case when \( f(x|\theta) \) is the exponential density, \( f(x|\theta) = \theta e^{-\theta x} \), give an example of a density \( g(x_1, \ldots, x_n|\theta) \) such that the two likelihood functions are proportional. (Hint: Find an ancillary statistic \( S \) and derive a function \( h(x_1, \ldots, x_n) \) depending only on \( S(x_1, \ldots, x_n) \) such that \( \mathbb{P}_\theta[h(x_1, \ldots, x_n)] = 1 \).

The following exercises (1.27 to 1.36) present some additional aspects of maximum likelihood estimation.

1.26 Show that, if the likelihood function \( \ell(\theta|x) \) is used as a density on \( \theta \), the resulting inference does not obey the Likelihood Principle (Hint: Show that the posterior distribution of \( h(\theta) \), when \( h \) is a one-to-one transform, is not the transform of \( \ell(\theta|x) \) by the Jacobian rule.)

1.27 Consider a Bernoulli random variable \( y \sim B([1 + e^\theta]^{-1}) \).

a. If \( y = 1 \), show that there is no maximum likelihood estimator of \( \theta \).

b. Show that the same problem occurs when \( y_1, y_2 \sim B([1 + e^\theta]^{-1}) \) and \( y_1 = y_2 = 0 \) or \( y_1 = y_2 = 1 \). Give the maximum likelihood estimator in the other cases.

1.28 Consider \( x_1, x_2 \) two independent observations from \( \mathcal{C}(\theta, 1) \). Show that, when \( |x_1 - x_2| > 2 \), the likelihood function is bimodal. Find examples of \( x_1, x_2, x_3 \) i.i.d. \( \mathcal{C}(\theta, 1) \) for which the likelihood function has three modes.

1.29 The Weibull distribution \( \mathcal{W}(\alpha, c) \) is widely used in engineering and reliability. Its density is given by
\[
f(x|\alpha, c) = c\alpha^{-1}(x/\alpha)^{c-1}e^{-(x/\alpha)^c}.
\]

a. Show that, when \( c \) is known, this model is equivalent to a gamma model.

b. Give the likelihood equations in \( \alpha \) and \( c \) and show that they do not allow for explicit solutions.

c. Consider an i.i.d. \( x_1, \ldots, x_n \) sample from \( \mathcal{W}(\alpha, c) \) censored from the right in \( y_0 \). Give the corresponding likelihood function when \( \alpha \) and \( c \) are unknown and show that there is no explicit maximum likelihood estimators in this case either.

1.30 *(Robertson et al. (1988)) For a sample \( x_1, \ldots, x_n \), and a function \( f \) on \( \mathcal{X} \), the isotonic regression of \( f \) with weights \( \omega_i \) is the solution of the minimization in \( g \) of
\[
\sum_{i=1}^{n} \omega_i(g(x_i) - f(x_i))^2,
\]
under the constraint \( g(x_1) \leq \ldots \leq g(x_n) \).
a. Show that a solution to this problem is obtained by the pool-adjacent-violators algorithm: if \( f \) is not isotonic, find \( i \) such that \( f(x_{i-1}) > f(x_i) \), replace \( f(x_{i-1}) \) and \( f(x_i) \) by
\[
f^*(x_i) = f^*(x_{i-1}) = \frac{\omega_i f(x_i) + \omega_{i-1} f(x_{i-1})}{\omega_i + \omega_{i-1}},
\]
and repeat until the constraint is satisfied. Take \( g = f^* \).

b. Apply to the case \( n = 4 \), \( f(x_1) = 23, f(x_2) = 27, f(x_3) = 25, f(x_4) = 28 \), when the weights are all equal.

1.31 *(Exercise 1.30 cont.)* The simple tree-ordering is obtained when one compares some treatment effects with a control state. The isotonic regression is then obtained under the constraint \( g(x_i) \geq g(x_i) \) for \( i = 2, \ldots, n \).

a. Show that the following algorithm provides the isotonic regression \( g^* \): if \( f \) is not isotonic, assume w.l.o.g. that the \( f(x_i) \) are in increasing order \( (i \geq 2) \). Find the smallest \( j \) such that
\[
A_j = \frac{\omega_1 f(x_1) + \ldots + \omega_j f(x_j)}{\omega_1 + \ldots \omega_j} < f(x_{j+1})
\]
and take \( g^*(x_1) = A_j = g^*(x_2) = \ldots = g^*(x_j), g^*(x_{j+1}) = f(x_{j+1}), \ldots \).

b. Apply to the case where \( n = 5 \), \( f(x_1) = 18, f(x_2) = 17, f(x_3) = 12, f(x_4) = 21 \) and \( f(x_5) = 16 \), with \( \omega_1 = \omega_2 = \omega_3 = 1 \) and \( \omega_4 = \omega_5 = 3 \).

1.32 (Olkin et al. (1981)) Consider \( n \) observations \( x_1, \ldots, x_n \) from \( B(k, p) \) where both \( k \) and \( p \) are unknown.

a. Show that the maximum likelihood estimator of \( k, \hat{k} \), is such that
\[
(\hat{k}(1 - \hat{p}))^n \geq \prod_{i=1}^{n} (\hat{k} - x_i) \text{ and } ((\hat{k} + 1)(1 - \hat{p}))^n < \prod_{i=1}^{n} (\hat{k} + 1 - x_i),
\]
where \( \hat{p} \) is the maximum likelihood estimator of \( p \).

b. If the sample is 16, 18, 22, 25, 27, show that \( \hat{k} = 99 \).

c. If the sample is 16, 18, 22, 25, 28, show that \( \hat{k} = 190 \) and conclude on the stability of the maximum likelihood estimator.

1.33 Give the maximum likelihood estimator of \( p \) for Example 1.1.6 if the other parameters are known and if there are two observations. Compare with the mean of the posterior distribution if \( p \sim U_{[0,1]} \).

1.34 (Basu (1988)) An urn contains 1000 tickets; 20 are tagged \( \theta \) and 980 are tagged 10\( \theta \). A ticket is drawn at random with tag \( x \).

a. Give the maximum likelihood estimator of \( \theta, \delta(x) \), and show that \( P(\delta(x) = \theta) = 0.98 \).

b. Suppose now there are 20 tickets tagged \( \theta \) and 980 tagged \( a_i \theta \) \((i \leq 980) \), such that \( a_i \in [10, 10.1] \) and \( a_i \neq a_j \) \((i \neq j) \). Give the new maximum likelihood estimator, \( \delta' \), and show that \( P(\delta'(x) < 10\theta) = 0.02 \). Conclude about the appeal of maximum likelihood estimation in this case.

1.35 (Romano and Siegel (1986)) Given
\[
f(x) = \frac{1}{x} \exp \left[ -50 \left( \frac{1}{x} - 1 \right)^2 \right] \quad (x > 0),
\]
show that $f$ is integrable and that there exist $a, b > 0$ such that
\[
\int_0^b a f(x)dx = 1 \quad \text{and} \quad \int_a^b a f(x)dx = 0.99.
\]
For the distribution with density
\[
p(y|\theta) = a\theta^{-1}f(y\theta^{-1})I_{[0,b\theta]}(y),
\]
give the maximum likelihood estimator, $\delta(y)$, and show that $P(\delta(y) > 10\theta) = 0.99$.

1.36 (Romano and Siegel (1986)) Consider $x_1, x_2, x_3$ i.i.d. $\mathcal{N}(\theta, \sigma^2)$.

a. Give the maximum likelihood estimator of $\sigma^2$ if $(x_1, x_2, x_3) = (9, 10, 11)$ or if $(x_1, x_2, x_3) = (29, 30, 31)$.

b. Given three additional observations $x_4, x_5, x_6$, give the maximum likelihood estimator if $(x_1, \ldots, x_6) = (9, 10, 11, 29, 30, 31)$. Does this result contradict the Likelihood Principle?
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1.37 If $x \sim \mathcal{N}(\theta, \sigma^2), y \sim \mathcal{N}(\varrho x, \sigma^2)$, as in an autoregressive model, with $\varrho$ known, and $\pi(\theta, \sigma^2) = 1/\sigma^2$, give the predictive distribution of $y$ given $x$.

1.38 If $y \sim B(n, \theta), x \sim B(m, \theta)$, and $\theta \sim Be(\alpha, \beta)$, give the predictive distribution of $y$ given $x$.

1.39 Given a proper distribution $\pi(\theta)$ and a sampling distribution $f(x|\theta)$, show that the only case such that $\pi(\theta|x)$ and $\pi(\theta)$ are identical occurs when $f(x|\theta)$ does not depend on $\theta$. 

1.40 Consider a prior distribution $\pi$ positive on $\Theta$ and $x \sim f(x|\theta)$. Assume that the likelihood $\ell(\theta|x)$ is bounded, continuous, and has a unique maximum $\hat{\theta}(x)$.

a. Show that, when considering a virtual sample $x_n = (x, \ldots, x)$ made of $n$ replications of the original observation $x$, the posterior distribution $\pi(\theta|x_n)$ converges to a Dirac mass in $\hat{\theta}(x)$.

b. Derive a Bayesian algorithm for computing maximum likelihood estimators.

1.41 *Given a couple $(x, y)$ of random variables, the marginal distributions $f(x)$ and $f(y)$ are not sufficient to characterize the joint distribution of $(x, y)$.

a. Give an example of two different bivariate distributions with the same marginals. (*Hint: Take these marginals to be uniform $U([0, 1])$ and find a function from $[0, 1]^2$ to $[0, 1]^2$ which is increasing in both its coefficients).*

b. Show that, on the contrary, if the two conditional distributions $f(x|y)$ and $f(y|x)$ are known, the distribution of the couple $(x, y)$ is also uniquely defined.

c. Extend b. to a vector $(x_1, \ldots, x_n)$ such that the full conditionals $f_i(x_i|x_j, j \neq i)$ are known. [*Note: This result is called the Hammersley–Clifford Theorem, see Robert and Casella (2004).]*

d. Show that property b. does not necessarily hold if $f(x|y)$ and $f(x)$ are known, i.e., that several distributions $f(y)$ can relate $f(x)$ and $f(x|y)$. (*Hint: Exhibit a counter-example.*)

e. Give some sufficient conditions on $f(x|y)$ for the above property to be true. (*Hint: Relate this problem to the theory of complete statistics.*)
1.42 Consider \(x_1, \ldots, x_n\) i.i.d. \(P(\lambda)\). Show that \(\sum_{i=1}^n x_i\) is a sufficient statistic and give a confidence region as in Example 1.4.4 when \(\pi(\lambda)\) is a \(G(\alpha, \beta)\) distribution. For a given \(\alpha\) level, compare its length with an equal tail confidence region.

1.43 Give the posterior and the marginal distributions in the following cases:

(i) \(x|\sigma \sim N(0, \sigma^2), \ 1/\sigma^2 \sim G(1, 2)\);

(ii) \(x|\lambda \sim P(\lambda), \ \lambda \sim G(2, 1)\);

(iii) \(x|p \sim Neg(10, p), \ p \sim Be(1/2, 1/2)\).

1.44 Show that, for a sample \(x_1, \ldots, x_n\) from a distribution with conditional density \(f(x_i|\theta, x_{i-1})\), the actualizing decomposition (1.4.1) also applies. [Note: The sequence \(x_i\) is then a Markov chain.]

1.45 Show that, in the setting of Example 1.4.2, the marginal posterior distribution on \(\xi_2\) is different from the marginal prior distribution if \(\pi(\xi_1, \xi_2)\) does not factorize in \(\pi_1(\xi_1)\pi_2(\xi_2)\).

1.46 *(Studden (1990)) In the setting of Example 1.4.3, we define the canonical moments of a distribution and show that they can be used as a representation of this distribution.

a. Show that the first two moments \(c_1\) and \(c_2\) are related by the two following inequalities:

\[ c_1^2 \leq c_2 \leq c_1 \]

and that the sequence \((c_k)\) is monotonically decreasing to 0.

b. Consider a \(k\)th degree polynomial

\[ P_k(x) = \sum_{i=0}^k a_i x^i. \]

Deduce from

\[ \int_0^1 P_k^2(x) g(x) \, dx \geq 0 \]

that

\[ a^t C_k a \geq 0, \quad \forall a \in \mathbb{R}^{k+1}, \]

where

\[ C_k = \begin{pmatrix} 1 & c_1 & c_2 & \ldots & c_k \\ c_1 & c_2 & c_3 & \ldots & c_{k+1} \\ \ldots & \ldots & \ldots & \ldots & \ldots \\ c_k & c_{k+1} & \ldots & c_{2k} \end{pmatrix} \]

and \(a^t = (a_0, a_1, \ldots, a_k)\).

c. Show that for every distribution \(g\), the moments \(c_k\) satisfy

\[ \begin{vmatrix} 1 & c_1 & c_2 & \ldots & c_k \\ c_1 & c_2 & c_3 & \ldots & c_{k+1} \\ \ldots & \ldots & \ldots & \ldots & \ldots \\ c_k & c_{k+1} & \ldots & c_{2k} \end{vmatrix} > 0. \]

*(Hint: Interpret (1.7.2) as a property of \(C_k\).)
d. Using inequalities similar to (1.7.1) for the polynomials \( t(1-t)P_k^2(t), tP_k^2(t), \) and \((1-t)P_k^2(t)\), derive the following inequalities on the moments of \( g \):

\[
\begin{vmatrix}
  c_1 - c_2 & c_2 - c_3 & \ldots & c_k - c_k \\
  c_2 - c_3 & c_3 - c_4 & \ldots & c_k - c_{k+1} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{k-1} - c_k & \ldots & c_{2k-1} - c_{2k} \\
  c_1 & c_2 & \ldots & c_k \\
  c_2 & c_3 & \ldots & c_{k+1} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_k & c_{k+1} & \ldots & c_{2k-1} \\
\end{vmatrix} > 0, \\
(1.7.4)
\]

\[
\begin{vmatrix}
  1 - c_1 & c_1 - c_2 & \ldots & c_k - c_k \\
  c_1 - c_2 & c_2 - c_3 & \ldots & c_{k-1} - c_k \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{k-1} - c_k & \ldots & c_{2k-2} - c_{2k-1} \\
\end{vmatrix} > 0, \\
(1.7.5)
\]

\[
\begin{vmatrix}
  1 - c_1 & c_1 - c_2 & \ldots & c_k - c_k \\
  c_1 - c_2 & c_2 - c_3 & \ldots & c_{k-1} - c_k \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{k-1} - c_k & \ldots & c_{2k-2} - c_{2k-1} \\
\end{vmatrix} > 0. \\
(1.7.6)
\]

e. Show that (1.7.3) (resp. (1.7.4)) induces a lower (resp. upper) bound \( \underline{c}_{2k} \) (resp. \( \bar{c}_{2k} \)) on \( c_{2k} \) and that (1.7.5) (resp. (1.7.6)) induces a lower (resp. upper) bound \( \underline{c}_{2k-1} \) (resp. \( \bar{c}_{2k-1} \)) on \( c_{2k-1} \).

f. Defining \( p_k \) as

\[
p_k = \frac{c_k - \bar{c}_k}{\bar{c}_k - \underline{c}_k},
\]

show that the relation between \( (p_1, \ldots, p_n) \) and \( (c_1, \ldots, c_n) \) is one-to-one for every \( n \) and that the \( p_i \) are independent.

g. Show that the inverse transform is given by the following recursive formulas. Let us define

\[
q_i = 1 - p_i, \quad \zeta_1 = p_1, \quad \zeta_i = p_i q_{i-1} \quad (i \geq 2).
\]

Then

\[
\begin{align*}
S_{1,k} &= \zeta_1 + \ldots + \zeta_k \quad (k \geq 1), \\
S_{j,k} &= \sum_{i=1}^{k-j+1} \zeta_i S_{j-1,i+j-1} \quad (j \geq 2), \\
c_n &= S_{n,n}.
\end{align*}
\]

Section 1.5

1.47 The problem with improper priors that the integral \( \int_{\Theta} f(x|\theta)\pi(\theta) \, d\theta \) may not exist does not appear with proper priors.

a. Recall Fubini’s theorem and apply to the couple of functions \( (f(x|\theta), \pi(\theta)) \).

b. Deduce that, if \( \pi \) is a finite positive measure,

\[
\int_{\Theta} f(x|\theta)\pi(\theta) \, d\theta < \infty
\]

almost everywhere.

c. Show that, if \( \pi \) is improper and \( f(x|\theta) \) has a finite support, then \( \pi(\theta|x) \) is defined if, and only if, (1.7.7) is finite for every \( x \) in the support of \( f(x|\theta) \).

1.48 Show that, if \( \pi \) is a positive measure on \( \Theta \), the integral (1.7.7) is positive almost everywhere.

1.49 (Fernandez and Steel (1999)) Consider \( n \) i.i.d. observations \( x_1, \ldots, x_n \) from the mixture

\[
pN(\mu_0, \sigma_0^2) + (1-p)N(\mu_0, \sigma_1^2),
\]
where \( p, \mu_0 \) and \( \sigma_0 \) are known. The prior on \( \sigma_1 \) is a beta \( Be(\alpha, \beta) \) distribution. Show that, if \( r \geq 1 \) observations are equal to \( \mu_0 \), the posterior distribution is only defined when \( \alpha > r \). [Note: From a measure theoretical point of view, the set of \( x_i \)'s equal to \( \mu_0 \) is of measure zero. If one (or more) observation is exactly equal to \( \mu_0 \), it means that the continuous mixture model is not appropriate.]

**1.50 (Exercise 1.49 cont.)** Consider an observation \( x \) from a normal distribution \( \mathcal{N}(0, \sigma^2) \).

a. If the prior distribution on \( \sigma \) is an exponential distribution \( \mathcal{E}xp(\lambda) \), show that the posterior distribution is not defined for \( x = 0 \).

b. If the prior distribution on \( \sigma \) is the improper prior \( \pi(\sigma) = \sigma^{-1} \exp(-\alpha \sigma^{-2}) \), with \( \alpha > 0 \), show that the posterior distribution is always defined.

**1.51 (Exercise 1.50 cont.)** Consider an observation \( y \) with \( y = x - \lambda \), where \( x \) is distributed from Laplace's distribution,

\[
f(x|\theta) = \theta^{-1} \exp(-|x|/\theta),
\]

and \( \lambda \) is distributed from

\[
\pi(\lambda) = |\lambda|^{-1/2} \mathbb{I}_{[-1/2,1/2]}(\lambda).
\]

If \( \theta \) is distributed from a gamma \( \mathcal{G}(1/2, a) \) \((a > 0)\), show that, if \( y = 0 \), the posterior distribution is not defined.

**1.52 (Musio and Racugno (1999))** Consider the Poisson \( \mathcal{P}(\theta) \) model

\[
P_\theta(X = x) = \frac{\theta^x}{x!} e^{-\theta}, \quad x = 0, 1, \ldots, \theta > 0,
\]

and the prior distribution \( \pi(\theta) = 1/\theta \). Show that for \( x = 0 \), the posterior distribution is not defined.

**1.53 (Raiffa and Schlaifer (1961))** Consider a \( Be(\alpha m, (1 - m)\alpha) \) prior on \( p \in [0, 1] \). Show that, if \( m \) is held fixed and \( \alpha \) approaches 0, the prior distribution converges to a two-point mass distribution with weight \( m \) on \( p = 1 \) and \((1 - m)\) on \( p = 0 \). Discuss the drawbacks of such a setting.

**1.54 (Bauwens (1991))** Consider \( x_1, \ldots, x_n \) i.i.d. \( \mathcal{N}(\theta, \sigma^2) \) and

\[
\pi(\theta, \sigma^2) = \sigma^{-2(\alpha+1)} \exp(-s_0^2/2\sigma^2).
\]

a. Compute the posterior distribution \( \pi(\theta, \sigma^2|x_1, \ldots, x_n) \) and show that it only depends on \( \bar{x} \) and \( s^2 = \sum_{i=1}^n (x_i - \bar{x})^2 \).

b. Derive the posterior expectation \( \mathbb{E}_{\pi}[\theta|x_1, \ldots, x_n] \) and show that its behavior when \( \alpha \) and \( s_0 \) both converge to 0 depends on the limit of the ratio \( s_0^2/\alpha - 1 \).

**1.55** Show that if the prior \( \pi(\theta) \) is improper and the sample space \( X \) is finite, the posterior distribution \( \pi(\theta|x) \) is not defined for some values of \( x \).

**1.56** Consider \( x_1, \ldots, x_n \) distributed according to \( \mathcal{N}(\theta_j, 1) \), with \( \theta_j \sim \mathcal{N}(\mu, \sigma^2) \) \((1 \leq j \leq n)\) and \( \pi(\mu, \sigma^2) = \sigma^{-2} \). Show that the posterior distribution \( \pi(\mu, \sigma^2|x_1, \ldots, x_n) \) is not defined.

**1.57** In the setting of Example 1.1.6, that is, for a mixture of two normal distributions,

a. Show that the maximum likelihood estimator is not defined when all the parameters are unknown.
b. Similarly, show that it is not possible to use an improper prior of the form

$$\pi_1(\mu_1, \sigma_1)\pi_2(\mu_2, \sigma_2)\pi_3(p)$$

to estimate these parameters. (Hint: Write the likelihood as a sum of \(n+1\) terms, depending on the number of observations allocated to the first component.)

[Note: Mengersen and Robert (1996) show that it is possible to use some improper priors by introducing prior dependence between the components.]

1.58 *(Exercise 1.57 cont.)* For a mixture of two normal distributions (1.1.2), if the prior distribution on the parameters is of the form

$$\pi_1(\mu_1, \sigma_1)\pi_1(\mu_2, \sigma_2)\pi_3(p)$$

and \(\pi_3(p) = \pi_3(1-p)\), show that the marginal posterior distribution of \((\mu_1, \sigma_1)\) is the same as the marginal posterior distribution of \((\mu_2, \sigma_2)\), whatever the sample. Deduce that the posterior mean of \((\mu_1, \sigma_1)\) is equal to the posterior mean of \((\mu_2, \sigma_2)\) and therefore that it is not a pertinent estimator. [Note: This problem is a consequence of the nonidentifiability of the component labels in a mixture. Solutions involve imposing identifying constraints such as the ordering \(\mu_1 \leq \mu_2\), or using loss functions that are invariant under permutation of the component labels.]

1.59 Construct a limiting argument as in Example 1.5.3 to solve the indeterminacy of Example 1.5.4. Derive the posterior mean.

1.60 Show that, if the prior distribution is improper, the pseudo marginal distribution is also improper.

1.61 *(Hobert and Casella (1998)) Consider a random-effect model,

$$y_{ij} = \beta + u_i + \varepsilon_{ij}, \quad i = 1, \ldots, I, \ j = 1, \ldots, J,$$

where \(u_i \sim \mathcal{N}(0, \sigma^2)\) and \(\varepsilon_{ij} \sim \mathcal{N}(0, \tau^2)\). Under the prior

$$\pi(\beta, \sigma^2, \tau^2) = \frac{1}{\sigma^2 \tau^2},$$

the posterior does not exist.

a. By integrating out the (unobservable) random-effects \(u_i\), show that the full posterior distribution of \((\beta, \sigma^2, \tau^2)\) is

$$\pi(\beta, \sigma^2, \tau^2 | y) \propto \sigma^{-2-1} \tau^{-2-1} \exp \left\{ -\frac{1}{2\tau^2} \sum_{i,j} (y_{ij} - \bar{y}_i)^2 \right\} \times \exp \left\{ -\frac{1}{2(\tau^2 + J \sigma^2)} \sum_i \sum_j (y_{ij} - \bar{y}_i)^2 \right\} (J\tau^{-2} + \sigma^{-2})^{-1/2}.$$

b. Integrate out \(\beta\) to get the marginal posterior density

$$\pi(\sigma^2, \tau^2 | y) \propto \frac{\sigma^{-2-1} \tau^{-2-1} J}{(J\tau^{-2} + \sigma^{-2})^{1/2}} (\tau^2 + J \sigma^2)^{1/2}$$

$$\times \exp \left\{ -\frac{1}{2\tau^2} \sum_{i,j} (y_{ij} - \bar{y}_i)^2 - \frac{1}{2(\tau^2 + J \sigma^2)} \sum_i (\bar{y}_i - \tilde{y})^2 \right\}.$$ 

where \(\tilde{y} = \frac{1}{J} \sum_i \bar{y}_i\).

c. Show that the full posterior is not integrable. (Hint: For \(\tau \neq 0\), \(\pi(\sigma^2, \tau^2 | y)\) behaves like \(\sigma^{-2}\) in a neighborhood of 0.)
d. Show that the conditional distributions
\[ U_i \mid y, \beta, \sigma^2, \tau^2 \sim N \left( \frac{J(\bar{y}_i - \beta)}{J + \tau^2 \sigma^2}, (J\tau^2 + \sigma^{-2})^{-1} \right), \]
\[ \beta \mid u, y, \sigma^2, \tau^2 \sim N(\bar{y} - \bar{u}, \tau^2 /JI), \]
\[ \sigma^2 \mid u, \beta, y, \tau^2 \sim IG \left( \frac{I}{2}, \left( \frac{1}{2} \right) \sum_i u_i^2 \right), \]
\[ \tau^2 \mid u, \beta, y, \sigma^2 \sim IG \left( \frac{IJ}{2}, \left( \frac{1}{2} \right) \sum_{i,j} (y_{ij} - u_i - \beta)^2 \right), \]
are well defined. [Note: The consequences of this definition of the full posterior will be clarified in Chapter 6.]

1.62 *Consider a dichotomous probit model, where \((1 \leq i \leq n)\)
\[(1.7.8) \quad P(d_i = 1) = 1 - P(d_i = 0) = P(z_i \geq 0), \]
with \(z_i \sim N(r_i \beta, \sigma^2)\), \(\beta \in \mathbb{R}\), \(r_i\) being a covariate. (Note that the \(z_i\)'s are not observed.)
a. Show that the parameter \((\beta, \sigma)\) is not identifiable.
b. For the prior distribution \(\pi(\beta, \sigma) = 1/\sigma\), show that the posterior distribution is not defined.
c. For the prior distribution
\[ \sigma^{-2} \sim Ga(1.5, 1.5), \quad \beta | \sigma \sim N(0, 10^2), \]
show that the posterior distribution is well defined.
d. An identifying constraint is to impose \(\sigma = 1\) on the model. Give sufficient conditions on the observations \((d_i, r_i)\) for the posterior distribution on \(\beta\) to be defined if \(\pi(\beta) = 1\).
e. Same question as d. when the normal distribution on the \(z_i\)'s is replaced with the logistic function, that is,
\[ P(d_i = 1) = 1 - P(d_i = 0) = \frac{\exp(r_i \beta)}{1 + \exp(r_i \beta)}, \]
which gives the dichotomous logit model.

1.63 *(Kubokawa and Robert (1994)) In linear calibration models, the interest is in determining values of the regressor \(x\) from observed responses \(y\), as opposed to standard linear regression. A simplified version of this problem can be put into the framework of observing the independent random variables
\[(1.7.9) \quad y \sim N_p(\beta, \sigma^2 I_p), \quad z \sim N_p(x_0 \beta, \sigma^2 I_p), \quad s \sim \sigma^2 \chi^2_q, \]
with \(x_0 \in \mathbb{R}, \beta \in \mathbb{R}^p\). The parameter of interest is \(x_0\).
a. A reference prior on \((x_0, \beta, \sigma)\) yields the joint posterior distribution
\[ \pi(x_0, \beta, \sigma^2 | y, z, s) \propto \sigma^{-(3p+q)-\frac{1}{2}} \exp\{-s + \|y - \beta\|^2 + \|z - x_0 \beta\|^2 / 2\sigma^2\} (1 + x_0^2)^{-1/2}. \]
Show that this posterior is compatible with the sampling distribution (1.7.9).
b. Show that the marginal posterior distribution of $x_0$ is

$$
\pi(x_0 | y, z, s) \propto (1 + x_0^2)^{(p+q-1)/2} \left\{ \left( \frac{x_0 - y^T z}{s + \|y\|^2} \right)^2 + \frac{\|z\|^2 + s - (y^T z)^2}{(s + \|y\|^2)^2} \right\}^{(2p+q)/2}.
$$

c. Deduce that the posterior distribution of $x_0$ is well defined.

[Note: See Osborne (1991) for an introduction and review of calibration problems. The model (1.7.9) is also equivalent to Fieller's (1954) problem. See, e.g., Lehmann and Casella (1998).]

Note 1.8.2

1.64 * (Diaconis and Kemperman (1996)) Show that the definition of the Dirichlet process $D(F_0, \alpha)$ given in 1.8.2 is compatible with the following one: given an i.i.d. sequence $x_i$ from $F_0$ and a sequence of weights $\omega_i$ such that

$$\omega_1 \sim B(1, \alpha), \quad \omega_1 + \omega_2 \sim B(1, \alpha)I_{[\omega_1, 1]}, \ldots$$

the random distribution

$$F = \sum_{i=1}^{\infty} \omega_i \delta_{x_i}$$

is distributed from $D(F_0, \alpha)$.

1.65 * (Exercise 1.64 cont.) If $F \sim D(F_0, \alpha)$, the quantity $X = \int x F(dx)$ is a random variable.

a. If $\alpha = 1$ and $F_0$ is a Cauchy distribution, show that $X$ is also distributed as a Cauchy random variable. [Note: This relates to the characterizing property of Cauchy distributions that the average of Cauchy random variables is a Cauchy variable with the same parameters.]

b. If $\alpha = 1$ and $F_0 = \varrho \delta_0 + (1 - \varrho) \delta_1$, show that $X$ is distributed as a beta $B(\varrho, 1 - \varrho)$ random variable.

c. Show that, if $\alpha = 1$ and $F_0$ is $U[0, 1]$, $X$ has the density

$$
e \frac{\sin(\pi y)}{\pi (1 - y)(1 - gy)}\, y^g.
$$

[Note: See Diaconis and Kemperman (1996) for the general formula relating $F_0$ and the density of $X$.]

1.66 * (Diaconis and Kemperman (1996)) The Dirichlet process prior $D(F_0, \alpha)$ can also be described via the so-called “Chinese restaurant process.” Consider a restaurant with many large tables and label each table $j$ with a realization $y_j$ from $F_0$. Then seat arrivals as follows: the first person to arrive sits at the first table. The $(n + 1)$ th person sits at an empty table with probability $\alpha/(\alpha + n)$ and to the right of a seated person with probability $n/(\alpha + n)$.

a. If $x_i$ denotes the label $z_j$ of the table where the $i$ th person sits, show that the sequence $x_1, x_2, \ldots$ is exchangeable (that is, that the distribution is invariant under any permutation of the indices).

b. Show that this sequence can be seen as i.i.d. replications from $F$, with $F$ distributed from $D(F_0, \alpha)$, using the conditional distribution given in Note 1.8.2.
c. Show that this definition is also compatible with the definition of Exercise 1.64.

**Note 1.8.3**

1.67 *(Hadjicostas and Berry (1999)) Consider independent observations $x_i$ ($i = 1, \ldots, n$) from Poisson distributions $\text{Poi}(\lambda_i t_i)$, where the durations $t_i$ are known. The prior on the $\lambda_i$’s is a gamma distribution $G(\alpha, \beta)$ with an independence assumption. The model is hierarchical because the parameters $(\alpha, \beta)$ are supposed to be distributed from a prior distribution $\pi(\alpha, \beta)$ such that

$$\pi(\alpha, \beta) \propto \alpha^{k_1}(\alpha + s_1)^{k_2} \beta^{k_3}(\beta + s_2)^{k_4},$$

where the values $k_i$ and $s_j > 0$ are known ($i = 1, \ldots, 4$, $j = 1, 2$).

a. Show that the prior distribution (1.7.10) is proper if, and only if,

$$k_1 + k_2 + 1 < 0, \quad k_1 + 1 > 0, \quad k_3 + k_4 + 1 < 0, \quad k_3 + 1 > 0.$$

b. By integrating out the $\lambda_i$’s from the joint distribution of the $\lambda_i$’s and of $(\alpha, \beta)$, derive the posterior (marginal) distribution of $(\alpha, \beta)$.

c. Show that the posterior (marginal) distribution of $(\alpha, \beta)$ is defined (proper) if, and only if,

$$k_1 + y + 1 > 0, \quad k_3 + r + 1 > 0, \quad k_3 > k_1 + k_2$$

and either $k_3 + k_4 + 1 < 0$ or $k_3 + k_4 + 1 = 0$ and $k_1 + y > 0$, where

$$y = \sum_{i=1}^{n} \mathbb{I}_0(x_i), \quad r = \sum_{i=1}^{n} x_i.$$  

d. Verify that the conditions of a. imply the conditions of b. (as they should).

e. Show that the conditions of b. are satisfied when $(k_1, \ldots, k_4) = (-8, 0, -5, 0)$ and $(y, r) = (10, 337)$, while the conditions of a. are not satisfied.

f. Show that the conditions of b. are not satisfied when $(k_1, \ldots, k_4) = (-12, 0, 1, 1)$ and $(y, r) = (10, 337)$.

**Note 1.8.4**

1.68 *(Robins and Ritov (1997)) Consider i.i.d. observations $(x_i, y_i)$ in $(0, 1)^k \times \mathbb{R}$ from the following model: $x \sim f(x)$, $y|x \sim \mathcal{N}(\theta(x), 1)$, with the mean function $\theta$ uniformly bounded on $(0, 1)^k$ and $f$ in the set of densities such that $c < f(x) < 1/c$ uniformly on $(0, 1)^k$, where $c < 1$ is a fixed constant. Assume that the quantity of interest is

$$\varphi = \int_{(0,1)^k} \theta(x) dx.$$

a. Show that the space $\Theta$ of mean functions $\theta$ is infinite dimensional.

b. Give the likelihood $\ell(\theta, f)$ and show that it factorizes in a function of $f$ times a function of $\theta$.

c. When $f$ is known, show that $(x_1, \ldots, x_n)$ is ancillary.

d. When $f$ is unknown, show that $(x_1, \ldots, x_n)$ is $\theta$-ancillary, in the sense that the conditional likelihood given $(x_1, \ldots, x_n)$ is a function of $\theta$ only, the marginal distribution of $(x_1, \ldots, x_n)$ is a function of $f$ only, and the parameter space is a product space. (See Cox and Hinkley (1974) and Robins and Wasserman (2000) for details about this notion.)
e. When $f$ is known, show that
\[
\frac{1}{n} \sum_{i=1}^{n} \frac{y_i}{f(x_i)}
\]
is a consistent estimator of $\varphi$. (In fact, it is $\sqrt{n}$ uniformly consistent.)

f. When $f$ is unknown, Robins and Ritov (1997) have shown that there is no uniformly consistent estimator of $\varphi$. Deduce that, if the prior distribution on $(\theta, f)$ factorizes as $\pi_1(\theta) \pi_2(f)$, the Bayesian inference on $\theta$ (and thus $\varphi$) is the same whatever the value of $f$.

g. On the contrary, if the prior distribution on $(\theta, f)$ makes $\theta$ and $f$ dependent, and if $f$ is known to be equal to $f_0$, the posterior distribution will depend on $f_0$. Deduce that this dependence violates the Likelihood Principle.

[Note: The previous simplified description of Robins and Ritov (1997) follows from Robins and Wasserman (2000).]

1.8 Notes

1.8.1 A brief history of Bayesian Statistics

Books have been written on the history of Bayesian Statistics, including Stigler (1986), Dale (1991), Lad (1996) and Hald (1998), and we only point out here a few highlights in the development of Bayesian Statistics in the last two centuries.

As detailed in this chapter, the first occurrence of Bayes's formula took place in 1761, in the setting of the binomial example of Section 1.2, exposed by the Reverent Thomas Bayes before the Royal Society, and published posthumously by his friend R. Price in 1763. Pierre Simon Laplace then rediscovered this formula in a greater generality in 1773, apparently ignoring Bayes's previous work. The use of the Bayesian principle then became common in the 19th century, as reported in Stigler (1986), but criticisms started to arise by the end of the 19th century, as for instance in Venn (1886) or Bertrand (1889), focusing on the choice of the uniform prior and the resulting reparameterization paradoxes, as reported by Zabell (1989).

Then, despite further formalizations of the Bayesian paradigm by Edgeworth and Karl Pearson at the turn of the century and Keynes (1921) later, came first Kolmogorov, whose axiomatization of the theory of probabilities in the 1920s seemed to go against the Bayesian paradigm and the notion of subjective probabilities, and second Fisher, who moved away from the Bayesian approach (Fisher (1912)) to the definition of the likelihood function (Fisher (1922)), then to fiducial Statistics (Fisher (1930)), but never revised his opinion on Bayesian Statistics. This is slightly paradoxical, since fiducial Statistics was, in a sense, an attempt to overcome the difficulty of selecting the prior distribution by deriving it from the likelihood function (Seidenfeld (1992)), in the spirit of the noninformative approaches of Jeffreys (1939) and Bernardo (1979).

For instance, considering the relation $O = P + \epsilon$ where $\epsilon$ is an error term, fiducial Statistics argues that, if $P$ (the cause) is known, $O$ (the effect) is distributed according to the above relation. Conversely, if $O$ is known, $P = O - \epsilon$ is distributed according to the symmetric distribution. In this perspective, observations and parameters play a symmetric role, depending on the way the
model is analyzed, i.e., depending on what is known and what is unknown. More generally, the fiducial approach consists of renormalizing the likelihood (1.2.1) so that it becomes a density in $\theta$ when

$$\int_{\Theta} \ell(\theta|x) \, d\theta < +\infty,$$

thus truly inverting the roles of $x$ and $\theta$. As can be seen in the above example, the argument underlying the causal inversion is totally conditional: conditional upon $P$, $O = P + \epsilon$ while, conditional upon $O$, $P = O - \epsilon$. Obviously, this argument does not hold from a probabilistic point of view: if $O$ is a random variable and $P$ is a (constant) parameter, to write $P = O - \epsilon$ does not imply that $P$ becomes a random variable. Moreover, the transformation of $\ell(\theta|x)$ into a density is not always possible. The fiducial approach was progressively abandoned after the exposure of fundamental paradoxes (see Stein (1959), Wilkinson (1977) and the references in Zabell (1992)).

Jeffreys’s (1939) book appears as the first modern treatise on Bayesian Statistics: it contains, besides the idea of a noninformative prior, those of predictive distribution, Bayes factors and improper priors. But it came out at the time of Fisher’s development of likelihood Statistics and Neyman’s (1934) confidence intervals and did not meet with the same success. Alternatives to Bayesian Statistics then became the standard in the 1930s with the introduction of maximum likelihood estimators and the development of a formalized theory of Mathematical Statistics, where prior distributions only appeared as a way of constructing formally optimal estimators as in Wald (1950) or Ibragimov and Has’minskii (1981) (see Chapter 8). Attempts to formalize further the Bayesian approach to Statistics by Gini or de Finetti from the 1930s to the 1970s did not bring it more popularity against the then-dominant Neyman–Pearson paradigm, even though the Bayesian community was growing and produced treatises such as those of Savage (1954) and Lindley (1965, 1971).

It can be argued that it is only recently that Bayesian Statistics got a new impetus, thanks to the development of new computational tools—which have always been central to the Bayesian paradigm—and the rapidly growing interest of practitioners in this approach to statistical modeling, as stressed in Berger’s (2000) view of the present and future states of Bayesian Statistics. The vitality of current Bayesian Statistics can be seen through the percentage of Bayesian papers in Statistics journals as well as in other fields. It thus looks as though practitioners in this century will be taking better heed of Bayesian Statistics than their twentieth-century counterparts.

1.8.2 Bayesian nonparametric Statistics

While this book sticks to the parametric approach to Statistics, there is a large literature on Bayesian nonparametric Statistics. First, optimality notions such as minimaxity are central to functional estimation; similar to the parametric case (see Chapter 3), Bayes estimators can be used to determine minimaxity bounds and minimax estimators.

A second and much less formal aspect is to envision Bayesian prior modeling in an infinite dimensional space. This is obviously harder, for mathematical as well as prior construction, reasons. But a first solution is to stand in the grey area between parametric and non-parametric Statistics as in Example 1.4.3: the
number of parameters is finite but grows to infinity with the number of observations. This is, for instance, the case with kernel estimation, where a density is approximated by a mixture
\[ \frac{1}{n\sigma} \sum_{i=1}^{n} K \left( \frac{x - x_i}{\sigma} \right) , \]
\( K \) being a density function, and where \( \sigma \) can be estimated in a Bayesian way, with Hermite expansions (Hjort (1996)), or with wavelets bases (Müller and Vidakovic (1999, Chapter 1)), where a function \( f \) is decomposed in a functional basis,
\[ f(x) = \sum_{i} \sum_{j} \omega_{ij} \Psi \left( \frac{x - \mu_i}{\sigma_j} \right) , \]
where \( \Psi \) denotes a special function called the mother wavelet, like the Haar wavelet
\[ \Psi(x) = \mathbb{I}_{[0,1/2)} - \mathbb{I}_{[1/2,1)} , \]
where the scale and location parameters \( \mu_i \) and \( \sigma_j \) are fixed and known, and where the coefficients \( \omega_{ij} \) can be associated with a prior distribution like (Abramovich et al. (1998))
\[ \omega_{ij} \sim \rho_i \mathcal{N}(0, \tau_i^2) + (1 - \rho_i) \delta_0 , \]
where \( \delta_0 \) denotes the Dirac mass at 0.

A second solution, when estimating a c.d.f. \( F \), is to put a prior distribution on \( F \). The most common choice is to use a Dirichlet distribution \( D(F_0, \alpha) \) on \( F \), \( F_0 \) being the prior mean and \( \alpha \) the precision, as introduced in Ferguson (1974). This prior distribution enjoys the coherency property that, if \( F \sim D(F_0, \alpha) \), the vector \((F(A_1), \ldots, F(A_p))\) is distributed as a Dirichlet variable in the usual sense \( D_p(\alpha F_0(A_1), \ldots, \alpha F_0(A_p)) \) for every partition \((A_1, \ldots, A_p)\). But it also leads to posterior distributions which are partly discrete: if \( x_1, \ldots, x_n \) are distributed from \( F \) and \( F \sim D(F_0, \alpha) \), the marginal conditional distribution of \( x_1 \) given \((x_2, \ldots, x_n)\) is
\[ \frac{\alpha}{\alpha + n - 1} F_0 + \frac{1}{\alpha + n - 1} \sum_{i=2}^{n} \delta_{x_i} . \]
(See also Exercises 1.64 and 1.66 for other characterizations.) The approximation of the posterior distribution requires advanced computational tools that will be developed in Chapter 6. (See Note 6.6.7 for more details.) Other proposals have thus appeared in the literature such as the generalized Dirichlet distribution (Hjort (1996)), Pólya tree priors (Fabius (1964), Lavine (1992)), beta process prior (Hjort (1990)), Lévy process priors (Phillips and Smith (1996)).

As a concluding note, let us mention that a recent trend in Bayesian statistics has been to study models with varying dimensions, such as mixtures, hidden Markov models and other dynamic models, as well as neural networks, thanks to new computational tools developed by Grenander and Miller (1994), Green (1995), Phillips and Smith (1996), or Stephens (1997) (see Chapter 6). This is, for instance, the case with mixtures
\[ \sum_{i=1}^{k} p_{ik} \varphi(x|\theta_{ik}) \]
where \( \varphi(\cdot|\theta) \) is a parametrized density, the sum of the weights \( p_{ik} \) sum up to 1, and the number of components \( k \) is unknown. While this is a well-defined parametric problem, it is closer to nonparametric imperatives than to standard parametric estimation (see Richardson and Green (1997) or Stephens (2000)).

1.8.3 Proper posteriors

It must by now be clear from Section 1.5 that an improper prior \( \pi \) can only be used for inference purposes if (1.7.7) holds for the observation \( x \) at hand. If this condition is not satisfied, posterior quantities like the posterior mean or posterior median have no meaning, since, for instance, the ratio

\[
\frac{\int_{\Theta} f(x|\theta) \pi(\theta) d\theta}{\int_{\Theta} \theta f(x|\theta) \pi(\theta) d\theta}
\]

is not defined. To verify that (1.7.7) is satisfied in complex models can be quite difficult (see Exercises 1.61 and 1.62) or even simply impossible. Unfortunately, because of computational innovations such as the Gibbs sampler (see Chapter 6), it is possible to work directly from the relation \( \pi(\theta|x) \propto f(x|\theta) \pi(\theta) \) to simulate values from the posterior \( \pi(\theta|x) \), but the simulation output does not always signal that the posterior does not exist (see Hobert and Casella (1998)). There are therefore examples in the literature where data have been analyzed with such undefined posteriors, this lack of definition of the posterior been only discovered years later.

We will see in Note 6.6.4, however, that there are good reasons to work with improper posteriors on extended spaces, that is, through a completion of \( \theta \) in \((\alpha, \theta)\), as long as the properness of the posterior \( \pi(\theta|x) \) is satisfied.

1.8.4 Asymptotic properties of Bayes estimators

We do not develop the asymptotic point of view in this book for two main reasons, the first of which being that the Bayesian point of view is intrinsically conditional. When conditioning on the observation \( x \), which may be a sample \((x_1, \ldots, x_n)\), there is no reason to wonder what might happen if \( n \) goes to infinity since \( n \) is fixed by the sample size. Theorizing on future values of the observations thus leads to a frequentist analysis, opposite to the imperatives of the Bayesian perspective. The second point is that, even though it does not integrate asymptotic requirements, Bayesian procedures perform well in a vast majority of cases under asymptotic criteria. It is not so paradoxical that, most often, the Bayesian perspective, and in particular the choice of the prior distribution, cease to be relevant when the number of observations gets infinitely large compared with the number of parameters. (There are well-known exceptions to this ideal setting, as in the Neyman–Scott problem of Example 3.5.10, in Diaconis and Freedman (1986), where the number of parameters increases with the number of observations and leads to inconsistent Bayes estimators, or in Robins and Ritov (1997), as detailed in Exercise 1.68.)

In a general context, Ibragimov and Has’minskii (1981, Chapter 1) show that Bayes estimators are consistent, that is, that they almost surely converge to the true value of the parameter when the number of observations goes to infinity. This is, for instance, the case with estimators \( \delta_{\alpha} \) (\( \alpha \geq 1 \)) that minimize the posterior loss (see Chapter 2) associated with the loss function
$L(\delta, \theta) = |\theta - \delta|^\alpha$, under fairly weak constraints on the prior distribution $\pi$ and the sampling density $f(x|\theta)$. Ibragimov and Has’minskii (1981, Chapter 3) also establish (under more stringent conditions) the asymptotic efficiency of some Bayes estimates, that is, that the posterior distribution converges towards the true value at the rate $n^{-1/2}$. (See Schervish (1995) for more details.)

Barron et al. (1999) also give general conditions for consistency of a posterior distribution in the following sense: the posterior probability of every Hellinger neighborhood of the true distribution tends to 1 almost surely when the sample size goes to infinity. (The Hellinger distance between two densities $f_1$ and $f_2$ (or the corresponding distributions) is defined as

$$d(f_1, f_2) = \int \left( f_1(x)^{1/2} - f_2(x)^{1/2} \right)^2 \, dx .$$

We will use it for decision-theoretic purposes in Chapter 2.) The basic assumption on the prior distribution $\pi$ is that it gives positive mass to every Kullback–Leibler neighborhood of the true distribution. (We will also use the Kullback–Leibler pseudo-distance in Chapter 2.)

We will come back to asymptotics, nonetheless, in Chapter 3 with the definition of noninformative priors via the asymptotic approximation of tail behaviors, and in Chapter 6 with the Laplace approximation to posterior integrals.
CHAPTER 2

Decision-Theoretic Foundations

Today would run out according to the Pattern. But over and over he mulled over the decisions he had made since he first entered the Waste. Could he have done something different, something that would have avoided this day, this place? Next time, perhaps.


2.1 Evaluating estimators

Considering that the overall purpose of most inferential studies is to provide the statistician (or a client) with a decision, it seems reasonable to ask for an evaluation criterion of decision procedures that assesses the consequences of each decision and depends on the parameters of the model, i.e., the true state of the world (or of Nature). These decisions can be of various kinds, ranging from buying equities depending on their future returns $\theta$, to stopping an agricultural experiment on the productivity $\theta$ of a new crop species, to estimating the underground economy contribution $\theta$ to the U.S. GNP, to deciding whether the number $\theta$ of homeless people has increased since the last census. They also include assessing whether a new scientific theory is compatible with the experimental evidence at hand. If no evaluation criterion is available, it is impossible to compare different decision procedures and absurd solutions, such as proposing $\hat{\theta} = 3$ for any real estimation problem or even more dramatically the answer one wants to impose, can only be eliminated by ad-hoc reasoning. To avoid such reasoning implies a reinforced axiomatization of the statistical inferential framework, called Decision Theory. This augmented theoretical structure is necessary for Statistics to reach a coherence otherwise unattainable\(^1\).

Although almost everybody agrees on the need for such an evaluation criterion, there is an important controversy running about the choice of this criterion.

\(^1\) The Bayesian approach is, from our point of view, the ultimate step in this quest for coherence.
evaluation criterion, since the consequences on the decision are not innocuous. This difficulty even led some statisticians to totally reject Decision Theory, on the basis that a practical determination of the decision-maker evaluation criterion is utterly impossible in most cases.

This criterion is usually called loss and is defined as follows, where \( D \) denotes the set of possible decisions. \( D \) is called the decision space and most theoretical examples focus on the case \( D = \Theta \), which represents the standard estimation setting.

**Definition 2.1.1** A loss function is any function \( L_{\Theta \times D} \in [0, +\infty) \).

This loss function is supposed to evaluate the penalty (or error) \( L(\theta, d) \) associated with the decision \( d \) when the parameter takes the value \( \theta \). In a traditional setting of parameter estimation, when \( D = \Theta \) or \( h(\Theta) \), the loss function \( L(\theta, \delta) \) measures the error made in evaluating \( h(\theta) \) by \( \delta \). Section 2.2 introduces a set of so-called rationality axioms that ensures the existence of such a function in a decision setting.

The actual determination of the loss function is often awkward in practice, in particular because the determination of the consequences of each action for each value of \( \theta \) is usually impossible when \( D \) or \( \Theta \) are large sets, for instance when they have an infinite number of elements. Moreover, in qualitative models, it may be delicate to quantify the consequences of each decision. We will see through paradoxes like the Saint Petersburg paradox that, even when the loss function seems obvious, for instance when errors can be expressed as monetary losses, the actual loss function can be quite different from its intuitive and linear approximation.

The complexity of determining the subjective loss function of the decision-maker often prompts the statistician to use classical (or canonical) losses, selected because of their simplicity and mathematical tractability. Such losses are also necessary for a theoretical treatment of the derivation of optimal procedures, when there is no practical motivation for the choice of a particular loss function. The term classical is related to their long history, dating back to Laplace (1773) for the absolute error loss (2.5.3) and Gauss (1810) for the quadratic loss (2.5.1), when errors in terms of performance of estimators or consequences of decisions were confused with errors in terms of the irreducible variability of random variables (variance). But this attribute should not be taken as a value statement, since an extensive use of these losses does not legitimize them any further. In fact, the recourse to such automatic (or generic) losses, although often justified in practice—it is still better to take a decision in a finite time using an approximate criterion rather than spending an infinite time to determine exactly the proper loss function—has generated many of the criticisms addressed to Decision Theory.

A fundamental basis of Bayesian Decision Theory is that statistical inference should start with the rigorous determination of three factors:
(1) the distribution family for the observations, \( f(x|\theta) \);

(2) the prior distribution for the parameters, \( \pi(\theta) \);

(3) the loss associated with the decisions, \( L(\theta, \delta) \);

the prior and the loss, and even sometimes the sampling distribution, being derived from partly subjective considerations. Classical decision-theoreticians omit the second point. The frequentist criticisms of the Bayesian paradigm often fail to take into account the problem of the construction of the loss function, even though this may be at least as complicated as the derivation of the prior distribution. In addition, to presuppose the existence of a loss function implies that some information about the problem at hand is available. This information could therefore be used more efficiently by building up a prior distribution. Actually, Lindley (1985) states that loss and prior are difficult to separate and should be analyzed simultaneously. We will see in Section 2.4 an example of the duality existing between these two factors. We also mention in Section 2.5.4 how classical losses could be replaced by more intrinsic losses (similar to the noninformative priors introduced in Chapter 3), when no information at all is available on the penalty associated with erroneous decisions or even with the parameterization of interest.

In some cases, it is possible to reduce the class of acceptable loss functions by invariance considerations, for example when the model is invariant under the action of a group of transformations. Such considerations apply as well to the choice of the prior distribution, as we will see in Chapter 9. It is also interesting to note that these invariance motivations are often used in other decision-theoretic approaches, where a drastic reduction of the class of inferential procedures is necessary to select a best solution.

**Example 2.1.2** Consider the problem of estimating the mean \( \theta \) of a normal vector, \( x \sim \mathcal{N}_n(\theta, \Sigma) \), where \( \Sigma \) is a known diagonal matrix with diagonal elements \( \sigma_i^2 \) (1 \( \leq \) i \( \leq \) n). In this case, \( D = \Theta = \mathbb{R}^p \), and \( \delta \) stands for an evaluation of \( \theta \). If no additional information is available on the model, it seems logical to choose the loss function so that it weights equally the estimation of each component, i.e., to use a loss of the form

\[
\sum_{i=1}^{n} L \left( \frac{\delta_i - \theta_i}{\sigma_i} \right),
\]

where \( L \) takes its minimum at 0. Indeed, for such losses, the components with larger variances do not strongly bias the selection of the resulting estimator. In other words, the components with a larger variance are not overly weighted when the estimation errors \( (\delta_i - \theta_i) \) are normalized by \( \sigma_i \). The usual choice of \( L \) is the quadratic loss \( L(t) = t^2 \), i.e., the global estimation error is the sum of the squared componentwise errors.
2.2 Existence of a utility function

The notion of utility (defined as the opposite of loss) is used not only in Statistics, but also in Economics and in other fields like Game Theory where it is necessary to order consequences of actions or decisions. Consequences (or rewards) are generic notions which summarize the set of outcomes resulting from the decision-maker’s action. In the simplest cases, it may be the monetary profit or loss resulting from the decision. In an estimation setting, it may be a measure of distance between the evaluation and the true value of the parameter, as in Example 2.1.2. The axiomatic foundations of utility are due to Von Neumann and Morgenstern (1947) and led to numerous extensions, in particular in Game Theory. This approach is considered in a statistical framework by Wald (1950) and Ferguson (1967). Extensions and additional comments can be found in DeGroot (1970, Chapter 7) and recent references on utility theory are Fishburn (1988) and Machina (1982, 1987). See also Chamberlain (2000) for a connection with econometrics.

The general framework behind utility theory considers $\mathcal{R}$, space of rewards, which is assumed to be completely known. For instance, $\mathcal{R} = \mathbb{R}$. We also suppose that it is possible to order the rewards, i.e., that there exists a total ordering, denoted $\preceq$, on $\mathcal{R}$ such that, if $r_1$ and $r_2$ are in $\mathcal{R}$,

1. $r_1 \preceq r_2$ or $r_2 \preceq r_1$; and
2. if $r_1 \preceq r_2$ and $r_2 \preceq r_3$, then $r_1 \preceq r_3$.

These two properties seem to be minimal requirements in a decision-making setting. In particular, transitivity (2) is absolutely necessary to allow a comparison of decision procedures. Otherwise, we may end up with cycles such as $r_1 \preceq r_2 \preceq r_3 \preceq r_1$ and be at a loss about selecting the best reward among the three. Section 2.6 presents a criterion which is intransitive (and thus does not pertain to Decision Theory). We denote by $\prec$ and $\sim$ the strict order and equivalence relations derived from $\preceq$ respectively. Therefore, one and only one of the three following relations is satisfied by any pair $(r_1, r_2)$ in $\mathcal{R}^2$

$r_1 \prec r_2, \quad r_2 \prec r_1, \quad r_1 \sim r_2$.

To proceed further in the construction of the utility function, it is necessary to extend the reward space from $\mathcal{R}$ to $\mathcal{P}$, the space of probability distributions on $\mathcal{R}$. This also allows the decision-maker to take into account partly randomized decisions; moreover, the extended reward space is convex.

**Example 2.2.1** In most real-life settings, the rewards associated with an action are not exactly known when the decision is taken or, equivalently, some decisions involve a gambling step. For instance, in finance, the monetary revenue $r \in \mathcal{R} = \mathbb{R}$ derived from stock market shares is not guaranteed when the shareholder has to decide from which company she should buy shares. In this case, $\mathcal{D} = \{d_1, \ldots, d_n\}$, where $d_k$ represents the action “buy the share from company $k$.” At the time of the decision, the rewards
associated with the different shares are random dividends, only known by
the end of the year.

The order relation \( \preceq \) is also assumed to be available on \( \mathcal{P} \). For instance, when the rewards are monetary, the order relation on \( \mathcal{P} \) can be derived by comparing the average yields associated with the distributions \( P \). Therefore, it is possible to compare two distributions of probability on \( \mathcal{R} \), \( P_1 \) and \( P_2 \). We thus assume that \( \preceq \) satisfies the extensions of the two hypotheses (1) and (2) to \( \mathcal{P} \):

\[
(A_1) \quad P_1 \preceq P_2 \text{ or } P_2 \preceq P_1; \text{ and }
(A_2) \quad \text{if } P_1 \preceq P_2 \text{ and } P_2 \preceq P_3, \text{ then } P_1 \preceq P_3.
\]

The order relation on \( \mathcal{R} \) then appears as a special case of the order on \( \mathcal{P} \) by considering the Dirac masses \( \delta_r \) \( (r \in \mathcal{R}) \).

The existence of the order \( \preceq \) on \( \mathcal{P} \) relies on the assumption that there exists an optimal reward, therefore, that there exists at least a partial ordering on the consequences, even when they are random. This is obviously the case when there exists a function \( U \) on \( \mathcal{R} \) associated with \( \preceq \), such that

\[
P_1 \preceq P_2 \text{ is equivalent to } \mathbb{E}^{P_1}[U(r)] \leq \mathbb{E}^{P_2}[U(r)],
\]
as in the above monetary example. This function \( U \) is called the utility function. We now present an axiomatic system on \( \preceq \) that ensures the existence of the utility function.

For simplicity’s sake, we only consider here the set of bounded distributions, \( \mathcal{P}_B \), corresponding to the distributions with bounded support, for which there exist \( r_1 \) and \( r_2 \) such that

\[
[r_1, r_2] = \{r : r_1 \preceq r \preceq r_2\} \quad \text{and} \quad P([r_1, r_2]) = 1.
\]

For \( P_1, P_2 \) in \( \mathcal{P}_B \), we define the mixture \( P = \alpha P_1 + (1 - \alpha)P_2 \) as the distribution that generates a reward from \( P_1 \) with probability \( \alpha \) and a reward from \( P_2 \) with probability \( (1 - \alpha) \). For instance, \( \alpha r_1 + (1 - \alpha)r_2 \) is the distribution that gives the reward \( r_1 \) with probability \( \alpha \) and the reward \( r_2 \) with probability \( (1 - \alpha) \). Two additional assumptions (or axioms) are necessary to derive the existence of a utility function on \( \mathcal{R} \). First, there must be conservation of the ordering under indifferent alternatives:

\[
(A_3) \quad \text{if } P_1 \preceq P_2, \alpha P_1 + (1 - \alpha)P \preceq \alpha P_2 + (1 - \alpha)P \text{ for every } P \in \mathcal{P}.
\]

For example, if the share buyers of Example 2.2.1 can compare two companies with dividend distributions \( P_1 \) and \( P_2 \), they should be able to keep a ranking of the two companies if there is a chance \( (1 - \alpha) \) that both dividends are replaced by state bounds with dividend distribution \( P \). The order relation must also be connected (or closed):

\[
(A_4) \quad \text{if } P_1 \preceq P_2 \preceq P_3, \text{ there exist } \alpha \text{ and } \beta \in (0, 1) \text{ such that } \alpha P_1 + (1 - \alpha)P_3 \preceq P_2 \preceq \beta P_1 + (1 - \beta)P_3.
\]
The last assumption then implies the following result.

**Lemma 2.2.2** If \( r_1, r_2, \) and \( r \) are rewards in \( R \) with \( r_1 \prec r_2 \) and \( r_1 \preceq r \preceq r_2 \), there exists a unique \( v \) (\( 0 \leq v \leq 1 \)) such that \( r \sim vr_1 + (1 - v)r_2 \).

**Lemma 2.2.2** is actually the key to the derivation of the utility function, \( U \), on \( R \). Indeed, given \( r_1 \) and \( r_2 \), two arbitrary rewards such that \( r_2 \prec r_1 \), we can define \( U \) in the following way. For every \( r \in R \), consider

(i) \( U(r) = v \) if \( r_2 \preceq r \preceq r_1 \) and \( r \sim vr_1 + (1 - v)r_2 \);
(ii) \( U(r) = \frac{v}{1 - v} \) if \( r \preceq r_2 \) and \( r_2 \sim vr_1 + (1 - v)r \); and
(iii) \( U(r) = \frac{1}{v} \) if \( r_1 \preceq r \) and \( r_1 \sim vr + (1 - v)r_2 \).

In particular, \( U(r_1) = 1 \) and \( U(r_2) = 0 \). Moreover, this function \( U \) preserves the order relation on \( R \) (see DeGroot (1970, p. 105) for a proof).

**Lemma 2.2.3** If \( r_1, r_2, \) and \( r_3 \) are three rewards in \( R \) such that \( r_2 \sim (\alpha r_1 + (1 - \alpha) r_3) \)

\[
U(r_2) = \alpha U(r_1) + (1 - \alpha) U(r_3).
\]

Actually, the axioms (A\(_3\)) and (A\(_4\)) can be further reduced while Lemma 2.2.3 still holds. It is indeed sufficient that they are satisfied on \( R \) only.

The extension of the definition of the utility function to \( P_B \) calls for an additional assumption. Given \( P \) such that \( P([r_1, r_2]) = 1 \), define

\[
\alpha(r) = \frac{U(r) - U(r_1)}{U(r_2) - U(r_1)}
\]

and

\[
\beta = \int_{[r_1,r_2]} \alpha(r) dP(r).
\]

Then the additional axiom

(A\(_5\)) \( P \sim \beta \delta_{r_2} + (1 - \beta) \delta_{r_1} \)

implies that, if \( r \) is equivalent to \( \alpha(r) r_1 + (1 - \alpha(r)) r_2 \) for every \( r \in [r_1, r_2] \), this equivalence must hold on average. In fact, notice that \( \beta \) is derived from the expected utility,

\[
\beta = \frac{\mathbb{E}_P[U(r)] - U(r_1)}{U(r_2) - U(r_1)},
\]

and this assumption provides a definition of \( U \) on \( P_B \). As in Lemma 2.2.3 where \( U \) is restricted to \( R \), and as shown by the following result, axiom (A\(_5\)) indicates that \( U \) provides a linearization (or a linear parameterization) of the order relation \( \preceq \) on \( P_B \). Although slightly tautological—since it involves in its formulation the utility function we are trying to derive—, (A\(_5\)) indeed leads to the following extension of Lemma 2.2.3 to \( P_B \).

**Theorem 2.2.4** Consider \( P_1 \) and \( P_2 \) in \( P_B \). Then, \( P_1 \preceq P_2 \)
if and only if
\[ \mathbb{E}^{P_1}[U(r)] \leq \mathbb{E}^{P_2}[U(r)]. \]

Moreover, if \( U^* \) is another utility function satisfying the above equivalence relation, there exist \( a > 0 \) and \( b \) such that
\[ U^*(r) = aU(r) + b. \]

Proof. Consider \( r_1 \) and \( r_2 \) such that
\[ P_1([r_1, r_2]) = P_2([r_1, r_2]) = 1 \]
(with \( r_1 \prec r_2 \)). Since
\[ P_1 \sim \frac{\mathbb{E}^{P_1}[U(r)] - U(r_1)}{U(r_2) - U(r_1)} r_2 + \frac{U(r_2) - \mathbb{E}^{P_1}[U(r)]}{U(r_2) - U(r_1)} r_1, \]
and
\[ P_2 \sim \frac{\mathbb{E}^{P_2}[U(r)] - U(r_1)}{U(r_2) - U(r_1)} r_2 + \frac{U(r_2) - \mathbb{E}^{P_2}[U(r)]}{U(r_2) - U(r_1)} r_1, \]
P_1 \preceq P_2 is truly equivalent to
\[ \frac{\mathbb{E}^{P_1}[U(r)] - U(r_1)}{U(r_2) - U(r_1)} \leq \frac{\mathbb{E}^{P_2}[U(r)] - U(r_1)}{U(r_2) - U(r_1)}, \]
i.e., \( \mathbb{E}^{P_1}[U(r)] \leq \mathbb{E}^{P_2}[U(r)] \). Moreover, for any other utility function \( U^* \), there exist \( a \) and \( b \) such that \( U^*(r_1) = aU(r_1) + b, U^*(r_2) = aU(r_2) + b \). The extension of this relation to every \( r \in \mathcal{R} \) follows from Lemma 2.2.3.

\[ \square \]

Notice that the above derivation does not involve any restriction on the function \( U \). Therefore, it does not need to be bounded, although this condition is often mentioned in textbooks. It can be argued that this generality is artificial and formal, since subjective utility functions are always bounded. For instance, when considering monetary rewards, there is a psychological threshold, say \( \$100,000,000 \), above which (most) individuals have an almost constant utility function.

However, this upper bound varies from individual to individual, and even more so from individuals to companies or states. It is also important to incorporate unacceptable rewards, although the assumption \( (A_4) \) prevents rewards with utility equal to \( -\infty \). (This restriction implies that the death of a patient in a pharmaceutical study or a major accident in a nuclear plant have a finite utility.) Moreover, most theoretical losses are not bounded. A counterpart of this generality is that the above results have only been established for \( \mathcal{P}_B \). Actually, they can be extended to \( \mathcal{P}_E \), the set of distributions \( P \) in \( \mathcal{P} \) such that \( \mathbb{E}^P[U(r)] \) is finite, under the assumption that \( (A_1)-(A_5) \) and two additional hypotheses are satisfied for \( \mathcal{P}_E \) (see Exercise 2.3).

**Theorem 2.2.5** Consider \( P \) and \( Q \), two distributions in \( \mathcal{P}_E \). Then, \( P \preceq Q \) if and only if
\[ \mathbb{E}^P[U(r)] \leq \mathbb{E}^Q[U(r)]. \]
Of course, Theorem 2.2.5 fails to deal with infinite utility distributions. If such distributions exist, they must be compared between themselves and a separate utility function constructed on this restricted class, since they are in a sense the only distributions of interest. However, the loss functions considered in the sequel are bounded from below, usually by 0. Therefore, the corresponding utility functions, opposites of the loss functions, are always bounded from above and infinite reward paradoxes can be avoided. (Rubin (1984) and Fishburn (1987) provide reduced axiomatic systems ensuring the existence of a utility function.)

Many criticisms have been addressed on theoretical or psychological grounds against the notion of rationality of decision-makers and the associated axioms \((A_1)-(A_4)\). First, it seems illusory to assume that individuals can compare all rewards, that is, that they can provide a total ordering of \(\mathcal{P}\) (or even of \(\mathcal{R}\)) because their discriminating abilities are necessarily limited, especially about contiguous or extreme alternatives. The transitivity assumption is also too strong, since examples in sports or politics show that real-life orderings of preferences often lead to nontransitivity, as illustrated by Condorcet and Simpson paradoxes (see Casella and Wells (1993) and Exercises 1.9 and 2.2). More fundamentally, the assumption that the ordering can be extended from \(\mathcal{R}\) to \(\mathcal{P}\) has been strongly attacked because it implies that a social ordering can be derived from a set of individual orderings and this is not possible in general (see Arrow (1951) or Blyth (1993)). However, while recognizing this fact, Rubin (1987) notes that this impossibility just implies that utility and prior are not separable, not that an optimal (Bayesian) decision cannot be obtained, and he gives a restricted set of axioms pertaining to this purpose. In general, the criticisms above are obviously valuable, but cannot stand against the absolute need of an axiomatic framework validating decision-making under uncertainty. As already mentioned in Chapter 1, statistical modeling is and must be reductive; although necessarily missing part of the complexity of the world, the simplified representation it gives of this world allows statisticians and others to reach decisions. Decision Theory thus describes an idealized setting, under an ultimate rationality real decision-makers fail to attain, but aim at nonetheless\(^2\).

From a more practical point of view, the above derivation of the utility function can be criticized as being unrealistic. Berger (1985a) provides a few examples based on DeGroot (1970), deriving the utility function from successive partitions of the reward space (see also Raiffa and Schlaifer (1961)). However, if \(\mathcal{R}\) is large (e.g., noncountable), \(U\) cannot be evaluated for each reward \(r\), even though the linearity exhibited by Lemma 2.2.3 allows for approximations when \(\mathcal{R} \subset \mathbb{R}\). In a multidimensional setting, linear approximations are no longer possible unless one uses a linear combination of

\(^2\) To borrow from Smith (1984), to criticize the idealized structures of Decision Theory because of human limitations is somehow akin to attacking integration because some integrals can only be solved numerically.
2.2 Existence of a utility function

Componentwise utilities, i.e.,

\[ U(r_1, r_2, \ldots, r_n) = \sum_{i=1}^{n} \alpha_i U_i(r_i) \]

(see Raiffa (1968), Keeney and Raiffa (1976) and Smith (1988) for a discussion). In general, practical utility functions will thus only approximate the true utility functions.

Even when the reward is purely monetary there is a necessity of rigorous determination of the utility function because \( U \) may be far from linear, especially for large rewards. This means that a gain of $3000 with probability \( 1/2 \) may not be equivalent to earning $1500 with certainty. To solve this paradox, Laplace (1795) introduced the notion of moral expectation, derived from the relative value of an increase of wealth, “absolute value divided by the total wealth of the involved person.” Laplace deduces that the moral expectation “coincides with the mathematical expectation when the wealth becomes infinite compared with the variations due to uncertainty,” meaning the utility is indeed linear only around 0. Otherwise, risk aversion attitudes slow down the utility curve, which is typically concave for large values of rewards and bounded above. (Persons with a convex utility function are called risk lovers because they prefer a random gain to the expectation of this gain. Notice that this attitude is quite understandable in a neighborhood of 0.) To construct the money utility function is obviously more cumbersome than to use a linear utility, but this derivation gives a more accurate representation of reality and can even prevent paradoxes such as the following one.

**Example 2.2.6** (Saint Petersburg Paradox) Consider a game where a coin is thrown until a head appears. When this event occurs at the \( n \)th throw, the player gain is \( 3^n \), leading to an average gain of

\[ \sum_{n=1}^{+\infty} \frac{3^n}{2^n} = +\infty. \]

Every player should then be ready to pay an arbitrarily high entrance fee to play this game, even though there is less than a 0.05 chance to go beyond the fifth throw! This modeling does not take into account that the fortune of a player is necessarily bounded and that he or she can only play a limited number of games. A solution to this paradox is to substitute for the linear utility function a bounded utility function, such as

\[ U(r) = \frac{r}{\delta + r} \quad (\delta > 0, \ r > -\delta), \]

and \( U(r) = -\infty \) otherwise. This construction is quite similar to Laplace’s moral expectation. An acceptable entrance fee \( e \) will then be such that the expected utility of the game is larger than the utility of doing nothing, i.e.,

\[ \mathbb{E}[U(r - e)] \geq U(0) = 0. \]
Consider now a modification to the game such that the player can leave the game at any time \( n \) and take the gain \( 3^n \) if a head has not yet appeared. The average gain at time \( n \) is then
\[
\frac{3^n}{\delta + 3^n 2^{-n}},
\]
which can provide an optimal leaving time \( n_0 \), depending on the utility parameter \( \delta \), which in its turn somehow characterizes the risk aversion of the player (see Smith (1988) for a more thorough description). For instance, \( \delta \) may represent the fortune of the player, since \( U(\tau) \) goes to \(-\infty\) when \( \tau \) goes to \(-\delta\). The particular choice of \( U \) can obviously be criticized, but a more accurate representation of the utility function requires a detailed analysis of the motivations of the player (see also Exercise 2.9).

See also Bernardo and Smith (1994) for a detailed analysis of the foundations of Utility Theory, with in particular a description of decision trees.

### 2.3 Utility and loss

Let us switch back to a purely statistical setting. From a decision-theoretic point of view, the statistical model now involves three spaces: \( \mathcal{X} \), observation space, \( \Theta \), parameter space, and \( \mathcal{D} \), decision space (or action space). Statistical inference then consists of taking a decision \( d \in \mathcal{D} \) related to the parameter \( \theta \in \Theta \) based on the observation \( x \in \mathcal{X} \), \( x \) and \( \theta \) being related by the distribution \( f(x|\theta) \). In most cases, the decision \( d \) will be to evaluate (or estimate) a function of \( \theta \), \( h(\theta) \), as accurately as possible. Decision Theory assumes in addition that each action \( d \) can be evaluated (i.e., that its accuracy can be quantified) and leads to a reward \( r \), with utility \( U(r) \) (which exists under the assumption of rationality of the decision-makers). From now on, this utility is written as \( U(\theta,d) \) to stress that it only depends on these two factors. When other random factors \( r \) are involved in \( U \), we take \( U(\theta,d) = \mathbb{E}_{\theta,d}[U(r)] \). Therefore, \( U(\theta,d) \) can be seen as a measure of proximity between the proposed estimate \( d \) and the true value \( h(\theta) \).

Once the utility function has been constructed (or approximated), we derive the corresponding loss function
\[
L(\theta,d) = -U(\theta,d).
\]
In general, the loss function is supposed to be nonnegative, which implies that \( U(\theta,d) \leq 0 \), and therefore that there is no decision with infinite utility. The existence of a lower bound on \( L \) can be criticized as being too stringent, but it does avoid paradoxes such as those mentioned above. It can also be argued that, from a statistical point of view, the loss function \( L \) indeed represents the loss (or error) owing to a bad evaluation of the function of \( \theta \) of interest, and therefore that even the best evaluation of this function, i.e., when \( \theta \) is known, can induce at best a null loss. Otherwise, there would be
a lack of continuity of the loss function in \( d = \theta \) which could even prevent the choice of a decision procedure.

Obviously, except for the most trivial settings, it is generally impossible to uniformly minimize (in \( d \)) the loss function \( L(\theta, d) \) when \( \theta \) is unknown. In order to derive an effective comparison criterion from the loss function, the *frequentist* approach proposes to consider instead the average loss (or *frequentist risk*)

\[
R(\theta, \delta) = \mathbb{E}_q[L(\theta, \delta(x))]
= \int_{\mathcal{X}} L(\theta, \delta(x)) f(x|\theta) \, dx,
\]

where \( \delta(x) \) is the decision rule, i.e., the allocation of a decision to each outcome \( x \sim f(x|\theta) \) from the random experiment. The function \( \delta, \) from \( \mathcal{X} \) in \( \mathcal{D} \), is usually called estimator (while the value \( \delta(x) \) is called estimate of \( \theta \)). When there is no risk of confusion, we also denote the set of estimators by \( \mathcal{D} \).

The frequentist paradigm relies on this criterion to compare estimators and, if possible, to select the best estimator, the reasoning being that estimators are evaluated on their long-run performance for all possible values of the parameter \( \theta \). Notice, however, that there are several difficulties associated with this approach.

1. The error (loss) is averaged over the different values of \( x \) proportionally to the density \( f(x|\theta) \). Therefore, it seems that the observation \( x \) is not taken into account any further. The risk criterion evaluates procedures on their long-run performance and not directly for the given observation, \( x \). Such an evaluation may be satisfactory for the statistician, but it is not so appealing for a client, who wants optimal results for her data \( x \), not that of another’s!

2. The frequentist analysis of the decision problem implicitly assumes that this problem will be met again and again, for the frequency evaluation to make sense. Indeed, \( R(\theta, \delta) \) is approximately the average loss over i.i.d. repetitions of the same experiment, according to the Law of Large Numbers. However, on both philosophical and practical grounds, there is a lot of controversy over the very notion of *repeatability of experiments* (see Jeffreys (1961)). For one thing, if new observations come to the statistician, she should make use of them, and this could modify the way the experiment is conducted, as in, for instance, medical trials.

3. For a procedure \( \delta \), the risk \( R(\theta, \delta) \) is a function of the parameter \( \theta \). Therefore, the frequentist approach does not induce a total ordering on the set of procedures. It is generally impossible to compare decision procedures with this criterion, since two crossing risk functions prevent comparison between the corresponding estimators. At best, one may hope for a procedure \( \delta_0 \) that uniformly minimizes \( R(\theta, \delta) \), but such cases rarely occur unless the space of decision procedures is restricted.
Best procedures can only be obtained by restricting rather artificially the set of authorized procedures.

Example 2.3.1 Consider $x_1$ and $x_2$, two observations from

\[ P_\theta(x = \theta - 1) = P_\theta(x = \theta + 1) = 0.5, \quad \theta \in \mathbb{R}. \]

The parameter of interest is $\theta$ (i.e., $\mathcal{D} = \Theta$) and it is estimated by estimators $\delta$ under the loss

\[ L(\theta, \delta) = 1 - \mathbb{I}_\theta(\delta), \]

often called 0–1 loss, which penalizes errors of estimation, whatever their magnitude, by 1. Considering the particular estimator

\[ \delta_0(x_1, x_2) = \frac{x_1 + x_2}{2}, \]

its risk function is

\[ R(\theta, \delta_0) = 1 - P_\theta(\delta_0(x_1, x_2) = \theta) = 1 - P_\theta(x_1 \neq x_2) = 0.5. \]

This computation shows that the estimator $\delta_0$ is correct half of the time. Actually, this estimator is always correct when $x_1 \neq x_2$, and always wrong otherwise. Now, the estimator $\delta_1(x_1, x_2) = x_1 + 1$ also has a risk function equal to 0.5, as does $\delta_2(x_1, x_2) = x_2 - 1$. Therefore, $\delta_0, \delta_1$ and $\delta_2$ cannot be ranked under the 0–1 loss.

On the contrary, the Bayesian approach to Decision Theory integrates on the space $\Theta$ since $\theta$ is unknown, instead of integrating on the space $\mathcal{X}$ as $x$ is known. It relies on the posterior expected loss

\[ \varrho(\pi, d|x) = \mathbb{E}_\pi[L(\theta, d)|x] = \int_\Theta \int_{\mathcal{X}} L(\theta, d) \pi(\theta|x) d\theta, \]

which averages the error (i.e., the loss) according to the posterior distribution of the parameter $\theta$, conditionally on the observed value $x$. Given $x$, the average error resulting from decision $d$ is actually $\varrho(\pi, d|x)$. The posterior expected loss is thus a function of $x$ but this dependence is not troublesome, as opposed to the frequentist dependence of the risk on the parameter because $x$, contrary to $\theta$, is known.

Given a prior distribution $\pi$, it is also possible to define the integrated risk, which is the frequentist risk averaged over the values of $\theta$ according to their prior distribution

\[ r(\pi, \delta) = \mathbb{E}^\pi[R(\theta, \delta)] = \int_\Theta \int_{\mathcal{X}} L(\theta, \delta(x)) f(x|\theta) dx \pi(\theta) d\theta. \]

One particular interest of this second concept is that it associates a real number with every estimator, not a function of $\theta$. It therefore induces a
total ordering on the set of estimators, i.e., allows for the direct comparison of estimators. This implies that, while taking into account the prior information through the prior distribution, the Bayesian approach is sufficiently reductive (in a positive sense) to reach an effective decision. Moreover, the above two notions are equivalent in that they lead to the same decision.

**Theorem 2.3.2** An estimator minimizing the integrated risk \( r(\pi, \delta) \) can be obtained by selecting, for every \( x \in X \), the value \( \delta(x) \) which minimizes the posterior expected loss, \( \varrho(\pi, \delta| x) \), since

\[
(2.3.1) \quad r(\pi, \delta) = \int_X \varrho(\pi, \delta(x)| x)m(x) \, dx.
\]

**Proof.** Equality (2.3.1) follows directly from Fubini’s Theorem since, as \( L(\theta, \delta) \geq 0 \),

\[
 r(\pi, \delta) = \int_\Theta \int_X L(\theta, \delta(x)) f(x|\theta) \, dx \, \pi(\theta) \, d\theta \\
= \int_X \int_\Theta L(\theta, \delta(x)) f(x|\theta) \pi(\theta) \, d\theta \, dx \\
= \int_X \int_\Theta L(\theta, \delta(x)) \pi(\theta|x) \, d\theta \, m(x) \, dx .
\]

This result leads to the following definition of a Bayes estimator.

**Definition 2.3.3** A Bayes estimator associated with a prior distribution \( \pi \) and a loss function \( L \) is any estimator \( \delta^\pi \) which minimizes \( r(\pi, \delta) \). For every \( x \in X \), it is given by \( \delta^\pi(x) \), argument of \( \min_d \varrho(\pi, d| x) \). The value \( r(\pi) = r(\pi, \delta^\pi) \) is then called the Bayes risk.

Theorem 2.3.2 thus provides a constructive tool for the determination of the Bayes estimators. Notice that, from a strictly Bayesian point of view, only the posterior expected loss \( \varrho(\pi, \delta| x) \) is important, as the Bayesian paradigm is based on the conditional approach. To average over all possible values of \( x \), when we know the observed value of \( x \), seems to be a waste of information. Nonetheless, the equivalence exhibited in Theorem 2.3.2 is important because, on one hand, it shows that the conditional approach is not necessarily as dangerous as frequentists may depict it. This is so because, while the Bayesian approach works conditional upon the actual observation \( x \), it also incorporates the probabilistic properties of the distribution of the observation, \( f(x|\theta) \). On the other hand, this equivalence provides a connection between the classical results of Game Theory (see Section 2.4) and the axiomatic Bayesian approach, based on the posterior distribution. It also explains why Bayes estimators play an important role in frequentist optimality criteria.

The result above is valid for proper and improper priors, as long as the Bayes risk \( r(\pi) \) is finite. Otherwise, the notion of a (decision-theoretic)
Bayes estimator is weakened: we then define a \textit{generalized Bayes estimator} as the minimizer, for every \( x \), of the posterior expected loss. In terms of frequentist optimality, we will see that the division between proper and improper priors is much less important than the division between regular and generalized Bayes estimators, since the formers are admissible. Notice that, for strictly convex losses, the Bayes estimators are unique.

We conclude this section with an example of construction of a loss function in an expert calibration framework. References on this topic are DeGroot and Fienberg (1983), Murphy and Winkler (1984), Bayarri and DeGroot (1988) and Schervish (1989). Smith (1988) also shows how forecaster evaluation can help improve the assessment of prior probabilities. See also Note 2.8.1 for an illustration in imaging.

\textbf{Example 2.3.4} Meteorological forecasts are often given as probability statements such as “the probability of rain for tomorrow is 0.4.” Such forecasts being quantified, it is of interest to evaluate weather forecasters through a loss function (for their employers as well as users).

For a given forecaster, let \( N \) be the number of different percentages predicted at least once in a year and let \( p_i \) (\( 1 \leq i \leq N \)) be the corresponding percentages. For instance, we may have \( N = 5 \) and

\[
p_1 = 0, \quad p_2 = 0.45, \quad p_3 = 0.7, \quad p_4 = 0.9, \quad \text{and} \quad p_5 = 0.95.
\]

In this case, the parameters \( \theta_i \) are actually observed, i.e.,

\[
\theta_i = \frac{\text{number of rainy days when } p_i \text{ is forecasted}}{\text{number of days when } p_i \text{ is forecasted}}
\]

(more exactly, this ratio is a good approximation of \( \theta_i \)).

If \( q_i \) denotes the proportion of days where \( p_i \) is forecasted, a possible loss function for the forecasters is

\[
L(\theta, p) = \sum_{i=1}^{N} q_i (p_i - \theta_i)^2 + \sum_{i=1}^{N} q_i \log(q_i).
\]

For a given set of \( \theta_i \)'s (\( 1 \leq i \leq N \)), the best forecaster is the perfectly calibrated forecaster, i.e., the one who satisfies \( p_i = \theta_i \) (\( 1 \leq i \leq N \)). Moreover, among these perfect forecasters, the best one is the most well balanced, satisfying \( q_i = 1/N \) (\( 1 \leq i \leq N \)), i.e., the more daring forecaster, as opposed to a forecaster which would always give the same forecast, \( p_{i_0} \), because of the \textit{entropy} term, \( \sum_i q_i \log(q_i) \). However, the distance \((p_i - \theta_i)^2\) could be replaced by any other function taking its minimum at \( p_i = \theta_i \) (see Exercises 2.12 and 2.14). The weight \( q_i \) in the first sum is also used to calibrate more properly forecasters, in order to prevent overpenalization of rare forecasts.

This loss has been constructed with a bias in favor of forecasters with large \( N \), since the \textit{entropy} \( \log(N) \) increases with \( N \). However, a better
performance for a larger $N$ requires that $p_i$ is (almost) equal to $\theta_i$ and $q_i$ is close to $1/N$.

### 2.4 Two optimalities: minimaxity and admissibility

This section deals with the two fundamental notions of frequentist Decision Theory, introduced by Wald (1950) and Neyman and Pearson (1933a,b). As mentioned above, and contrary to the Bayesian approach, the frequentist paradigm is not reductive enough to lead to a single optimal estimator. While we are mainly concerned in this book with the Bayesian aspects of Decision Theory, it is still necessary to study these frequentist notions in detail because they show that Bayes estimators are often optimal for the frequentist concepts of optimality, therefore should still be considered even when prior information is ignored. In other words, one can reject the Bayesian paradigm and ignore the meaning of the prior distribution and still obtain good estimators from a frequentist point of view when using this prior distribution. Therefore, in this technical sense, frequentists should also take into account the Bayesian approach, since it provides a tool for the derivation of optimal estimators (see Brown (1971, 2000), Strawderman (1974), Berger (1985a), or Berger and Robert (1990) for examples). Moreover, these properties can be helpful in the selection of a prior distribution, when prior information is not precise enough to lead to a single prior distribution (see Chapter 3).

#### 2.4.1 Randomized estimators

Similar to the study of the utility function, where we extended the reward space from $\mathcal{R}$ to $\mathcal{P}$, we need to extend the decision space to the set of randomized estimators, taking values in $\mathcal{D}^*$, space of the probability distributions on $\mathcal{D}$. To use a randomized estimator $\delta^*$ means that the action is generated according to the distribution with probability density $\delta^*(x,.)$, once the observation $x$ has been collected. The loss of a randomized estimator $\delta^*$ is then defined as the average loss

$$L(\theta, \delta^*(x)) = \int_{\mathcal{D}} L(\theta, a) \delta^*(x, a) \, da.$$ 

This extension is necessary to deal with minimaxity and admissibility. Obviously, such estimators are not to be used, if only because they contradict the Likelihood Principle, giving several possible answers for the same value of $x$ (and thus of $\ell(\theta|x)$). Moreover, it seems quite paradoxical to add noise to a phenomenon in order to take a decision under uncertainty!

**Example 2.4.1 (Example 2.3.1 continued)** Consider the randomized estimator

$$\delta^*(x_1, x_2)(t) = \begin{cases} \mathbb{I}_{(x_1 + x_2)/2}(t) & \text{if } x_1 \neq x_2, \\ \frac{[\mathbb{I}_{(x_1-1)}(t) + \mathbb{I}_{(x_1+1)}(t)]/2}{\mathbb{I}_{(x_1)}/2} & \text{otherwise,} \end{cases}$$

where $\mathbb{I}_a(t)$ denotes the indicator function of the interval $a$. [1]
where $\mathbb{I}_v$ denotes the Dirac mass at $v$. Actually, if $x_1 = x_2$, the two values $\theta_1 = x_1 - 1$ and $\theta_2 = x_1 + 1$ have the same likelihood. Compared with $\delta_0$ which never estimates $\theta$ correctly if $x_1 = x_2$, $\delta^*$ is exact with probability $1/2$. However, when $\delta^*$ misses $\theta$, it is farther away from $\theta$ than $\delta_0$. The choice of the estimator then depends on the loss function, i.e., the way the distance between the estimator and $\theta$ (or the error) is measured.

Randomized estimators are nonetheless necessary from a frequentist point of view, for instance, for the frequentist theory of tests, as they provide access to confidence levels otherwise unattainable (see Chapter 5). The set $D^*$ thus appears as a completion of $D$. However, this modification of the decision space does not modify the Bayesian answers, as shown by the following result (where $D^*$ also denotes the set of functions taking values in $D^*$).

**Theorem 2.4.2** For every prior distribution $\pi$ on $\Theta$, the Bayes risk on the set of randomized estimators is the same as the Bayes risk on the set of nonrandomized estimators, i.e.,

$$\inf_{\delta \in D} r(\pi, \delta) = \inf_{\delta^* \in D^*} r(\pi, \delta^*) = r(\pi).$$

**Proof.** For every $x \in X$ and every $\delta^* \in D^*$, we have

$$\int_{\Theta} \int_{D} L(\theta, a) \delta^*(x, a) da \pi(\theta|x) d\theta$$

$$= \int_{D} \int_{\Theta} L(\theta, a) \pi(\theta|x) d\theta \delta^*(x, a) da$$

$$\geq \int_{D} \inf_a \left\{ \int_{\Theta} L(\theta, a) \pi(\theta|x) d\theta \right\} \delta^*(x, a) da$$

$$= g(\pi, \delta^*|x).$$

This result thus holds even when the Bayes risk $r(\pi)$ is infinite. The proof relies on the fact that a randomized procedure averages the risks of nonrandomized estimators and thus cannot improve on them. However, the fact that randomized procedures are not relevant does not hold for the frequentist risk unless some conditions, such as convexity, are imposed on the loss function.

### 2.4.2 Minimaxity

The minimax criterion we introduce now appears as an insurance against the worst case because it aims at minimizing the expected loss in the least favorable case. It also represents a frequentist effort to skip the Bayesian paradigm while producing a (weak) total ordering on $D^*$.
Definition 2.4.3 The minimax risk associated with a loss function $L$ is the value

$$
\bar{R} = \inf_{\delta \in \mathcal{D}^*} \sup_{\theta} R(\theta, \delta) = \inf_{\delta \in \mathcal{D}^*} \sup_{\theta} \mathbb{E}_\theta[L(\theta, \delta(x))],
$$

and a minimax estimator is any (possibly randomized) estimator $\delta_0$ such that

$$
\sup_{\theta} R(\theta, \delta_0) = \bar{R}.
$$

This notion is validated by Game Theory, where two adversaries (here, "the statistician" and "Nature") are competing. Once the statistician has selected a procedure, Nature selects the state of nature (i.e., the parameter) that maximizes the loss of the statistician. (We will see below that this choice is usually equivalent to the choice of a prior distribution $\pi$. Therefore, the Bayesian approach does not really fit in that conflicting framework, since the prior distribution is also supposed to be known.) In general, it seems unfortunate to resort to such an antagonistic perspective in a statistical analysis. Indeed, to perceive Nature (or reality) as an enemy involves a bias toward the worst cases and prevents the statistician from using the available information (for an analysis and a defense of minimaxity, see Brown (1993) and Strawderman (2000)).

The notion of minimaxity provides a good illustration of the conservative aspects of the frequentist paradigm. Since this approach refuses to make any assumption on the parameter $\theta$, it has to consider the worst cases as equally likely, and thus needs to focus on the maximal risk. In fact, from a Bayesian point of view, it is often equivalent to take a prior concentrated on these worst cases (see Section 2.4.3). In most settings, this point of view is thus too conservative because some values of the parameter are less likely than others.

Example 2.4.4 The first oil-drilling platforms in the North Sea were designed according to a minimax principle. In fact, they were supposed to resist the conjugate action of the worst gale and the worst storm ever observed, at the minimal record temperature. This strategy obviously gives a comfortable margin of safety, but is quite costly. For more recent platforms, engineers have taken into account the distribution of these weather phenomena in order to reduce the production cost.

Example 2.4.5 A waiting queue at a red light is usually correctly represented by a Poisson distribution. The number of cars arriving during the observation time, $N$, is thus distributed according to $\mathcal{P}(\lambda)$, with the mean parameter $\lambda$ to be estimated. Obviously, the values of $\lambda$ above a given limit are quite unlikely. For instance, if $\lambda_0$ is the number of cars in the whole city, the average number of cars waiting at a given traffic light will not exceed $\lambda_0$. However, it may happen that some estimators are not minimax because their risk are above $\bar{R}$ for the largest values of $\lambda$. 
The example above does not directly criticize the minimax principle but rather argues for the fact that some residual information is attached to most problems and that it should be used, even marginally. In a similar manner, Example 2.4.6 exhibits two estimators, $\delta_1$ and $\delta_2$, such that $\delta_1$ has a constant minimax risk $\bar{R}$ and $\delta_2$ has a risk which can be as low as $\bar{R}/10$ but goes slightly above $\bar{R}$ for the largest values of the parameter (see Figure 2.4.2). Therefore, according to the minimax principle, $\delta_1$ should be preferred to $\delta_2$, although the values of $\theta$ for which $\delta_1$ dominates $\delta_2$ are the most unlikely (see Exercise 2.28 for another striking example).

**Example 2.4.6** For reasons explained in Note 2.8.2, we consider the following estimator

$$
\delta_2(x) = \begin{cases} 
\left(1 - \frac{2p-1}{||x||^2}\right)x & \text{if } ||x||^2 \geq 2p-1, \\
0 & \text{otherwise},
\end{cases}
$$

to estimate $\theta$ when $x \sim N_p(\theta, I_p)$. This estimator, called the positive-part James–Stein estimator, is evaluated under quadratic loss,

$$L(\theta, d) = ||\theta - d||^2.$$

Figure 2.4.2 gives a comparison of the respective risks of $\delta_2$ and $\delta_1(x) = x$, maximum likelihood estimator, for $p = 10$. This figure shows that $\delta_2$ cannot be minimax, since the maximum risk of $\delta_2$ is above the (constant) risk of $\delta_1$, that is, $R(\theta, \delta_2) = \mathbb{E}_\theta[||\theta - \delta_2(x)||^2] = p$. (We show in Section 2.4.3 that $\delta_1$ is actually minimax in this case.) But the estimator $\delta_2$ is definitely superior on the most interesting part of the parameter space, the additional loss being in perspective quite negligible.
Two optimalities: minimaxity and admissibility

Table 2.4.1. Utility function $U(\theta_i, a_j)$.

<table>
<thead>
<tr>
<th></th>
<th>$a_1$</th>
<th>$a_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$</td>
<td>-4</td>
<td>-10</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>8</td>
<td>30</td>
</tr>
</tbody>
</table>

The opposition between minimax and Bayesian analyses is illustrated by the following example, which borrows from Game Theory (since there is no observation or statistical model).

**Example 2.4.7** Two persons, A and B, suspected of being accomplices in a robbery, have been apprehended and placed in separate cells. Both suspects are questioned and enticed to confess the burglary. Although they cannot be convicted unless one of them talks, the incentive is that the first person to cooperate will get a reduced sentence. Table 2.4.7 provides the rewards as perceived by A (in years of freedom), where $a_1$ (resp. $\theta_1$) represents the fact that A (resp. B) talks. The two suspects have an optimal gain if they both remain silent. However, from A’s point of view, the optimal strategy is to be the first one to talk, i.e., $a_1$, since $\max_{\theta} R(a_1, \theta) = 4$ and $\max_{\theta} R(a_2, \theta) = 10$. Therefore, both burglars will end up in jail!

On the contrary, if $\pi$ is the (subjective) probability assigned by A to the event “B talks,” i.e., to $\theta_1$, the Bayes risk of $a_1$ is

$$r(\pi, a_1) = \mathbb{E}^\pi [-U(\theta, a_1)] = 4\pi - 8(1 - \pi) = 12\pi - 8$$

and, for $a_2$,

$$r(\pi, a_2) = \mathbb{E}^\pi [-U(\theta, a_2)] = 10\pi - 30(1 - \pi) = 40\pi - 30.$$  

It is straightforward to check that, for $\pi \leq 11/14$, $r(\pi, a_2)$ is smaller than $r(\pi, a_1)$. Therefore, unless A is convinced that B will talk, it is better for A to keep silent.

2.4.3 Existence of minimax rules and maximin strategy

An important difficulty related with minimaxity is that a minimax estimator does not necessarily exist. Ferguson (1967) and Berger (1985a, Chapter 5) give sufficient conditions. In particular, there exists a minimax strategy when $\Theta$ is finite and the loss function is continuous. More generally, Brown (1976) (see also Le Cam (1986) and Strasser (1985)) considers the decision space $D$ as embedded in another space so that the set of risk functions on $D$ is compact in this larger space. From this perspective and under additional assumptions, it is then possible to derive minimax estimators when the loss is continuous. However, these extensions involve topological techniques too advanced to be considered in this book. Therefore, we only give the following result (see Blackwell and Girshick (1954) for a proof).
Theorem 2.4.8 If $D \subset \mathbb{R}^k$ is a convex compact set and if $L(\theta, d)$ is continuous and convex as a function of $d$ for every $\theta \in \Theta$, there exists a nonrandomized minimax estimator.

The restriction to nonrandomized estimators when the loss is convex follows from Jensen’s inequality, since

$$L(\theta, \delta^*) = \mathbb{E}^{\delta^*}[L(\theta, \delta)] \geq L(\theta, \mathbb{E}^{\delta^*}(\delta)).$$

This result is a special case of the Rao–Blackwell Theorem (see Lehmann and Casella (1998, p. 47)).

Example 2.4.9 (Example 2.4.1 continued) The randomized estimator $\tilde{\delta}^*$ is uniformly dominated for every convex loss by the nonrandomized estimator $\mathbb{E}^{\delta^*}[\delta^*(x_1, x_2)]$, i.e.,

$$\tilde{\delta}(x_1, x_2) = \begin{cases} \frac{1}{2}(x_1 + x_2) & \text{if } x_1 \neq x_2, \\ \frac{1}{2}(x_1 - 1) + \frac{1}{2}(x_1 + 1) = x_1 & \text{otherwise}, \end{cases}$$

which is actually identical to the estimator $\delta_0$ considered originally. Notice that this is not true for the $0 - 1$ loss where $\delta^*$ dominates $\delta$.

The following result points out the connection between the Bayesian approach and the minimax principle. (The proof is straightforward and thus omitted.)

Lemma 2.4.10 The Bayes risks are always smaller than the minimax risk, i.e.,

$$\bar{R} = \sup_{\pi} r(\pi) = \sup_{\pi} \inf_{\delta \in D} r(\pi, \delta) \leq \bar{R} = \inf_{\delta \in D^*} \sup_{\theta} R(\theta, \delta).$$

The first value is called maximin risk and a distribution $\pi^*$ such that $r(\pi^*) = \bar{R}$ is called a least favorable distribution, when such distributions exist. In general, the upper bound $r(\pi^*)$ is rather attained by an improper distribution, which can be expressed as a limit of proper prior distributions $\pi_n$, but this phenomenon does not necessarily deter from the derivation of minimax estimators (see Lemma 2.4.15). When they exist, least favorable distributions are those with the largest Bayes risk, thus the less interesting distributions in terms of loss performances if they are not suggested by the available prior information. The above result is quite logical, in the sense that prior information can only improve the estimation error, even in the worst case.

A particularly interesting case corresponds to the following definition.

Definition 2.4.11 The estimation problem is said to have a value when $\bar{R} = \bar{R}$, i.e., when

$$\sup_{\pi} \inf_{\delta \in D} r(\pi, \delta) = \inf_{\delta \in D^*} \sup_{\theta} R(\theta, \delta).$$


When the problem has a value, some minimax estimators are the Bayes estimators for the least favorable distributions. However, they may be randomized, as illustrated by the following example. Therefore, the minimax principle does not always lead to acceptable estimators.

**Example 2.4.12** Consider a Bernoulli observation, \( x \sim Be(\theta) \) with \( \theta \in \{0.1, 0.5\} \). Four nonrandomized estimators are available,
\[
\begin{align*}
\delta_1(x) &= 0.1, \\
\delta_2(x) &= 0.5, \\
\delta_3(x) &= 0.1 I_{x=0} + 0.5 I_{x=1}, \\
\delta_4(x) &= 0.5 I_{x=0} + 0.1 I_{x=1}.
\end{align*}
\]
We assume in addition that the penalty for a wrong answer is 2 when \( \theta = 0.1 \) and 1 when \( \theta = 0.5 \). The risk vectors \( (R(0.1, \delta), R(0.5, \delta)) \) of the four estimators are then, respectively, \((0, 1), (2, 0), (0.2, 0.5), \) and \((1.8, 0.5)\). It is straightforward to see that the risk vector of any randomized estimator is a convex combination of these four vectors or, equivalently, that the risk set, \( R \), is the convex hull of the above four vectors, as represented by Figure 2.4.3.

In this case, the minimax estimator is obtained at the intersection of the diagonal of \( R^2 \) with the lower boundary of \( R \). As shown by Figure 2.4.3, this estimator \( \delta^* \) is randomized and takes the value \( \delta_3(x) \) with probability \( \alpha = 0.87 \) and \( \delta_2(x) \) with probability \( 1 - \alpha \). The weight \( \alpha \) is actually derived from the equation
\[
0.2\alpha + 2(1 - \alpha) = 0.5\alpha.
\]
This estimator \( \delta^* \) is also a (randomized) Bayes estimator with respect to the prior
\[
\pi(\theta) = 0.22 I_{0.1}(\theta) + 0.78 I_{0.5}(\theta);
\]
the prior probability \( \pi_1 = 0.22 \) corresponds to the slope between \((0.2, 0.5)\) and \((2, 0)\), i.e.,
\[
\frac{\pi_1}{1 - \pi_1} = \frac{0.5}{2 - 0.2}.
\]
Notice that every randomized estimator that is a combination of \( \delta_2 \) and of \( \delta_3 \) is a Bayes estimator for this distribution, but that \( \delta^* \) only is also a minimax estimator.

Similar to minimax estimators, a least favorable distribution does not necessarily exist since its existence depends on a separating hyperplane theorem that does not always apply (see Pierce (1973), Brown (1976), Berger (1985a), and Chapter 8). In addition, Strawderman (1973) shows that, in the special case when \( x \sim N_p(\theta, I_p) \), there is no minimax proper Bayes estimator if \( p \leq 4 \). From a more practical point of view, Lemma 2.4.10 provides sufficient conditions of minimaxity.

**Lemma 2.4.13** If \( \delta_0 \) is a Bayes estimator with respect to \( \pi_0 \) and if \( R(\theta, \delta_0) \leq r(\pi_0) \) for every \( \theta \) in the support of \( \pi_0 \), \( \delta_0 \) is minimax and \( \pi_0 \) is the least favorable distribution.

\(^3\) The computations in this example are quite simple. See Chapter 8 for details.
Example 2.4.14 (Berger (1985a)) Consider $x \sim B(n, \theta)$ when $\theta$ is to be estimated under the quadratic loss, $L(\theta, \delta) = (\delta - \theta)^2$. Bayes estimators are then given by posterior expectations (see Section 2.5) and, when $\theta \sim Be\left(\frac{\sqrt{n} + \sqrt{n}}{2}, \frac{\sqrt{n}}{2}\right)$, the posterior mean is

$$\delta^*(x) = \frac{x + \sqrt{n}/2}{n + \sqrt{n}}.$$ 

Moreover, this estimator has constant risk, $R(\theta, \delta^*) = 1/4(1 + \sqrt{n})^2$. Therefore, integrating out $\theta$, $r(\pi) = R(\theta, \delta^*)$ and $\delta^*$ is minimax according to Lemma 2.4.13. Notice the difference with the maximum likelihood estimator, $\delta_0(x) = x/n$, for the small values of $n$, and the unrealistic concentration of the prior around 0.5 for larger values of $n$.

Since minimax estimators usually correspond to generalized Bayes estimators, it is often necessary to use a limiting argument to establish minimaxity, rather than computing directly the Bayes risk as in Lemma 2.4.13.

Lemma 2.4.15 If there exists a sequence $(\pi_n)$ of proper prior distributions such that the generalized Bayes estimator $\delta_0$ satisfies

$$R(\theta, \delta_0) \leq \lim_{n \to \infty} r(\pi_n) < +\infty$$

for every $\theta \in \Theta$, then $\delta_0$ is minimax.

Example 2.4.16 When $x \sim N(\theta, 1)$, the maximum likelihood estimator $\delta_0(x) = x$ is a generalized Bayes estimator associated with the Lebesgue measure on $\mathbb{R}$ and the quadratic loss. Since $R(\delta_0, \theta) = \mathbb{E}_{\theta}(x - \theta)^2 = 1$, this risk is the limit of the Bayes risks $r(\pi_n)$ when $\pi_n$ is equal to $N(0, n)$, as $r(\pi_n) = \frac{n}{n+1}$. Therefore, the maximum likelihood estimator $\delta_0$ is minimax. Note that this argument can be extended directly to the case $x \sim N_p(\theta, I_p)$ to establish that $\delta_0$ is minimax for every $p$.  

Figure 2.4.2. Risk set for the estimation of the Bernoulli parameter.
When the space $\Theta$ is compact, minimax Bayes rules (or estimators) can be exactly described, owing to the separated zeros principle in complex calculus: if $R(\theta, \delta^*)$ is not constant and is analytic, the set of $\theta$’s where $R(\theta, \delta^*)$ is maximal is separated and, in the case of a compact set $\Theta$, is necessarily finite.

**Theorem 2.4.17** Consider a statistical problem that simultaneously has a value, a least favorable distribution $\pi_0$, and a minimax estimator $\delta^{\pi_0}$. Then, if $\Theta \subset \mathbb{R}$ is compact and if $R(\theta, \delta^{\pi_0})$ is an analytic function of $\theta$, then either $\pi_0$ has a finite support or $R(\theta, \delta^{\pi_0})$ is constant.

**Example 2.4.18** Consider $x \sim \mathcal{N}(\theta, 1)$, with $|\theta| \leq m$, namely, $\theta \in [-m, m]$. Then, according to Theorem 2.4.17, least favorable distributions have necessarily a finite support, $\{\pm \theta_i, 1 \leq i \leq \omega\}$, with cardinal $2\omega$ and supporting points $\theta_i$ depending on $m$. In fact, the only estimator with constant risk is $\delta_0(x) = x$, which is not minimax in this case. In general, the exact determination of $n$ and of the points $\theta_i$ can only be done numerically. For instance, when $m \leq 1.06$, the prior distribution with weights $1/2$ at $\pm m$ is the unique least favorable distribution. Then, for $1.06 \leq m \leq 2$, the support of $\pi$ contains $-m, 0,$ and $m$. See Casella and Strawderman (1981) and Bickel (1981) for details, and Johnstone and MacGibbon (1992) for a similar treatment of the Poisson model.

The above examples show why, while being closely related to the Bayesian paradigm, the minimax principle is not necessarily appealing from a Bayesian point of view. Indeed, apart from the fact that minimax estimators are sometimes randomized, as in Example 2.4.12, Examples 2.4.14 and 2.4.18 show that the least favorable prior is often unrealistic because it induces a strong prior bias towards a few points of the sample space. For Example 2.4.18, Gatsonis et al. (1987) have shown that uniform priors are good substitutes to the point mass priors, although they are not minimax.

Extensions of Theorem 2.4.17 to the noncompact case are given in Kempthorne (1988). In multidimensional settings, when the problem is invariant under rotation, the least favorable distributions are uniform on a sequence of embedded spheres (see Robert et al. (1990)). The practical problem of determining the points of the support is considered in Kempthorne (1987) and Eichenauer and Lehn (1989).

In settings where the problem has a value, it is often difficult to derive the least favorable distribution and alternative methods are then necessary to produce a minimax estimator. Chapter 9 shows how the exhibition of some invariance structures of the model may lead to identify the best equivariant estimator and a minimax estimator (Hunt–Stein Theorem). Unfortunately, the conditions under which this theorem applies are difficult to check and often do not hold.

Lastly, when a minimax estimator has been derived, its optimality is still to be assessed: there may exist several minimax estimators and some may
perform uniformly better than others. It is then necessary to introduce a second (and more local) criterion to compare minimax estimators, i.e., estimators that perform well globally.

2.4.4 Admissibility

This second frequentist criterion induces a partial ordering on $\mathcal{D}^*$ by comparing the frequentist risks of the estimators, $R(\theta, \delta)$.

**Definition 2.4.19** An estimator $\delta_0$ is inadmissible if there exists an estimator $\delta_1$ which dominates $\delta_0$, that is, such that, for every $\theta$,

$$R(\theta, \delta_0) \geq R(\theta, \delta_1)$$

and, for at least one value $\theta_0$ of the parameter,

$$R(\theta_0, \delta_0) > R(\theta_0, \delta_1).$$

Otherwise, $\delta_0$ is said to be admissible.

This criterion is particularly interesting for its *reductive* action. Indeed, at least in theory, it seems logical to advocate that inadmissible estimators should not be considered at all since they can be uniformly improved. For instance, the Rao–Blackwell Theorem then implies that, for convex losses, randomized estimators are inadmissible. However, admissibility alone is not enough to validate the use of an estimator. For instance, constant estimators $\delta(x) = \theta_0$ are usually admissible because they produce the exact value at $\theta = \theta_0$. From a frequentist point of view, it is then important to look for estimators satisfying both optimalities, that is, minimaxity and admissibility. In this regard, two results can be mentioned.

**Proposition 2.4.20** If there exists a unique minimax estimator, this estimator is admissible.

**Proof.** If $\delta^*$ is the only minimax estimator, for any estimator $\tilde{\delta} \neq \delta^*$,

$$\sup_{\theta} R(\theta, \tilde{\delta}) > \sup_{\theta} R(\theta, \delta^*).$$

Therefore, $\tilde{\delta}$ cannot dominate $\delta^*$. \qed

Notice that the converse to this result is false, since there can exist several minimax admissible estimators. For instance, in the $\mathcal{N}_p(\theta, I_p)$ case, there exist proper Bayes minimax estimators when $p \geq 5$ (Strawderman (1973) and Fourdrinier and Strawderman (1999)). When the loss function $L$ is strictly convex (in $d$), it also allows for the following characterization.

**Proposition 2.4.21** If $\delta_0$ is admissible with constant risk, $\delta_0$ is the unique minimax estimator.

**Proof.** For any $\theta_0 \in \Theta$, $\sup_{\theta} R(\theta, \delta_0) = R(\theta_0, \delta_0)$. Therefore, if there exists $\delta_1$ such that $\tilde{R} \leq \sup_{\theta} R(\theta, \delta_1) < R(\theta_0, \delta_0)$, $\delta_0$ cannot be admissible. Similarly, if $\tilde{R} = \sup_{\theta} R(\theta, \delta_1) = R(\theta_0, \delta_0)$ and if $\theta_1$ is such that $R(\theta_1, \delta_1) < \tilde{R}$,
\[ \delta_1 \text{ dominates } \delta_0. \] Therefore, when \( \delta_0 \) is admissible, the only possible case is that there exists \( \delta_1 \) such that \( R(\theta, \delta_1) = R(\theta, \delta_0) \) for every \( \theta \in \Theta \). And this is also impossible when \( \delta_0 \) is admissible (see Exercise 2.36).

Again, notice that the converse of this result is false. There may be minimax estimators with constant risk that are inadmissible: actually, they are certainly inadmissible if there are other minimax estimators. For instance, this is the case for \( \delta_0(x) = x \) when \( x \sim N_p(\theta, I_p) \) and \( p \geq 3 \) (see Note 2.8.2). There also are cases when there is no minimax admissible estimator (this requires that there is no minimal complete class, see Chapter 8).

The previous section showed that minimaxity can sometimes be considered from a Bayesian perspective as the choice by Nature of a maximin strategy (least favorable distribution), \( \pi \), therefore that some minimax estimators are Bayes. Admissibility is even more strongly related to the Bayes paradigm in the sense that, in most statistical problems, the Bayes estimators are “spanning” the class of admissible estimators, i.e., the latter can be expressed as Bayes estimators or generalized Bayes estimators or limits of Bayes estimators. Chapter 8 deals in more detail with the relations between Bayes estimators and admissibility. We only give here two major results.

**Proposition 2.4.22** If a prior distribution \( \pi \) is strictly positive on \( \Theta \), with finite Bayes risk and the risk function, \( R(\theta, \delta) \), is a continuous function of \( \theta \) for every \( \delta \), the Bayes estimator \( \delta^\pi \) is admissible.

**Proof.** Suppose \( \delta^\pi \) is inadmissible and consider \( \delta' \) which uniformly dominates \( \delta^\pi \). Then, for every \( \theta \), \( R(\theta, \delta') \leq R(\theta, \delta^\pi) \) and, in an open set \( C \) of \( \Theta \), \( R(\theta, \delta') < R(\theta, \delta^\pi) \). Integrating out this inequality, we derive that
\[
\int_{\Theta} R(\theta, \delta^\pi) \pi(\theta) d\theta < \int_{\Theta} R(\theta, \delta') \pi(\theta) d\theta,
\]
which is impossible. \( \square \)

**Proposition 2.4.23** If the Bayes estimator associated with a prior \( \pi \) is unique, it is admissible.

The proof of this result is similar to the proof of Proposition 2.4.20. Even if the Bayes estimator is not unique, it is still possible to exhibit at least one admissible Bayes estimator. When the loss function is strictly convex, the Bayes estimator is necessarily unique and thus admissible, according to the above proposition.

**Example 2.4.24** (Example 2.4.14 continued) The estimator \( \delta^* \) is a (proper) Bayes estimator, therefore admissible, and it has constant risk. Therefore, it is the unique minimax estimator under squared error loss. \( \| \)

Notice that Proposition 2.4.22 contains the assumption that the Bayes risk is finite. Otherwise, every estimator is, in a way, a Bayes estimator (see
Exercise 2.43). On the other hand, some admissibility results can be established for improper priors. This is why we prefer to call generalized Bayes estimators the estimators associated with an infinite Bayes risk, rather those corresponding to an improper prior. This choice implies that the Bayes estimators of different quantities associated with the same prior distribution can be simultaneously regular Bayes estimators and generalized Bayes estimators, depending on what they estimate. This also guarantees that regular Bayes estimators will always be admissible, as shown by the following result.

**Proposition 2.4.25** If a Bayes estimator, $\delta^{\pi}$, associated with a (proper or improper) prior $\pi$ and a strictly convex loss function, is such that the Bayes risk,

$$r(\pi) = \int_{\Theta} R(\theta, \delta^{\pi}) \pi(\theta) \, d\theta,$$

is finite, $\delta^{\pi}$ is admissible.

**Example 2.4.26** Consider $x \sim \mathcal{N}(\theta, 1)$ and the null hypothesis $H_0 : \theta \leq 0$ is tested against the alternative hypothesis $H_1 : \theta > 0$. This testing problem is an estimation problem if we consider the estimation of the indicator function $I_{H_0}(\theta)$. Under the quadratic loss

$$((I_{H_0}(\theta) - \delta(x))^2,$$

we can propose the following estimator

$$p(x) = P_0(X > x) \quad (X \sim \mathcal{N}(0, 1))$$

$$= 1 - \Phi(x),$$

called the *p-value*, which is considered as a good frequentist answer to the testing problem (see Kiefer (1977) and Casella and Berger (1987)). Using Example 1.5.1, it is easy to show that $p$ is a generalized Bayes estimator under Lebesgue measure and quadratic loss, since $\pi(\theta|x)$ is the $\mathcal{N}(x, 1)$ distribution and

$$p(x) = \mathbb{E}^{\pi}[I_{H_0}(\theta)|x] = P^{\pi}(\theta < 0|x)$$

$$= P^{\pi}(\theta - x < -x|x) = 1 - \Phi(x).$$

Moreover, the Bayes risk of $p$ is finite (Exercise 2.34). Therefore, the *p*-value, when taken as an estimator of $I_{H_0}$, is admissible. (See Section 5.4 for an extended analysis of the properties of the *p*-value.)

**Example 2.4.27** In the setting of the previous example, if $\theta$ is the parameter of interest, $\delta_0(x) = x$ is a generalized Bayes estimator under quadratic loss, but

$$r(\pi, \delta_0) = \int_{-\infty}^{+\infty} R(\theta, \delta_0) \, d\theta$$

$$= \int_{-\infty}^{+\infty} 1 \, d\theta = +\infty.$$
Therefore, Proposition 2.4.23 is useless in this case to assess the admissibility of $\delta_0$. While $\delta_0$ is actually admissible, its admissibility must be established through a sequence of proper priors, as shown in Chapter 8.

**Example 2.4.28** Consider $x \sim \mathcal{N}_p(\theta, I_p)$. If the parameter of interest is $||\theta||^2$ and the prior distribution is the Lebesgue measure on $\mathbb{R}^p$, since $\mathbb{E}^\pi[||\theta||^2|x] = \mathbb{E}[||y||^2]$, with $y \sim \mathcal{N}_p(x, I_p)$, the Bayes estimator under quadratic loss is

$$\delta^\pi(x) = ||x||^2 + p.$$  

This generalized Bayes estimator is not admissible because it is dominated by $\delta_0(x) = ||x||^2 - p$ (Exercise 2.35). Since the classical risk is $R(\theta, \delta^\pi) = \text{var}(||x||^2) + 4p^2$, the Bayes risk is infinite. This phenomenon shows that the Lebesgue measure is not necessarily the best noninformative choice for a prior measure when the parameter of interest is a subvector of the parameter (see Chapter 3).

### 2.5 Usual loss functions

When the setting of an experiment is such that the utility function cannot be determined (lack of time, limited information, etc.), a customary alternative is to resort to classical losses, which are mathematically tractable and well documented. Of course, this approach is an approximation of the underlying statistical model and should only be adopted when the utility function is missing. We conclude this section with a note on more intrinsic loss functions, although these are rarely used in practice. (See also Note 2.8.1 for a description of losses used in imaging.)

#### 2.5.1 The quadratic loss

Proposed by Legendre (1805) and Gauss (1810), this loss is undoubtedly the most common evaluation criterion. Founding its validity on the ambiguity of the notion of `error` in statistical settings (i.e., measurement error versus random variation), it also gave rise to many criticisms, commonly dealing with the fact that the squared error loss

$$L(\theta, d) = (\theta - d)^2$$  

penalizes large deviations too heavily.

However, convex loss functions like (2.5.1) have the incomparable advantage of avoiding the paradox of `risk lovers` and to exclude randomized estimators. Another usual justification for the quadratic loss is that it provides a Taylor expansion approximation to more complex symmetric losses (see Exercise 4.14 for a counterexample). In his 1810 paper, Gauss already acknowledged the arbitrariness of the quadratic loss and was defending it
on grounds of simplicity. Although the criticisms over a systematic use of 
the quadratic loss are quite valid, this loss is nonetheless extensively used 
because it gives intuitively sound Bayesian solutions, i.e., those one would 
naturally suggest as estimators for a non-decision-theoretic inference based 
on the posterior distribution. In fact, the Bayes estimators associated with 
the quadratic loss are the posterior means. However, note that the quadratic 
loss is not the only loss enjoying this property. Losses leading to posterior 
means as the Bayes estimators are called \textit{proper losses} and characterized in 
Lindley (1985), Schervish (1989), van der Meulen (1992), and Hwang and 
Pemantle (1994). (See also Exercise 2.15.)

\textbf{Proposition 2.5.1} \textit{The Bayes estimator} $\delta_\pi(\cdot)$ \textit{associated with the prior distribution} $\pi$ \textit{and with the quadratic loss} (2.5.1), \textit{is the posterior expectation}

$$
\delta_\pi(\cdot) = \mathbb{E}_\pi[\theta|x] = \frac{\int_\Theta \theta f(x|\theta)\pi(\theta) \, d\theta}{\int_\Theta f(x|\theta)\pi(\theta) \, d\theta}.
$$

\textit{Proof.} Since

$$
\mathbb{E}_\pi[(\theta - \delta)^2|x] = \mathbb{E}_\pi[\theta^2|x] - 2\delta \mathbb{E}_\pi[\theta|x] + \delta^2,
$$

the posterior loss actually attains its minimum at $\delta_\pi(\cdot) = \mathbb{E}_\pi[\theta|x]$. \hfill \Box

The following corollaries are straightforward to derive.

\textbf{Corollary 2.5.2} \textit{The Bayes estimator} $\delta_\pi(\cdot)$ \textit{associated with} $\pi$ \textit{and with the weighted quadratic loss}

$$
L(\theta, \delta) = \omega(\theta)(\theta - \delta)^2,
$$

\textit{where} $\omega(\theta)$ \textit{is a nonnegative function}, \textit{is}

$$
\delta_\pi(\cdot) = \frac{\mathbb{E}_\pi[\omega(\theta)\theta|x]}{\mathbb{E}_\pi[\omega(\theta)|x]}.
$$

\textbf{Corollary 2.5.3} \textit{When} $\Theta \in \mathbb{R}^p$, \textit{the Bayes estimator} $\delta_\pi(\cdot)$ \textit{associated with} $\pi$ \textit{and with the quadratic loss},

$$
L(\theta, \delta) = (\theta - \delta)^t Q(\theta - \delta),
$$

\textit{is the posterior mean}, $\delta_\pi(\cdot) = \mathbb{E}_\pi[\theta|x]$, \textit{for every positive-definite symmetric} $p \times p$ \textit{matrix} $Q$.

Corollary 2.5.2 exhibits a (weak) \textit{duality} between loss and prior distribution, in the sense that it is equivalent to estimate $\theta$ under (2.5.2) with the prior $\pi$, or under (2.5.1) with the prior $\pi_\omega(\cdot) \propto \pi(\theta)\omega(\theta)$. Moreover, \textit{while admissibility is independent of the weight factor, the Bayes estimator strongly depends on the function} $\omega$. \textit{For instance,} $\delta_\pi$ \textit{may not exist if} $\omega$ \textit{increases too fast to} $+\infty$. \textit{On the other hand,} Corollary 2.5.3 \textit{shows that the Bayes estimators are robust with respect to the quadratic form} $Q$. (Shinozaki (1975) has also proved that admissibility does not depend on $Q$.)
The quadratic loss is particularly interesting in the setting of bounded parameter spaces when the choice of a more subjective loss is impossible. In fact, this loss is quite tractable and the approximation error is usually negligible. Indeterminacy about the loss function (and thus its replacement by a quadratic approximation) often occurs in accuracy evaluation, including for instance loss estimation (see Rukhin (1988a,b), Lu and Berger (1989a,b), Hwang, Casella et al. (1992), Robert and Casella (1993, 1994), and Fourdrinier and Wells (1994)).

**Example 2.5.4 (Example 2.4.9 continued)** We are looking for an evaluation of the performances of the estimator

\[
\delta(x_1, x_2) = \begin{cases} 
\frac{x_1 + x_2}{2} & \text{if } x_1 \neq x_2, \\
1 & \text{otherwise,}
\end{cases}
\]

by \(\alpha(x_1, x_2)\) under the quadratic criterion

\[
[I \theta(\delta(x_1, x_2)) - \alpha(x_1, x_2)]^2,
\]

where \(I \theta(v)\) is 1 if \(v = \theta\), 0 otherwise; the function \(\alpha\) somehow evaluates the probability that \(\delta\) takes the true value \(\theta\). (This is a special case of loss estimation, when the loss function is \(1 - I \theta(\delta)\).) Two estimators can be proposed:

(i) \(\alpha_0(x_1, x_2) = 0.75\), which is the expectation of \(I \theta(\delta(x_1, x_2))\); and

(ii) \(\alpha_1(x_1, x_2) = \begin{cases} 
1 & \text{if } x_1 \neq x_2, \\
0.50 & \text{if } x_1 = x_2.
\end{cases}\)

The risks of the two evaluators are then

\[
R(\theta, \alpha_0) = E_\theta (I \theta(\delta(x_1, x_2)) - 0.75)^2 = 0.75 - (0.75)^2 = 0.1875;
\]

and

\[
R(\theta, \alpha_1) = E_\theta (I \theta(\delta(x_1, x_2)) - \alpha_1(x_1, x_2))^2 = (0.5)^2 \frac{1}{2} = 0.125.
\]

Therefore, \(\alpha_1\) is a better estimator of the performances of \(\delta\) than \(\alpha_0\). As mentioned in Berger and Wolpert (1988), this domination result is quite logical and it suggests that a conditional evaluation of estimators is more appropriate.

\[
2.5.2 \text{ The absolute error loss}
\]

An alternative solution to the quadratic loss in dimension one is to use the absolute error loss,

\[
L(\theta, d) = |\theta - d|,
\]
already considered by Laplace (1773) or, more generally, a multilinear function

\[ L_{k_1, k_2}(\theta, d) = \begin{cases} 
  k_2(\theta - d) & \text{if } \theta > d, \\
  k_1(d - \theta) & \text{otherwise.}
\end{cases} \tag{2.5.4} \]

Such functions increase more slowly than the quadratic loss. Therefore, while remaining convex, they do not overpenalize large but unlikely errors. Huber (1964) also proposed a mixture of the absolute error loss and the quadratic loss, in order to keep a quadratic penalization around 0,

\[ \tilde{L}(\theta, d) = \begin{cases} 
  (d - \theta)^2 & \text{if } |d - \theta| < k, \\
  2k |d - \theta| - k^2 & \text{otherwise.}
\end{cases} \]

Although a convex\(^4\) loss, the mixed loss slows down the progression of the quadratic loss for large errors and has a robustifying effect. Unfortunately, there usually is no explicit derivation of Bayes estimators under this loss \(\tilde{L}\).

**Proposition 2.5.5** A Bayes estimator associated with the prior distribution \(\pi\) and the multilinear loss (2.5.4) is a \((k_2/(k_1 + k_2))\) fractile of \(\pi(\theta|x)\).

**Proof.** The following classical equality

\[
\mathbb{E}^\pi[L_{k_1, k_2}(\theta, d)|x] = k_1 \int_{-\infty}^{d} (d - \theta) \pi(\theta|x) d\theta + k_2 \int_{d}^{+\infty} (\theta - d) \pi(\theta|x) d\theta
\]

\[
= k_1 \int_{-\infty}^{d} P^\pi(\theta < y|x) dy + k_2 \int_{d}^{+\infty} P^\pi(\theta > y|x) dy,
\]

is obtained by an integration by parts. Taking the derivative in \(d\), we get

\[ k_1 P^\pi(\theta < d|x) - k_2 P^\pi(\theta > d|x) = 0, \]

i.e.,

\[ P^\pi(\theta < d|x) = \frac{k_2}{k_1 + k_2}. \]

\[ \square \]

In particular, if \(k_1 = k_2\), i.e., in the case of the absolute error loss, the Bayes estimator is the posterior median, which is the estimator obtained by Laplace (see Example 1.2.4). Notice that, when \(\pi\) has a nonconnected support, Proposition 2.5.5 provides examples of multiple Bayes estimators for some values of \(x\) (see Exercise 2.40).

**2.5.3 The 0 – 1 loss**

This loss is mainly used in the classical approach to hypothesis testing, as formalized by Neyman and Pearson (see Section 5.3). More generally, this

\(^4\) Again, if we insist so much on convexity, it is because it ensures that randomized estimators are suboptimal from a frequentist point of view. Therefore, a statistical decision-theoretic approach that would agree as much as possible with the Likelihood Principle necessarily calls for convex losses. This requirement obviously eliminates bounded losses.
is a typical example of a nonquantitative loss. In fact, for this loss, the penalty associated with an estimate $\delta$ is 0 if the answer is correct and 1 otherwise.

**Example 2.5.6** Consider the test of $H_0 : \theta \in \Theta_0$ versus $H_1 : \theta \notin \Theta_0$. Then $D = \{0, 1\}$, where 1 stands for acceptance of $H_0$ and 0 for rejection (in other words, the function of $\theta$ to be estimated is $\1_{\Theta_0}(\theta)$). For the $0 - 1$ loss, i.e.,

$$L(\theta, d) = \begin{cases} 1 - d & \text{if } \theta \in \Theta_0 \\ d & \text{otherwise,} \end{cases}$$

(2.5.5)

the associated risk is

$$R(\theta, \delta) = \mathbb{E}_{\theta}[L(\theta, \delta(x))] = \begin{cases} P_{\theta}(\delta(x) = 0) & \text{if } \theta \in \Theta_0 \\ P_{\theta}(\delta(x) = 1) & \text{otherwise,} \end{cases}$$

which are exactly the *type-one and type-two errors* underlying the Neyman–Pearson theory.

This loss is not very interesting because of its nonquantitative aspect, and we will consider in Chapter 5 some alternative theories for testing hypotheses. The associated Bayes estimators also reflect the primitive aspect of such a loss (see also Exercise 2.41).

**Proposition 2.5.7** The Bayes estimator associated with $\pi$ and with the loss (2.5.5) is

$$\delta^\pi(x) = \begin{cases} 1 & \text{if } P(\theta \in \Theta_0|x) > P(\theta \notin \Theta_0|x), \\ 0 & \text{otherwise,} \end{cases}$$

i.e., $\delta^\pi(x)$ is equal to 1 if and only if $P(\theta \in \Theta_0|x) > 1/2$.

2.5.4 *Intrinsic losses*

It may occur that some settings are so noninformative that not only the loss function is unknown, but there is not even a natural parameterization. Such cases happen when the distribution $f(x|\theta)$ itself is of interest, for instance, in prediction settings.

However, as we mentioned in the previous section, the choice of the parameterization is important because, contrary to the maximum likelihood estimation approach, if $g$ is a one-to-one transformation of $\theta$, the Bayes estimator of $g(\theta)$ is usually different from the transformation by $g$ of the Bayes estimator of $\theta$ under the same loss (see Exercise 2.36). This lack of invariance, although often troubling to beginners, is not usually a concern for decision-makers because it shows how the Bayesian paradigm can adapt to the estimation problem at hand and the selected loss function, while maximum likelihood estimation is totally loss-blind. But the few cases where
loss function and natural parameterization are completely unavailable may call for this kind of ultimate invariance. (See Wallace and Boulton (1975) for another approach.)

In such noninformative settings, it seems natural to use losses that compare directly the distributions \( f(\cdot|\theta) \) and \( f(\cdot|\delta) \) associated with the true parameter \( \theta \) and the estimate \( \delta \). Such loss functions,

\[
L(\theta, \delta) = d(f(\cdot|\theta), f(\cdot|\delta)),
\]

are indeed parameterization-free. Two usual distribution distances are

(1) the entropy distance

\[
L_e(\theta, \delta) = \mathbb{E}_\theta \left[ \log \left( \frac{f(x|\theta)}{f(x|\delta)} \right) \right],
\]

which is also called the Kullback–Leibler divergence and which is not a distance in the mathematical sense because of its asymmetry; and

(2) the Hellinger distance

\[
L_H(\theta, \delta) = \frac{1}{2} \mathbb{E}_\theta \left[ \left( \sqrt{\frac{f(x|\delta)}{f(x|\theta)}} - 1 \right)^2 \right].
\]

**Example 2.5.8** Consider \( x \sim \mathcal{N}(\theta, 1) \). Then we have

\[
L_e(\theta, \delta) = \frac{1}{2} \mathbb{E}_\theta [-(x-\theta)^2 + (x-\delta)^2] = \frac{1}{2} (\delta - \theta)^2,
\]

\[
L_H(\theta, \delta) = 1 - \exp\{- (\delta - \theta)^2 / 8 \}.
\]

Considering the normal case when \( \pi(\theta|x) \) is a \( \mathcal{N}(\mu(x), \sigma^2) \) distribution, it is straightforward to show that the Bayes estimator is \( \delta_{\pi}(x) = \mu(x) \) in both cases.

The Hellinger loss is undoubtedly more intrinsic than the entropy loss, if only because it always exists (note that (2.5.7) is bounded above by 1). Unfortunately, while leading to explicit expressions of \( L_H(\theta, \delta) \) for the usual distribution families, it does not allow for an explicit derivation of the Bayes estimators, except in the special case treated above. On the contrary, in exponential families, the entropy loss provides explicit estimators which are the posterior expectations for the estimation of the natural parameter (see Chapter 3). Moreover, although quite different from the Hellinger loss, the entropy loss provides similar answers for the usual distribution families (see Robert (1996b)). There are also various theoretical reasons to defend the use of the Kullback-Leibler distance, ranging from information theory (Exercise 2.48) to the relevance of logarithmic scoring rule and the location-scale invariance of the distance, as detailed in Bernardo and Smith (1994).
2.6 Criticisms and alternatives

Some criticisms about the frequentist notions of minimaxity and admissibility have been mentioned in the previous sections. These concepts are actually of secondary interest from a purely Bayesian point of view, since, on one hand, admissibility is automatically satisfied by most Bayes estimators. On the other hand, minimaxity is somehow incompatible with the Bayesian paradigm, since, under a prior distribution, each value of the parameter cannot be equally weighted. However, minimaxity may be relevant from a robustness point of view, that is, when the prior information is not precise enough to determine the prior distribution.

It may happen that the decision-maker cannot define a loss function exactly. For instance, when the decision-maker is a committee comprising several experts, it is often the case that they differ about the relevant loss function (and sometimes even about the prior distribution). Starting with Arrow (1951), the literature on these extensions of classical Decision Theory is quite extensive (see Genest and Zidek (1986), Rubin (1987), and Van Eeden and Zidek (1993) for details and references).

When the loss function has not been completely determined, it might be assumed to belong to a parametrized class of loss functions, the decision maker selecting the most accurate parameter. Apart from $L_p$ losses, two other possible classes are

\[ L_1(\theta, \delta) = \log(\alpha \|\theta - \delta\|^2 + 1), \quad L_2(\theta, \delta) = 1 - \exp\{-c\|\theta - \delta\|^2\}. \]

An alternative approach more in tune with the Bayesian paradigm is to consider that, since the loss is partly unknown, this uncertainty can be represented by using a random loss $L(\theta, \delta)$. The evaluation of estimators is then done by integrating out with respect to this additional variable: If $F$ is the distribution of the loss, the objective function to minimize (in $\delta$) is

\[
\int_{\Theta} \int_{\Omega} L(\theta, \delta, \omega) dF(\omega) d\pi(\theta | x),
\]

where $F$ possibly depends on $\theta$ or even on $x$. This case is actually the only interesting extension because, otherwise, to minimize (2.6.1) is equivalent to using the average loss

\[
\bar{L}(\theta, \delta) = \int_{\Omega} L(\theta, \delta, \omega) dF(\omega).
\]

Another approach to the lack of precision on the loss function consists of considering simultaneously a set of losses and look for estimators performing well for all these losses. Obviously, this multidimensional criterion only induces a partial ordering on estimators.

Example 2.6.1 Consider $x \sim N_p(\theta, I_p)$. The parameter $\theta$ is estimated under quadratic loss. If the loss matrix $Q$ is not exactly determined, a robust alternative is to include the losses associated with the matrices $Q$ such that $Q_1 \preceq Q \preceq Q_1$ (where $A \preceq B$ means that the matrix $B - A$ is
nonnegative definite). Notice that, according to Corollary 2.5.3, the Bayes estimator is the same for all $Q$'s.

**Example 2.6.2** In the setting of the above example, Brown (1975) shows that a shrinkage estimator of the form $(1 - h(x))x$ dominates $\delta_0(x) = x$ for a class of quadratic losses, i.e., a class of matrices $Q$ if and only if

\[
\text{tr}(Q) - 2\lambda_{\text{max}}(Q) > 0
\]

for every matrix in the class (where $\lambda_{\text{max}}$ denotes the largest eigenvalue). Notice that this condition excludes the case $p \leq 2$, where $\delta_0$ is actually admissible. The constant $\text{tr}(Q) - 2\lambda_{\text{max}}(Q)$ also appears in the majorization constant of $||x||^2 h(||x||^2)$ (see Theorem 2.8.1). Therefore, (2.6.2) is both a necessary and sufficient condition for the Stein effect to occur.

The ultimate criterion in loss robustness is called *universal domination* and was introduced in Hwang (1985). It actually takes into account the set of all losses $\ell(||\delta - \theta||_Q)$, for a given norm $||x||_Q = x^tQx$ and all nondecreasing functions $\ell$. An estimator $\delta_1$ will be said to universally dominate another estimator $\delta_2$ if, for every $\ell$,

$$
\mathbb{E}_\theta[\ell(||\delta_1(x) - \theta||_Q)] \leq \mathbb{E}_\theta[\ell(||\delta_2(x) - \theta||_Q)].
$$

A second criterion is called *stochastic domination*: $\delta_1$ stochastically dominates $\delta_2$ if, for every $c > 0$,

$$
P_\theta(||\delta_1(x) - \theta||_Q \leq c) \geq P_\theta(||\delta_2(x) - \theta||_Q \leq c).
$$

Although this criterion seems more intrinsic and less related to Decision Theory than universal domination, Hwang (1985) has shown that the two criteria are actually equivalent.

**Theorem 2.6.3** An estimator $\delta_1$ universally dominates an estimator $\delta_2$ if and only if $\delta_1$ stochastically dominates $\delta_2$.

**Proof.** The estimator $\delta_1$ stochastically dominates $\delta_2$ if, for every $c > 0$,

$$
P_\theta(||\delta_1(x) - \theta||_Q \leq c) \geq P_\theta(||\delta_2(x) - \theta||_Q \leq c).
$$

This can be rewritten as

$$
\mathbb{E}_\theta \left[ \mathbb{I}_{[c, +\infty]}(||\delta_1(x) - \theta||_Q) \right] \leq \mathbb{E}_\theta \left[ \mathbb{I}_{[c, +\infty]}(||\delta_2(x) - \theta||_Q) \right].
$$

Since $\ell(t) = \mathbb{I}_{[c, +\infty]}(t)$ is a nondecreasing function of $t$, universal domination implies stochastic domination. The converse follows from the fact that the first moments of two stochastically ordered random variables are also ordered.

Moreover, these two criteria are not empty since Hwang (1985) has established the following domination result: If $x \sim T_\alpha(\mu, \sigma^2)$, Student’s $t$-distribution with $\alpha$ degrees of freedom, some shrinkage estimators universally dominate $\delta_0(x) = x$. If the dimension is not too small (usually,
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2.1 Show that, if the utility function $U$ is convex, every $P \in \mathcal{P}_E$ satisfies

$$\mathbb{E}_P[r] = \int_R r \, dP(r) \leq P.$$  

Conclude that a concave loss is not realistic.

2.2 Consider four dice with respective numbers on their faces $(4, 4, 4, 4, 0, 0)$, $(3, 3, 3, 3, 3)$, $(6, 6, 2, 2, 2, 2)$, $(1, 1, 1, 5, 5, 5)$. Two players roll one die each and compare their outcome. Show that the relation die $[i]$ beats die $[j]$ is intransitive, i.e., that for every choice of the first player the second player can choose a die so that the probability of winning is greater than 0.5. Relate this example to the Pitman closeness setting of Note 2.8.3.

2.3 Show that $\mathcal{P}_B \subset \mathcal{P}_E$, i.e., that bounded reward distributions have a finite expected utility.

2.4 Show Lemmas 2.2.2 and 2.2.3.

2.5 *(DeGroot (1970)) In order to show the extension of Theorem 2.2.4 from $\mathcal{P}_B$ to $\mathcal{P}_E$, consider a sequence $s_m$ decreasing (for $\preceq$) in $\mathcal{R}$ such that, for every $p = 4$ is sufficient), Brown and Hwang (1989) virtually showed that, if $x \sim \mathcal{N}_p(\theta, \Sigma)$, the estimator $\delta_0(x)$ is admissible for universal domination if and only if $Q = \Sigma$. For other choices of the matrix $Q$ and $p$ large enough, $\delta_0$ is stochastically dominated. Therefore, even though this criterion is less discriminating than usual losses, it allows for comparison, and even for a Stein effect, since classical estimators are not necessarily optimal.

The study of multiple losses is not very developed from a Bayesian point of view, since Bayes estimators usually vary with a change in the loss function. However, in a very special case, Rukhin (1978) has shown that the Bayes estimators were independent of the loss function. Under some regularity assumptions, this case corresponds to the equation

$$\log f(x|\theta) + \log \pi(\theta) = A_1(x)e^{\alpha \theta} + A_2(x)e^{-\alpha \theta} + A_3(x),$$

where $\pi$ is the prior distribution. Therefore, for this exponential family (see Section 3.3.3),

$$f(x|\theta) = \frac{B(x)}{\pi(\theta)} \exp\{A_1(x)e^{\alpha \theta} + A_2(x)e^{-\alpha \theta}\},$$

the Bayes estimators are universal, because they do not depend on the loss. The next chapter covers in detail the case of exponential families, which are classes of distributions on $\mathbb{R}^k$ with densities

$$f(x|\theta) = c(\theta) h(x) \exp[R(\theta) \cdot T(x)],$$

where $R(\theta), T(x) \in \mathbb{R}^p$. However, notice that (2.6.3) is a rather special exponential family.
$r \in \mathcal{R}$, there exists $m$ with $s_m \preceq r$. If $P \in \mathcal{P}_E$ and if $P(\{s_m \preceq r\}) > 0$, denote by $P_m$ the conditional distribution

$$P_m(A) = \frac{P(A \cap \{s_m \preceq r\})}{P(\{s_m \preceq r\})}.$$  

Similarly, if $t_n$ is an increasing sequence in $\mathcal{R}$ such that, for every $r \in \mathcal{R}$, there exists $n$ with $r \preceq t_n$, we define $P_n$ as

$$P_n(A) = \frac{P(A \cap \{r \preceq t_n\})}{P(\{r \preceq t_n\})},$$

when $P(\{r \preceq t_n\}) > 0$. We assume that such sequences can be exhibited in $\mathcal{R}$.

a. Show that $P_n$ and $P_m$ are included in $\mathcal{P}_B$.

We introduce the additional hypothesis:

(A₆) For every $P, Q \in \mathcal{P}_E$, such that there exists $r_0 \in \mathcal{R}$ satisfying $P(\{r \preceq r_0\}) = Q(\{r_0 \preceq r\}) = 1$, the ordering $P \preceq Q$ is necessarily satisfied.

b. Show that (A₆) is actually satisfied in $\mathcal{P}_B$.

c. Show that, for every $P \in \mathcal{P}_E$,

$$E^P[U(r)] = \lim_{m \to +\infty} E^{P_m}[U(r)] = \lim_{n \to +\infty} E^{P_n}[U(r)].$$

d. Consider $P \in \mathcal{P}_E$ and $m < m_1$, $n < n_1$ such that $P(\{s_m \preceq r\}) > 0$ and $P(\{r \preceq t_n\}) > 0$. Show that

$$P_n \preceq P_{n_1} \preceq P \preceq P_{m_1} \preceq P_m.$$  

The second additional hypothesis:

(A₇) Consider $P$ and $Q$ in $\mathcal{P}_E$. If there exists $m_0$ such that $P_m \succeq Q$ when $m \geq m_0$, then $P \succeq Q$. Moreover, if there exists $n_0$ such that $P^n \preceq Q$ when $n \geq n_0$, then $P \preceq Q$,

is assumed to hold below.

e. Consider $P$ and $Q$ in $\mathcal{P}_E$ with $r_1, r_2$ in $\mathcal{R}$ such that

$$P(\{r_1 \preceq r\}) = Q(\{r_2 \preceq r\}) = 1.$$  

Show that $P \preceq Q$ if and only if $E^P[U(r)] \leq E^Q[U(r)]$. (Hint: Consider the sequences $P^n$, $P_m$, and $a_m = E^{P_m}[U(r)]$, $b_n = E^{P^n}[U(r)]$. Use hypothesis (A₄) and questions c. and d.)

f. Deduce from the above question that, if $P, Q \in \mathcal{P}_E$, $P \preceq Q$ if and only if $E^P[U(r)] \leq E^Q[U(r)]$.

2.6 In the setup of Example 2.2.6 on the Saint Petersburg paradox, give the average utility of a player for Saint Petersburg paradox, give the average utility of a player for $\delta = 1$ and $\delta = 10$. Compute the average number of games a player is ready to play in the modified game.

2.7 *(Smith (1988)) An expert has a preference ordering such that the rewards

$$\alpha \mathbb{I}_{(x+h)} + (1-\alpha) \mathbb{I}_{(x-h)}$$

and $x$ are equivalent, with $\alpha$ independent of $x$. Show that the utility function of this expert is either linear (when $\alpha = 1/2$), of the form $e^{cx}$ ($c > 0$) ($\alpha < 1/2$), or of the form $1 - e^{-cx}$ ($\alpha > 1/2$).
2.8 (Raiffa (1968)) In a first setup, a person has to choose between a sure gain of $10,000 \left(a_1\right)$ and a gain of $50,000$ with probability 0.89 \left(a_2\right). The second setup is such that a gain of $50,000$ with probability 0.1 \left(a_3\right) is opposed to a gain of $10,000$ with probability 0.11 \left(a_4\right). Show that, even if it seems natural to prefer $a_1$ to $a_2$ and $a_3$ to $a_4$, there is no utility function preserving the order $a_1 \preceq a_2$ and $a_3 \preceq a_4$.

2.9 In the setup of the Saint Petersburg paradox defined in Example 2.2.6, consider the following three classes of utility functions:

(i) $U(r) = \log(\delta + r)$;
(ii) $U(r) = (\delta + r)^\varphi$ \left(0 < \varphi < 1\right); and
(iii) $U(r) = 1 - e^{\delta + r}$.

For each class, determine the maximum entrance fee and the optimal number of games.

Section 2.3

2.10 (Casella (1990)) Show that, if the function $r$, from $\mathbb{R}_+$ in $\mathbb{R}_+$, is concave, then $r(t)$ is nondecreasing and $r(t)/t$ is nonincreasing.

2.11 Considering the loss proposed in Example 2.3.4, show that a perfect expert for $N = 2$ dominates a perfect expert for $N = 1$. Does the same phenomenon occur for $N = 3$?

2.12 (Smith (1988)) Using the notations of Example 2.3.4, the *Brier score* is defined as the loss function

$\displaystyle L(\theta, p) = \sum_{i=1}^{N} q_i(p_i - \theta_i)^2 + \bar{q}(1 - \bar{q}) - \sum_{i=1}^{N} q_i(p_i - \bar{q})^2,$

with $\bar{q} = \sum_{i=1}^{N} q_i\theta_i$, the proportion of rainy days. Show that a perfect expert $P_1$ is better than a perfect expert $P_2$ if its (so-called) resolution

$R = \sum_{i=1}^{N} q_i(\theta_i - \bar{q})^2$

is larger. Comment on the form of the loss.

2.13 Show that, for a loss function $L(\theta, d)$ strictly increasing in $|d - \theta|$ such that $L(\theta, \theta) = 0$, there is no uniformly optimal statistical procedure. Give a counterexample when

$\displaystyle L(\theta, \varphi) = \theta(\|\mathbb{R}_+\| - \varphi)^2.$

2.14 In relation to Example 2.3.4, the *scoring rule* of a weather forecaster is the sum, over the year, of the errors $(\mathbb{I}_{A_{ij}} - p_i)^2$ for all the days for which the probability $p_i$ was announced and for which $A_{ij}$ is the event that it actually rained. If $n_i$ is the number of days that $p_i$ was forecasted, show that the scoring rule can be decomposed as

$\displaystyle \sum_{i=1}^{N} \sum_{j=1}^{n_i} (\mathbb{I}_{A_{ij}} - \theta_i)^2 + \sum_{i=1}^{N} n_i(\theta_i - p_i)^2.$
2.15 *(Schervish (1989)) Consider an inferential problem where the probability \( p \) of an event \( E \) is to be forecasted. The answer \( \delta \in [0, 1] \) of a forecaster is evaluated through a scoring rule \( L(E, \delta) \), which takes the value \( g_i(\delta) \geq 0 \) if \( \mathbb{I}_E = i \) (\( i = 0, 1 \)). The scoring rule is said to be proper if the average error

\[
m(\delta) = pg_1(\delta) + (1 - p)g_0(\delta)
\]

is minimized for \( \delta = p \).

a. Show that, for a proper scoring rule, \( g_0 \) is nondecreasing and \( g_1 \) is nonincreasing.

b. Show that, if the \( g_i \) are differentiable, the scoring rule is proper if and only if

\[
-.pg_1'(p) = (1 - p)g_0'(1 - p)
\]

for every \( p \) in \([0, 1]\).

c. Deduce that, when the scoring rule is proper, there exists a nonnegative function \( h \), integrable on \([0, 1]\) such that

\[
go(r) = \int_{[0, r]} h(t) \, dt \quad \text{and} \quad g_1(r) = \int_{[1-r, 1]} \frac{t}{1-t} h(t) \, dt.
\]

2.16 Show through discrete and continuous examples that a Bayes estimator can correspond to several prior distributions for the same loss function.

2.17 Two experts must provide an estimate of \( p \in [0, 1] \) under the loss \((\delta - p)^2\). They have the respective prior distributions \( \pi_1 \) and \( \pi_2 \), equal to \( \mathcal{B}e(1, 2) \) and \( \mathcal{B}e(2, 3) \).

a. Give both estimates \( \delta_1 \) and \( \delta_2 \) when the experts answer separately (with no observation).

b. Expert 1 knows \( \delta_2 \). We assume that the quantity \( p \) is observed afterward and that the best expert is fined \((\delta_i - p)^2\) while the worst expert is fined a fixed amount \( A \).

Show that the loss function for expert 1 is

\[
(\delta_1 - p)^2 \mathbb{I}_{|\delta_1 - p| \leq |\delta_2 - p| + A} \mathbb{I}_{|\delta_1 - p| > |\delta_2 - p|}.
\]

Deduce that, if \( A \) is large enough, the optimal answer for expert 1 is \( \delta_1 = \delta_2 \).

c. Modify the above loss function in order to force expert 1 to give an honest answer, i.e., the original \( \delta_1 \).

2.18 *(Raiffa and Schlaifer (1961)) Given a loss function \( L(\theta, d) \), define the optimal decision as the decision \( d_\theta \) that minimizes \( L(\theta, d) \) for a given \( \theta \). The opportunity loss is then defined as \( L^*(\theta, d) = L(\theta, d) - L(\theta, d_\theta) \).

a. Show that this is equivalent to assume that \( \inf_\theta L(\theta, d) = 0 \) for every \( \theta \).

b. Show that the set of classical (frequentist) optimal procedures (admissible, minimax) is the same for \( L \) and \( L^* \).

c. Show that the Bayes procedures are the same for \( L \) and \( L^* \).

2.19 *(Raiffa and Schlaifer (1961)) Given a loss function \( L(\theta, d) \) and a prior distribution \( \pi \), the optimal prior decision is \( d^\pi \) which minimizes \( \mathbb{E}^\pi[L(\theta, d)] \).

a. Consider \( D = \{d_1, d_2\} \) and \( L(\theta, d_1) = 0.5 + \theta, L(\theta, d_2) = 2 - \theta \). Give the optimal prior decisions when \( \pi \) is \( \mathcal{B}e(1, 1) \) and \( \mathcal{B}e(2, 2) \).
2.7 Exercises

b. The value of sample information $x$ is defined as

$$\nu(x) = \mathbb{E}[\pi][L(\theta, \delta^\pi(x))|x] - \mathbb{E}[\pi][L(\theta, \delta^\pi)|x],$$

where $\delta^\pi(x)$ is the regular Bayesian estimator of $\theta$. Indicate why $\nu(x) \geq 0$ and give the value of sample information when $x \sim B(n, \theta)$ for the above loss function and priors.

c. When $\Theta = \mathbb{R}$, $x \sim N(\theta, 1)$, and $\theta \sim N(\theta_0, 10^2)$, show that the optimal prior decision under squared error loss is $d^\pi = \theta_0$ and that the value of sample information is $(\theta_0 - x)^2$. Conclude by discussing the coherence of this notion.

2.20 An investment strategy can be implemented according to two different strategies, $d_1$ and $d_2$. The benefit (or utility) of the investment depends on a rentability parameter $\theta \in \mathbb{R}$ and is $U(\theta, d_i) = k_i + K_i \theta$.

a. Given a prior distribution $\pi$ on $\theta$, what is the optimal prior decision?

b. Let $x \sim N(\theta, 1)$ and let $\theta \sim N(0, 10)$. Give the optimal prior and posterior strategies. Give the improvement brought about by the observation of $x$ in terms of posterior utility and expected utility.

c. If there is a cost $c_s$ for the observation of $x$, determine the maximum cost $c_s$ when the advantage of observing $x$ disappears.

2.21 (Raiffa and Schlaifer (1961)) In a setting similar to the above exercise, the decision space is $D = \{d_1, d_2\}$ and the parameter $\theta \in [0, 1]$. The utility function is $L(\theta, d_i) = k_i + K_i \theta$.

a. Defining $\varphi = (k_1 - k_2)/(K_1 - K_2)$, show that $\varphi \notin (0, 1)$ implies that one of the two decisions is always optimal. In the following questions, we assume $\varphi \in (0, 1)$.

b. Let $x|\theta \sim B(n, \theta)$ and let $\theta \sim Be(r, n' - r)$. Compute the optimal prior and posterior decisions and the expected improvement (in utility) gained by using the observation $x$.

c. Given an observation cost of $K$ for each Bernoulli random variable, determine the optimal sample size $n$ for the expected utility.

Section 2.4.1

2.22 Prove Theorem 2.4.2 when $r(\pi)$ is finite.

2.23 Compare $\delta_0$ and $\delta^*$ of Example 2.3.1 under $0 - 1$ loss. Does this result contradict the Rao–Blackwell Theorem (Theorem 2.4.8)?

Section 2.4.2

2.24 Produce an example similar to Example 2.4.7, but where $A$ would be forced to confess from a Bayesian point of view.

2.25 Consider the case when $\Theta = \{\theta_1, \theta_2\}$ and $D = \{d_1, d_2, d_3\}$, for the following loss structure

<table>
<thead>
<tr>
<th></th>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$d_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$</td>
<td>2</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>
a. Determine the minimax procedures.
b. Identify the least favorable prior distribution. (Hint: Represent the risk space associated with the three actions as in Example 2.4.12.)

2.26 Consider the following risk function for $\Theta = \{\theta_1, \theta_2\}$ and $D = \{d_1, d_2, d_3\}$

<table>
<thead>
<tr>
<th></th>
<th>$d_1$</th>
<th>$d_2$</th>
<th>$d_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\theta_1$</td>
<td>1</td>
<td>2</td>
<td>1.75</td>
</tr>
<tr>
<td>$\theta_2$</td>
<td>2</td>
<td>1</td>
<td>1.75</td>
</tr>
</tbody>
</table>

a. Draw the risk diagram as in Example 2.4.12 and deduce the minimax estimators.
b. Deduce from this example that minimaxity is not coherent in the following sense: $d_1$, $d_2$, $d_3$ may be such that $\max_\theta R(\theta, d_1) \geq \max_\theta R(\theta, d_3)$ and $\max_\theta R(\theta, d_2) \geq \max_\theta R(\theta, d_3)$, while the minimax estimator is of the form $\alpha d_1 + (1-\alpha)d_2$.

Section 2.4.3

2.27 Prove Lemma 2.4.10.

2.28 Consider $x \sim B(n, \theta)$, with $n$ known.

a. If $\pi(\theta)$ is the beta distribution $Be(\sqrt{n}/2, \sqrt{n}/2)$, give the associated posterior distribution $\pi(\theta|x)$ and the posterior expectation, $\delta^\pi(x)$.
b. Show that, when $L(\delta, \theta) = (\theta - \delta)^2$, the risk of $\delta^\pi$ is constant. Conclude that $\delta^\pi$ is minimax.
c. Compare the risk for $\delta^\pi$ with the risk function of $\delta_0(x) = x/n$ for $n = 10, 50$, and 100. Conclude about the appeal of $\delta^\pi$.

2.29 Prove Lemmas 2.4.13 and 2.4.15.

2.30 Consider $x \sim N(\theta, 1)$ and $\theta \sim N(0, n)$. Show that the Bayes risk is equal to $n/(n+1)$. Conclude about the minimaxity of $\delta_0(x) = x$.

2.31 *Give the density of the uniform distribution on the sphere of radius $c$ and derive the marginal distribution of $x \sim N_p(\theta, I_p)$, when $\theta$ is uniformly distributed on this sphere. Compute the posterior expectation $\delta^\pi$ and study its properties.

2.32 Show the equivalent of Example 2.4.16 when $x \sim P(\lambda)$, i.e., that $\delta_0(x) = x$ is minimax. (Hint: Notice that $\delta_0$ is a generalized Bayes estimator for $\pi(\lambda) = 1/\lambda$ and use a sequence of $G(\alpha, \beta)$ priors.)

2.33 Establish Propositions 2.4.20, 2.4.23, and 2.4.25.

Section 2.4.4

2.34 In the setting of Example 2.4.26, we want to show that the Bayes risk of $p(x)$ is finite.
a. Show that

$$\tau(\pi) = \int_{\mathbb{R}^2} \left\{ \Phi^2(x) - 2\Phi(x)\mathbb{I}_{\theta \leq 0} + \mathbb{I}_{\theta \leq 0} \right\} \frac{e^{-(x-\theta)^2/2}}{\sqrt{2\pi}} d\theta dx$$

when $\pi(\theta) = 1$. 

2.7 Exercises 91

b. Deduce that
\[ \tau(\pi) = \int_{-\infty}^{+\infty} \Phi(x)\Phi(-x)dx \]
\[ = 2 \int_{0}^{+\infty} \Phi(x)\Phi(-x)dx \]
by integrating first in \( \theta \).

c. Show that
\[ \int_{0}^{+\infty} \Phi(-x)dx = \int_{0}^{+\infty} \frac{e^{-y^2}}{\sqrt{2\pi}}dy. \]

d. Conclude about the finiteness of \( \tau(\pi) \).

2.35 Consider \( x \sim \mathcal{N}_p(\theta, I_p) \). A class of estimators of \( ||\theta||^2 \) is given by
\[ \delta_c(x) = ||x||^2 + c, \quad c \in \mathbb{R}. \]

a. Show that, under quadratic loss, \( \delta_{-p} \) minimizes the risk for every \( \theta \) among the estimators \( \delta_c \). Does this estimation problem have a value?

b. How can we choose \( \omega(\theta) \) so that the risk of \( \delta_{-p} \) is uniformly bounded for the quadratic loss weighted by \( \omega(\theta) \)? Conclude about the minimaxity of \( \delta_{-p} \).

c. Show that \( \delta_{-p} \) is not admissible, and propose an estimator that dominates \( \delta_{-p} \) uniformly.

2.36 Show that, under squared error loss, if two real estimators \( \delta_1 \) and \( \delta_2 \) are distinct and satisfy
\[ R(\theta, \delta_1) = (\theta - \delta_1(x))^2 = R(\theta, \delta_2) = (\theta - \delta_2(x))^2, \]
the estimator \( \delta_1 \) is not admissible. \( \text{(Hint: Consider } \delta_3 = (\delta_1 + \delta_2)/2 \text{ or } \delta_4 = \delta_1^{1-\alpha}, \delta_2^{\alpha}) \) Extend this result to all strictly convex losses and construct a counter-example when the loss function is not convex.

2.37 Let \( \Theta = \{\theta_1, \theta_2\} \) and consider the case when the risk set is \( \mathcal{R} = \{(r_1, r_2); (r_1 - 2)^2 + (r_2 - 2)^2 < 2, r_1 \leq 2, r_2 \leq 2\} \).

a. Draw \( \mathcal{R} \) and deduce whether there exists a minimax point.

b. Exhibit the two admissible rules for this problem.

c. What can be said about the existence of Bayes procedures?

2.38 Two experts have different loss functions described in the following table for \( D = \{d_1, d_2, d_3\} \) and \( \Theta = \{\theta_1, \theta_2\} \)
\[
\begin{array}{cccc}
L_1/L_2 & d_1 & d_2 & d_3 \\
\theta_1 & 1/1 & 2.5/1.5 & 2/2.5 \\
\theta_2 & 1.5/4 & 2/3.5 & 3/3 \\
\end{array}
\]

a. Plot the risk sets for both experts and identify minimax and admissible procedures in each case.

b. There are several ways to combine the expert opinions, i.e., to derive a single loss function. For each of the following choices, derive the risk set and the optimal procedures:
\[
(i) \ L = (L_1 + L_2)/2 \quad (ii) \ L = \sup(L_1, L_2) \quad (iii) \ L = \sqrt{L_1L_2}. \]
c. For what choice of L above are the admissible rules admissible for one of the two original losses? When is the risk set convex?

Section 2.5

2.39 *Establish Propositions 2.5.1, 2.5.2, and 2.5.3. Show Shinozaki’s lemma (1975): if δ is admissible for the usual quadratic loss, it is admissible for every quadratic loss.

2.40 Consider \( \pi(\theta) = (1/3)(\mathcal{U}_{[0,1]}(\theta) + \mathcal{U}_{[2,3]}(\theta) + \mathcal{U}_{[4,5]}(\theta)) \) and \( f(x|\theta) = \theta e^{-\theta x} \). Show that, under the loss (2.5.4), for every \( x \), there exist values of \( k_1 \) and \( k_2 \) such that the Bayes estimator is not unique.

2.41 Establish Proposition 2.5.7 and show that the loss L considered in Example 2.5.8 is equivalent to estimate \( \|H_0(\theta) \) under the absolute error loss, \( L(\theta, \delta) = |\theta - \delta| \).

Derive the Bayes estimator associated with the quadratic loss.

2.42 *(Zellner (1986a)) Consider the LINEX loss in \( \mathbb{R} \), defined by

\[
L(\theta, d) = e^{c(\theta - d)} - c(\theta - d) - 1.
\]

a. Show that \( L(\theta, d) > 0 \) and plot this loss as a function of \( \theta - d \) when \( c = 0.1, 0.5, 1, 2 \).

b. Give the expression of a Bayes estimator under this loss.

c. If \( x_1, \ldots, x_n \sim \mathcal{N}(\theta, 1) \) and \( \pi(\theta) = 1 \), give the associated Bayes estimator.

2.43 *(Berger (1985a)) Consider \( x \sim \mathcal{N}(\theta, 1) \), \( \theta \sim \mathcal{N}(0,1) \) and the loss

\[
L(\theta, \delta) = e^{3\theta^2/2}(\theta - \delta)^2.
\]

a. Show that \( \delta^\pi(x) = 2x \).

b. Show that \( \delta^\pi \) is uniformly dominated by \( \delta_0(x) = x \) and that \( r(\pi) = +\infty \).

2.44 Determine the Bayes estimator associated with the absolute error loss in \( \mathbb{R}^k \),

\[
L(\theta, \delta) = ||\theta - \delta||.
\]

2.45 Consider the following questions for the entropic and the Hellinger intrinsic losses.

a. Show that \( L_e \) (resp. \( L_H \)) is nonnegative, is equal to 0 when \( d = \theta \), and determine under which condition \( d = \theta \) is the unique solution of \( L_e(\theta, d) = 0 \) (resp. of \( L_H(\theta, d) = 0 \)).

b. Give the expressions of both losses when \( x \sim \mathcal{N}(0, \theta) \) and \( x \sim \mathcal{B}(n, \theta) \).

c. Show that, if \( x \sim \mathcal{G}(\alpha, \theta) \) and \( \theta \sim \mathcal{G}(\nu, x_0) \), the Bayes estimator of \( \theta \) under the Hellinger loss is of the form \( k/(x_0 + x) \).

2.46 *(Wells (1992)) As mentioned in Section 2.5.4, the Bayes estimators are not invariant under arbitrary reparameterization. In the normal case, \( x \sim \mathcal{N}(\theta, 1) \), examine whether the only transformations of \( \theta \) for which the Bayes estimators are invariant under squared error loss are the affine transformations, \( \eta = a\theta + b \).

[Note: The answer is no.]
2.47 *(Efron (1992)) Derive the Bayes estimators of $\theta$ when $\theta \mid x \sim \mathcal{N}(\mu(x), 1)$ and when the loss function is the asymmetric squared error loss,

$$L(\theta, \delta) = \begin{cases} 
\omega(\theta - \delta)^2 & \text{if } \delta < \theta, \\
(1 - \omega)(\theta - \delta)^2 & \text{otherwise.}
\end{cases}$$

2.48 (Robert (1996b)) Show that both the entropic and the Hellinger losses are locally equivalent to the quadratic loss associated with the Fisher information, $I(\theta) = I_{E_\theta} \left[ \frac{\partial \log f(x \mid \theta)}{\partial \log f(x \mid \theta)} \right]^t$, that is,

$$L_e(\theta, \delta) = L_e(\theta - \delta)^t I(\theta)^{-1}(\theta - \delta) + O(\|\theta - \delta\|^2)$$

and

$$L_H(\theta, \delta) = c_H(\theta - \delta)^t I(\theta)^{-1}(\theta - \delta) + O(\|\theta - \delta\|^2),$$

where $c_e$ and $c_H$ are constants.

2.49 Consider $y = x + \epsilon$ with $\epsilon$ and $x$ independent random variables and $\mathbb{E}[\epsilon] = 0$.

a. Show that $\mathbb{E}[y \mid x] = x$.

b. Show that the reverse does not necessarily hold, i.e., that $\mathbb{E}[x \mid y]$ is not always equal to $y$. (Hint: Consider, for instance, the case when $x \sim p\mathcal{N}(\theta_1, 1) + (1 - p)\mathcal{N}(\theta_2, 1)$ and $\epsilon \sim \mathcal{N}(0, 1)$.)

Section 2.6

2.50 Show that, for the universal distributions of Rukhin (1978), the Bayes estimators are indeed independent of the loss function. In the particular case when $x \sim G(\nu, 1/\nu)$ identify $\theta$, $A_1(x)$, $A_2(x)$, and the universal prior $\pi(\theta)$.

Note 2.8.1

2.51 Show that that the Bayes estimator associated with the $L^0$ loss function is the MAP estimator.

2.52 Show that that the Bayes estimator associated with the $L^1$ loss function is the componentwise MAP estimator.

2.53 If $D$ is a subset of $\{1, \ldots, N\}$, $e$ denotes a misclassification vector and $m_D$ the corresponding number of misclassifications.

a. Show that $p(m_D)$ can also be written as

$$p(m_D) = 1 - \prod_{i \in D} (1 - e_i).$$

b. Let $q(m_D)$ to be 1 if and only if $m_D = |D|$. Show that

$$q(m_D) = \prod_{i \in D} e_i.$$

c. Show that

$$p(m_D) = \sum_{k=1}^{\lfloor D \rfloor} (-1)^{k+1} \sum_{\omega \in \mathcal{P}_k(D)} q(m_\omega).$$
Note 2.8.2

2.54 Show that the Stein paradox cannot occur when $\delta_0$ is a proper Bayes estimator, whatever the dimension $p$ is. [Note: Brown (1971) shows that there are also generalized Bayes estimators that enjoy this property.]

2.55 Show that the majorizing constant in Theorem 2.8.1 can be replaced by

$$c = \frac{q - 2\alpha}{p - q + 4\beta}.$$  

(Hint: Bound $h^2(t, u)$ by $c(u/t)h(t, u)$ first.) Compare the two bounds.

2.56 *(Stein (1973)) Establish Stein’s lemma: If $x \sim N(\theta, 1)$ and $f$ is continuous and a.e. differentiable, then

$$\mathbb{E}_\theta[(x - \theta)f(x)] = \mathbb{E}_\theta[f'(x)].$$

Deduce that, if $x \sim N_p(\theta, \Sigma)$, $\delta(x) = x + \Sigma \gamma(x)$, and $L(\theta, \delta) = (\delta - \theta)^t Q(\delta - \theta)$, with $\gamma$ differentiable, then

$$R(\theta, \delta) = \mathbb{E}_\theta \left[ \text{tr}(Q \Sigma) + 2 \text{tr}(J_\gamma(x)Q^*) + \gamma(x)^t Q^* \gamma(x) \right],$$

where $\text{tr}(A)$ is the trace of $A$, $Q^* = \Sigma Q \Sigma$ and $J_\gamma(x)$ is the matrix with generic element $\frac{\partial}{\partial x_i} \gamma_j(x)$. [Note: This representation of the risk leads to the technique of unbiased estimation of the risk, which is quite influential in the derivation of sufficient conditions of domination of usual estimators. See Berger (1985a) and Johnstone (1988).]

Note 2.8.3

The following exercises (2.57–2.62) consider the Pitman closeness criterion. An estimator $\delta_1$ of $\theta$ is said to Pitman-dominate an estimator $\delta_2$, denoted $\delta_1 \succ \delta_2$, if, for every $\theta \in \Theta$,

$$P_\theta(|\delta_1(X) - \theta| < |\delta_2(X) - \theta|) > 0.5.$$  

The notion of Pitman-admissibility follows directly.

2.57 *Consider a median unbiased estimator $\delta^M$, i.e., $\delta^M$ such that

$$\forall \theta, \quad P_\theta(\delta^M(x) \leq \theta) = 0.5.$$  

a. Show that $\delta^M$ is the best estimator (for the Pitman criterion) among the linear estimators $\delta^M(x) + K$, $K \in \mathbb{R}$.

b. If $\theta > 0$ and $\delta^M > 0$, show that $\delta^M$ is also the best estimator (for the Pitman criterion) among the estimators $K \delta^M$, $K > 0$.

2.58 *Consider $X = \theta U$, $\theta > 0$, $U \sim U(-0.9, 1.1)$. Show that

$$X \succ P \succ 0.9 |X| \succ P \succ 3.2 |X| \succ P \succ X.$$  

2.59 *(Robert et al. (1993)) Consider $X \sim f(x - \theta)$, with

$$\int_{-\infty}^{0} f(u) \, du = 1/2$$

and $f(0) > 0$. If $F$ is the c.d.f. of $X$ for $\theta = 0$, the function $\epsilon(\theta)$ is defined by

$$F(-\theta) = \begin{cases} P_0(0 < X < \epsilon(\theta)) & \text{if } \theta > 0, \\ 1 - P_0(0 > X > -\epsilon(\theta)) & \text{if } \theta < 0, \end{cases}$$  

where $P_0$ stands for the distribution of $X$ for $\theta = 0$. Compare the two bounds.
and $\epsilon(0) = 0$. Consider

$$\theta_1 = \text{Arg}\{\min_{\theta > 0} |\theta + \epsilon(\theta)|\}, \quad \theta_2 = \text{Arg}\{\min_{\theta < 0} |\theta - \epsilon(\theta)|\}.$$ 

The truncated version of $\epsilon$ is defined by

$$\epsilon^*(\theta) = \begin{cases} 
\epsilon(\theta) & \text{if } \theta > \theta_1 \text{ or } \theta < \theta_2 \\
\theta_1 + \epsilon(\theta_1) - \theta & \text{if } 0 < \theta < \theta_1 \\
\theta + \epsilon(\theta_2) - \theta_2 & \text{if } 0 > \theta > \theta_2.
\end{cases}$$

The set $A$ satisfies

$$(x, \theta) \in A \quad \text{if and only if} \quad \theta < x \leq \theta + \epsilon^*(\theta)$$

for $\theta > 0$, and

$$(x, \theta) \in A \quad \text{if and only if} \quad \theta - \epsilon^*(\theta) \leq x < \theta$$

for $\theta < 0$.

a. Justify the truncation of $\epsilon$ in terms of $A$ and represent $A$ in a special case when the derivation of $\epsilon^*$ is manageable.

b. Show that, if $\delta(x)$ is a nondecreasing function such that $(x, \delta(x)) \in A$, then $\delta \succ P \delta_0(x) = x$.

c. Show that, if $F(c) - F(-c) = 1/2$, every estimator $\delta$ such that

$$(2.7.1) \quad \delta(x) = 0 \quad \text{when} \quad |x| < c$$

is Pitman-admissible.

d. When $\delta$ is monotone, satisfies (2.7.1), and belongs to $A$, show that $\delta$ is Pitman-admissible and Pitman-dominates $\delta_0$. Show that

\[ c < \theta_1 + \epsilon(\theta_1) \quad \text{and} \quad -c > \theta_2 - \epsilon(\theta_2) \]

and conclude about the existence of such estimators.

2.60 Consider a couple of random variables $(x, y)$ with joint c.d.f.

$$F_\alpha(x, y) = \frac{xy}{1 + \alpha(1 - x)(1 - y)} \mathbb{1}_{[0,1]^2}(x, y).$$

a. Show that $F_\alpha$ is indeed a c.d.f. and deduce the density $f_\alpha(x, y)$.

b. Give the marginal distribution of $x$ and $y$.

c. Suppose two estimators $\delta_1$ and $\delta_2$ are distributed according to $\theta^{-2}f_\alpha(\delta_1/\theta, \delta_2/\theta)$. What can be said about the Pitman closeness to $\theta$? (Hint: Compute $P(|\delta_1 - \theta| < |\delta_2 - \theta|)$.)

2.61 *Show that, if $X_1, X_2 \sim f(x|\theta)$, $\overline{X} \succ P X_1$. Apply this result to the case of the Cauchy distribution. Show that, for every real $\eta$, $\overline{X}$ is Pitman-closer to $\eta$ than $X_1$, even if $\eta$ is arbitrary. [Note: This property is not specific to Pitman closeness, since it is also satisfied by the quadratic loss.]

2.62 *(Robert et al. (1993)) Show (or use the result) that, if $\chi^2_\alpha(p, \lambda)$ is the $\alpha$-quantile of a noncentral chi-squared distribution, $\chi^2_{p, \lambda}$, it satisfies

$$p - 1 + \lambda \leq \chi^2_{0.5}(p, \lambda) \leq \chi^2_{0.5}(p, 0) + \lambda.$$
a. Deduce from this inequality that the James–Stein estimators
\[ \delta_h(x) = \left(1 - \frac{h(x)}{||x||^2}\right) x \]

Pitman-dominate \( \delta_0 \) when \( x \sim \mathcal{N}(\theta, I_p) \) and
\[ 0 < h(x) \leq 2(p - 1). \]
b. Show that this condition is also necessary when \( h \) is constant.

2.8 Notes

2.8.1 Loss functions for imaging

An image, as represented on a computer screen, is a two dimensional structure \( x \) made of pixels of different colors (or grey levels, for black and white images). Images are often observed with some noise, which can be resulting from imperfections in the imaging device, like a camera out of focus, to perturbations in the transmission process, like parasites on a telephone line, or to defects in the image itself, like clouds for a satellite image. Among other things, Bayesian imaging aims at reconstructing the true image.

The observed image, \( x \), can also be written as a vector \((x_1, \ldots, x_N)\), each \( x_i \) taking values in \( \{0, 1, \ldots, C - 1\} \), which is the set of colors. The true image is denoted \( \theta \) and \( x \) is distributed as \( x \sim f(x|\theta) \).

The most rudimentary loss function in this setting is the “0–1” dichotomous loss function, \( L^0(\theta, \delta) = 0 \) if \( \theta = \delta \) and \( L^0(\theta, \delta) = 1 \) otherwise. Given a prior \( \pi(\theta) \), the Bayes estimator \( \delta^{\pi} \) associated with the 0–1 loss function is the image that maximizes the posterior distribution \( \pi(\theta|x) \), the so-called MAP estimator.

As pointed out by Rue (1995), since the loss function is extremely sensitive to misclassifications, this loss leads to oversmoothing, omitting small structures which are important in settings like pattern recognition.

The other standard loss function is the misclassification rate, that is, the number of misclassifications, based on the misclassification vector \( e \), which is defined, for an estimator \( \delta \) and a true image \( \theta \), as \( e_i = I_{\delta_i \neq \theta_i} \) \((i = 1, \ldots, N)\). The number of misclassifications is thus
\[ L^1(\theta, \delta) = \sum_{i=1}^{N} e_i. \]

Given the additive structure of this loss, the posterior loss is the sum of the site losses \( \mathbb{E}[e_i|x] \) and the Bayes estimator is therefore the vector of the marginal MAP estimators. The drawback of this loss function is thus the opposite of the 0–1 loss function: the estimation is too local and does not take into account interactions between neighboring sites.

Rue (1995) introduces a family of new loss functions for the construction of estimators in Bayesian imaging, in order to account for different features of the image. If \( D \) is a subset of \( \{1, \ldots, N\} \), \( m_D \) denotes the number of misclassifications in \( D \),
\[ m_D = \sum_{i \in D} e_i, \]

\( p(m_D) \) is 0 if \( m_D = 0 \) and 1 otherwise, \( R_{\phi}D \) is the set \( D \) rotated by an angle \( \phi \in \{0, \pm \pi/2, \pi\} \) and \( T_sD \) is the set \( D \) translated by \( s \) (in its two-dimensional
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representation). If \( \mathcal{P}_j(D) \) denotes the set of subsets of \( D \) of size \( j \), the loss functions are constructed by selecting (i) a set of basic subsets of \( \{1, \ldots, N\} \), \( B_1, \ldots, B_n \), and (ii) penalty coefficients \( t_{ij} \), such that the penalty associated with a region \( B_i \) is

\[
P_i(m_{B_i}) = \sum_{i=1}^{|B_i|} t_{i,j} \sum_{\omega \in \mathcal{P}_j(B_i)} p(m_\omega).
\]

The loss function is then

\[
L(\theta, \delta) = \sum_{i=1}^n \sum_{s, \phi} P_i(m_{T_s R_\phi B_i}),
\]

where the inner sum is restricted to the couples \( (s, \phi) \) such that \( T_s R_\phi B_i \) is a subset of \( \{1, \ldots, N\} \), that is, is inside the original image.

The motivation for using such a combination becomes clearer when, as in Rue (1995), \( n = 1 \), \( B_1 \) is the \( 2 \times 2 \) region made of the four neighbors of an arbitrary point. In this particular case, Rue (1995) propose to take \( t_{1,1} = 1 \) to penalize misclassifications at one site and to choose a \( t_{1,2} > 0 \) to penalize further cases when two neighbor sites simultaneously misclassify, while \( t_{1,3} = t_{1,4} = 0 \). The resulting loss is then the number of misclassified sites in the image, plus \( t_{1,2} \) times the number of couples of simultaneously misclassified neighbors.

As detailed in Rue (1995), other examples include minimal resolution problems, pattern recognition and Ising models. For instance, the basic subsets \( B_i \) may include particular shapes of interest, like cars for traffic control vision or tumors in radiological image-processing. Obviously, the computation of the Bayes estimate associated with (2.8.1) is not so straightforward as with \( L_0^0 \) and \( L_1^1 \), and Rue (1995) proposes an iterative method based on a Markov chain (Chapter 6).

2.8.2 The Stein effect

If there is a unique minimax estimator, this estimator is admissible, according to Proposition 2.4.20. Conversely, if a minimax estimator \( \delta_0 \) is inadmissible, there are other minimax estimators that improve upon \( \delta_0 \) (under some minor regularity conditions, see Brown (1976)). In particular, if the constant risk minimax estimator is inadmissible, this is the worst minimax estimator in the sense that every other minimax estimator has a uniformly smaller risk.

Until 1955, it was assumed that the least-squares estimator, \( \delta_0(x) = x \), when \( x \sim N_p(\theta, I_p) \), was admissible and, since its risk is constant, that it was the unique minimax estimator. Stein (1955a) showed that this result only holds for \( p = 1, 2 \) and hence discovered “the Stein effect” phenomenon, that is, the exhibition of apparently paradoxical domination results for usual estimators.

Formally, the Stein paradox is as follows. If a standard estimator \( \delta^*(x) = (\delta_0(x_1), \ldots, \delta_0(x_p)) \) is evaluated under weighted quadratic loss

\[
\sum_{i=1}^p \omega_i (\delta_i - \theta_i)^2,
\]

with \( \omega_i > 0 \) (\( i = 1, \ldots, p \)), there exists \( p_0 \) such that \( \delta^* \) is not admissible for \( p \geq p_0 \), although the components \( \delta_0(x_i) \) are separately admissible to estimate...
the $\theta_i$’s. The Stein effect can be explained through the use of the joint loss (2.8.2), that allows the dominating estimator to borrow strength from the other components, even when they are independent and deal with totally different estimation problems. The literature on the Stein effect and related phenomena is now too extensive for us to give here a comprehensive covering of the results in this field. We refer the reader to Judge and Bock (1978), Lehmann (1983), and Berger (1985a) for a more detailed bibliography and we develop in Chapter 10 a Bayesian analysis of the Stein effect. This note briefly presents the main results about the Stein effect from a frequentist point of view.

First, while Stein’s (1955a) proof of inadmissibility was nonconstructive, James and Stein (1961) exhibited an estimator that uniformly dominates $\delta_0(x) = x$ under quadratic loss for $p \geq 3$ in the normal case, i.e., such that, for every $\theta$,

$$ p = \mathbb{E}_\theta(||\delta_0(x) - \theta||^2) > \mathbb{E}_\theta(||\delta^{JS}(x) - \theta||^2). $$

This estimator,

$$\delta^{JS}(x) = \left(1 - \frac{p - 2}{||x||^2}\right)x, \tag{2.8.3}$$

is now called the James–Stein estimator. Note the strange behavior of $\delta^{JS}$ when $x$ gets near 0. The factor $1 - \frac{p - 2}{||x||^2}$ becomes negative and even goes to $-\infty$ as $||x||$ goes to 0. However, $\delta^{JS}$ still dominates $\delta_0$ for all $\theta$’s. (This is a consequence of Theorem 2.8.1 below.) Baranchick (1970) corrected this paradoxical behavior by showing that the truncated estimators ($p - 2 \leq c \leq 2(p - 2)$)

$$\delta^+_c(x) = \left(1 - \frac{c}{||x||^2}\right)^+ x \tag{2.8.4}$$

uniformly dominate their nontruncated counterparts and, in particular, that $\delta^{+}_{p - 2}$ was improving on $\delta^{JS}$. They are, moreover, noncomparable (as $c$ varies). This class of estimators is important because, although made of inadmissible estimators (see Chapter 8), estimators that dominate the truncated James–Stein estimator are quite difficult to derive and do not bring significant improvement in terms of risk (see Shao and Strawderman (1996)). On the contrary, the truncated (or positive-part) James–Stein estimators improve quite significantly on the least-squares estimator, as illustrated in Figure 2.4.2 for $p = 10$ and $c = 2p - 1$.

Following James and Stein (1961), more general classes of estimators dominating $\delta_0$ have been proposed by Alam (1973), Berger and Bock (1976), Judge and Bock (1978), Stein (1981), George (1986a,b), and Brandwein et al. (1992). These estimators are called shrinkage estimators because, as (2.8.3) and (2.8.4), they shrink $x$ toward 0. Stein effects have also been exhibited for distributions other than the normal distribution and losses other than the quadratic loss by Berger (1975), Brandwein and Strawderman (1980), Hwang (1982a), Ghosh et al. (1983), Bock (1985), Haff and Johnston (1987), Srivastava and Bilodeau (1988), Brandwein and Strawderman (1990). Some restrictions on the classes of shrinkage estimators have been proposed, in order to integrate the admissibility requirement (Brown (1971), Alam (1973).
Strawderman (1974), Brown (1975), Berger and Srinivasan (1978), Brown and Hwang (1982), Das Gupta and Sinha (1986), Brown (1988), and Fraisse et al. (1998). Bondar (1987) has shown that the improvement (in terms of risk) brought by the shrinkage estimators is only significant on a limited part of the parameter space, but George (1986a,b) introduced the concept of multiple shrinkage estimators to extend the region where the improvement occurs (see Exercise 10.38).

The Stein effect is also robust in the sense that it depends mainly on the loss function, rather than on the exact distribution of the observations, as shown by Brown (1975), Shinozaki (1980, 1984), Berger (1980a,b), Das Gupta (1984), Bilodeau (1988), Cellier, Fourdrinier and Robert (1989), Brandwein and Strawderman (1990) or Kubokawa, Robert and Saleh (1991, 1992, 1993). It is not limited to point estimation, but also occurs for confidence regions (Stein (1962a), Hwang and Casella (1982, 1984), Casella and Hwang (1983, 1987), Robert and Casella (1990), Hwang and Ullah (1994)) and in accuracy (or loss) estimation (Johnstone (1988), Rukhin (1988a,b), Lu and Berger (1989a,b), Robert and Casella (1993), Fourdrinier and Wells (1994)), George and Casella (1994). However, Gutmann (1982) established that the Stein effect cannot occur in finite parameter spaces. Brown (1971) (see also Srinivasan (1981), Johnstone (1984), and Eaton (1992)) showed that admissibility is related to the recurrence of a stochastic process associated with the estimator and Brown (1980) shows the surprising result (called Berger’s phenomenon, from Berger (1980b)) that there always exists a loss function such that the boundary between admissibility and inadmissibility for the usual estimator is an arbitrary dimension $p_0$.

This overview does not do justice to the richness of the work on the Stein effect. The advances realized in this field in the last thirty years have greatly benefited Decision Theory in general, and Bayesian Decision Theory in particular. In fact, one of the major impacts of the Stein paradox has been to signify the end of a Golden Age for classical Statistics, since it shows that the quest for the best estimator, that is, the unique minimax admissible estimator, is hopeless, unless one restricts the class of estimators to be considered, or incorporates some prior information. The works on the Stein effect have thus led to the progressive abandonment of unbiasedness, to a deeper understanding of minimaxity and admissibility, and to the improvement of frequentist techniques of risk computation (with Stein’s (1973) idea of unbiased estimator of the risk). However, its main consequence has been to reinforce the Bayesian-frequentist interface, by inducing frequentists to call for Bayesian techniques (see, for instance, Bock’s (1988) idea of pseudo-Bayes estimators) and Bayesians to robustify their estimators in terms of frequentist performances and prior uncertainty (Berger (1980b, 1982a, 1984a), George (1986a,b), Lu and Berger (1989a,b), Berger and Robert (1990)). We refer the reader to the books mentioned above as well as to Brandwein and Strawderman (1990) and Lehmann and Casella (1998) for additional references.

We conclude this note with the proof of the inadmissibility of $\delta_0(x) = x$ in the estimation of $\theta$ for spherically symmetric distributions, i.e., distributions with densities $f(||x - \theta||)$ in $\mathbb{R}^p$ ($p \geq 3$). References on these distributions which

---

5 A typical example is provided by the development of the empirical Bayes techniques (see Chapter 10).
generalize the normal distribution in linear regression models are given in Kelker (1970), Eaton (1986) and Fang and Anderson (1990) (see also Exercise 1.1). This result was first established in Cellier et al. (1989).

**Theorem 2.8.1** Consider 
\[ z = (x^t, y^t)^t \in \mathbb{R}^p, \]
with distribution
\[ z \sim f(||x - \theta||^2 + ||y||^2), \]
and \( x \in \mathbb{R}^q, y \in \mathbb{R}^{p-q} \). An estimator
\[ \delta_h(z) = (1 - h(||x||^2, ||y||^2))x \]
dominates \( \delta_0 \) under quadratic loss if there exist \( \alpha, \beta > 0 \) such that:

1. \( t^\alpha h(t, u) \) is a nondecreasing function of \( t \) for every \( u \);
2. \( u^{-\beta} h(t, u) \) is a nonincreasing function of \( u \) for every \( t \); and
3. \( 0 \leq (t/u)h(t, u) \leq 2(q - 2)\alpha p - q - 2 + 4\beta. \)

The above conditions on \( h \) are thus independent of \( f \) in (2.8.5), which does not need to be known, and, moreover, they are identical to those obtained in the normal case (see Brown (1975)). The occurrence of the Stein effect is then robust in the class of spherically symmetric distributions with finite quadratic risk.

**Proof.** Conditions (1) and (2) imply
\[
\begin{aligned}
& t \frac{\partial}{\partial t} h(t, u) \geq -\alpha h(t, u), \\
& u \frac{\partial}{\partial u} h(t, u) \leq \beta h(t, u).
\end{aligned}
\]

The risk of \( \delta_h \) can be developed as follows:
\[
R(\theta, \delta_h) = \mathbb{E}_\theta \left[ \sum_{i=1}^{q} \{x_i - \theta_i - h(||x||^2, ||y||^2)x_i\}^2 \right]
\]
\[
= \mathbb{E}_\theta \left[ \sum_{i=1}^{q} (x_i - \theta_i)^2 \right] - 2\mathbb{E}_\theta \left[ \sum_{i=1}^{q} h(||x||^2, ||y||^2)x_i(x_i - \theta_i) \right] + 2\mathbb{E}_\theta \left[ h^2(||x||^2, ||y||^2)||x||^2 \right].
\]

An integration by parts shows that
\[
\int_{-\infty}^{+\infty} h(||x||^2, ||y||^2)x_i(x_i - \theta_i)f(||x - \theta||^2 + ||y||^2) \, dx_i
\]
\[
= \int_{-\infty}^{+\infty} \frac{\partial}{\partial x_i} \left[ h(||x||^2, ||y||^2)x_i \right] \tilde{F}(||x - \theta||^2 + ||y||^2) \, dx_i,
\]
with
\[
\tilde{F}(t) = \int_{t}^{+\infty} f(u) \, du.
\]

Therefore,
\[
\mathbb{E}_\theta \left[ \sum_{i=1}^{q} h(||x||^2, ||y||^2)x_i(x_i - \theta_i) \right]
\]
\[
= \int_{\mathbb{R}^p} \left[ qh(||x||^2, ||y||^2) + 2h_1(||x||^2, ||y||^2)||x||^2 \right] \tilde{F}(||x - \theta||^2 + ||y||^2) \, dz ,
\]
where $h_1'(t, u) = \frac{\partial}{\partial t} h(t, u)$. Similarly,

$$
\mathbb{E}_\theta[h^2(||x||^2, ||y||^2)||x||^2] = \mathbb{E}_\theta \left[ \frac{||x||^2 h^2(||x||^2, ||y||^2)||y||^2} {||y||^2} \right]
$$

$$
= \int_{\mathbb{R}^p} ||x||^2 \sum_{j=1}^{p-q} \frac{\partial}{\partial y_j} \left( h^2(||x||^2, ||y||^2) \frac{y_j}{||y||^2} \right) F(||x - \theta||^2 + ||y||^2) dz
$$

$$
= \int_{\mathbb{R}^p} ||x||^2 \left[ 4h^2(||x||^2, ||y||^2)h_2^2(||x||^2, ||y||^2)||x||^2 \right]
$$

$$
= + (p - q - 2)h^2(||x||^2, ||y||^2) \frac{1}{||y||^2} \bar{F}(||x - \theta||^2 + ||y||^2) dz,
$$

where $h_2'(t, u) = \frac{\partial}{\partial u} h(t, u)$. The difference of the risks is then

$$
R(\theta, \delta_0) - R(\theta, \delta_h) =
$$

$$
\int_{\mathbb{R}^p} \left\{ 2 \left[ qh^2(||x||^2, ||y||^2) + 2h_1'(||x||^2, ||y||^2)||x||^2 \right] ||x||^2 h(||x||^2, ||y||^2) \right\}
$$

$$
\times \bar{F} \left(||x - \theta||^2 + ||y||^2\right) dz
$$

$$
\geq \int_{\mathbb{R}^p} h(||x||^2, ||y||^2) \left[ -h(||x||^2, ||y||^2) \frac{||x||^2}{||y||^2} (p - q - 2 + 4\alpha) 
$$

$$
+ 2(q - 2\alpha) \right] \bar{F} \left(||x - \theta||^2 + ||y||^2\right) dz > 0,
$$

which concludes the proof. \qed

Notice that this domination result includes as a particular case the estimation of a normal mean vector when the variance is known up to a multiplicative factor, i.e., the problem originally considered in James and Stein (1961). When $h(t, u) = au/t$, the bound on $a$ is $2(q - 2)/(p - q + 2)$, as obtained in James and Stein (1961).

2.8.3 Pitman closeness

An alternative to standard Decision Theory has been proposed by Pitman (1937). In order to compare two estimators of $\theta$, $\delta_1$ and $\delta_2$, he indeed suggested the comparison of the distribution of their distance (or closeness) to $\theta$, i.e.,

$$
P_\theta \left( ||\delta_1(x) - \theta|| \leq ||\delta_2(x) - \theta|| \right).
$$

If this probability is uniformly larger than 0.5, $\delta_1$ is said to dominate $\delta_2$ in Pitman’s sense, with the implicit message that $\delta_1$ should be preferred to $\delta_2$ in this case. Even though formally close to stochastic domination, this criterion, called Pitman closeness, exhibits important flaws and we suggest it not be used as a comparison criterion. Nonetheless, the literature on the subject is quite important (see, e.g., Blyth (1972), Rao (1980, 1981), Blyth and Pathak (1985), Rao et al. (1986), Keating and Mason (1985), Peddada and Khatrree (1986), Sen et al. (1989), Ghosh and Sen (1989)). These papers study the properties of Pitman closeness and stress its intrinsic aspect, since it involves
the whole distribution of $||\delta_1(x) - \theta||$ (as opposed to the reductive evaluation through a loss, like the quadratic loss). On the other hand, Robert et al. (1993) expose the fundamental drawbacks of this criterion. We present here two characteristic points (see Exercises 2.57–2.62 for other illustrations).

A first major criticism of Pitman closeness deals with its nontransitivity. Indeed, it does not provide a mean of selecting an optimal estimator, or even to order estimators. Pitman (1937) already pointed out this defect, but some proponents of the criterion (see, e.g., Blyth (1993)) paradoxically assert that the property is an additional advantage of the criterion, since it better reflects the complexity of the world. As discussed above, it may indeed happen that realistic orderings of preferences are not always transitive. But, apart from the utmost necessity for reducing this complexity, note that the Pitman closeness criterion is advocated as a comparison criterion, an alternative to regular loss functions: when nontransitivity occurs, the ordering derived from the criterion is not absolute since, as the following example shows, there is always a chance for a preference cycle. In such cases, the criterion cannot provide a selection of a best estimator.

**Example 2.8.2** Consider $U \sim U([-0.9, 1.1])$ and $x = \theta U$. Then, it can be shown that, under the Pitman closeness criterion, $\delta_0(x) = x$ dominates $\delta_1(x) = 0.9|x|$, $\delta_1$ dominates $\delta_2(x) = 3.2|x|$, and $\delta_2$ dominates $\delta_0$. If one of the three estimators $\delta_0$, $\delta_1$, and $\delta_2$ has to be selected, the criterion is of no help.

Obviously, nontransitivity prevents the Pitman criterion from being equivalent to a loss; therefore, it does not pertain to Decision Theory. For the same reason, it cannot be equivalent to stochastic domination. Actually, Blyth and Pathak (1985) provide an example where the two criteria give opposed ordering. It is also impossible to define a (decision-theoretic) Bayes estimator for the Pitman criterion (although a posterior Pitman estimator may exist. See Bose (1991) and Ghosh et al. (1993)).

A second major defect of Pitman closeness is that it may exclude some classical estimators although these are admissible under most losses. For instance, Efron (1975) noticed that it is possible to dominate $\delta_0(x) = x$ for the Pitman closeness in the normal case, $x \sim N(\theta, 1)$. Robert et al. (1993) show that there is a Stein effect for $N_p(\theta, I_p)$ ($p \geq 2$), and that the dominating condition only involves an upper bound on the shrinkage function $h$ (see also Sen et al. (1989) and Exercise 2.62). The following result extends Efron (1975) to the general case when $x \sim f(x - \theta)$ and $\theta$ is the median of the distribution (see Exercise 2.59 for a proof).

**Proposition 2.8.3** Under the above conditions, the estimator $\delta_0(x) = x$ is inadmissible for the Pitman criterion.

Moreover, the dominating estimators may exhibit strange behaviors, such as being 0 on large parts of the sample space (see Exercise 2.59).

These multiple drawbacks seem to indicate clearly that the Pitman closeness is not a viable alternative to Decision Theory. On the other hand, the failure of this substitution reinforces our belief that Decision Theory is the proper setting to take decisions under uncertainty.
As stressed in the Introduction, determination of the loss is an important step in the derivation of the model. This requirement is too often bypassed by resorting to classical losses, and it would be interesting to consider loss robustness analyses, similar to those conducted about the influence of the prior distribution (see Section 3.5). However, the difficulty of the task at hand is not enough to justify the abandonment of the coherence inherent to Decision Theory for exotic criteria like the Pitman closeness.
CHAPTER 3

From Prior Information to Prior Distributions

In the meantime, there was so much information to gather, so many puzzles to solve. Their house was the perfect place for Moraine to find the information she needed. Except that it was not there.


3.1 The difficulty in selecting a prior distribution

Undoubtedly, the most critical and most criticized point of Bayesian analysis deals with the choice of the prior distribution, since, once this prior distribution is known, inference can be led in an almost mechanic way by minimizing posterior losses, computing higher posterior density regions, or integrating out parameters to find the predictive distribution. The prior distribution is the key to Bayesian inference and its determination is therefore the most important step in drawing this inference. To some extent, it is also the most difficult. Indeed, in practice, it seldom occurs that the available prior information is precise enough to lead to an exact determination of the prior distribution, in the sense that many probability distributions are compatible with this information. There are many reasons for this: the decision-maker, the client or the statistician do not necessarily have the time or resources (nor often the willingness) to hunt for an exact prior (which, anyway, may not exist given the information at hand) and they have to complete the partial information they gathered with a subjective input to build a prior distribution.

Most often, it is then necessary to make a (partly) arbitrary choice of the prior distribution, which can drastically alter the subsequent inference. In particular, the systematic use of parametrized distributions (like the normal, gamma, beta, etc., distributions) and the further reduction to *conjugate* distributions (defined below in Section 3.3) cannot be justified at all times, since they trade an improvement in the analytical treatment of the
problem for the subjective determination of the prior distribution and may therefore ignore part of the prior information. Some settings nonetheless call for a partly automated determination of the prior distribution as, for instance, when prior information is totally lacking. We will consider two common techniques, the conjugate prior approach (Section 3.3), which requires a limited amount of information, and the noninformative approach (Section 3.5), which can be directly derived from the sampling distribution.

Historically, critics of the Bayesian paradigm have focused their criticisms on the choice of the prior distribution, starting with Laplace’s as, while Bayes was able to justify his prior modeling on the billiard balls by a physical reasoning (see Section 1.2), the abstract modelings of Laplace on the distribution of white balls in an urn (Example 1.2.3), or on the proportion of boys (Example 1.2.4), both based on a principle of insufficient reason, were more apt to give an opening for criticisms which indeed appeared soon after (see Boole (1854), Venn (1866), Bertrand (1889), and Chrystal (1891)).

These attacks against the Bayesian approach had some validity in the sense that they pointed out that there is no unique way of choosing a prior distribution, and that the choice of the prior distribution has an influence on the resulting inference. This influence can be negligible, moderate or enormous: it is always possible to choose a prior distribution that gives the answer one wishes. The main point here is that, first, ungrounded prior distributions produce unjustified posterior inference and, second, that there is no such thing as the prior distribution, except for very special settings. After years of criticism, the work of Jeffreys (1946) on noninformative priors thus came as a blessing for the Bayesian community because it describes a method to derive the prior distribution directly from the sampling distribution, although some Bayesians disagree with the use of such automated methods (see, e.g., Lindley (1971, 1990)). More recently, theoretical developments on robustness and sensitivity analysis also provided a sounder basis for Bayesian analysis when it is faced with incomplete prior information, while the introduction of hierarchical modeling (Chapter 10) allowed to push the prior selection to higher levels, with an observed decrease in the influence on the resulting inference.

### 3.2 Subjective determination and approximations

#### 3.2.1 Existence

Unless the decision-maker (or statistician) is informed about the (physical, economical, biological, etc.) mechanism underlying the generation of the parameter $\theta$, it is generally quite difficult to propose an exact, or even a parametrized, form for the prior distribution on $\theta$. Indeed, in most cases, $\theta$ does not have an (intrinsic) existence of its own, but rather corresponds to an indexing of the distributions describing the random phenomenon of
interest. The prior $\pi$ is then a tool summarizing the available information on this phenomenon, as well as the uncertainty related with this information. Such settings obviously imply approximations of the true prior distribution—if there is such a thing! In fact, as discussed earlier in Chapter 1, statistical models are most often reductive representations of these random phenomena and, since there is no true model—but only the model closest to the phenomenon for some appropriate distance—it is conceptually difficult to speak of the true value of $\theta$ and, a fortiori, of a true prior.

Example 3.2.1 (Dupuis (1995)) In a capture-recapture experiment (see Section 4.3.3) on lizards, biologists are interested in the migrations of lizards between zones of their habitat (located in a mountainous area in the south of France). After discussions with the biologists, the information available on capture and survival probabilities, $p_t$ and $q_{it}$ respectively, where $t$ and $i$ are indices for the various times and zones respectively, is represented in Table 3.2.1, as prior mean and prior 95% confidence intervals on these probabilities. Many prior distributions are compatible with this prior information, obviously, but, since the beta distribution $Be(\alpha, \beta)$ can be characterized by its mean and a confidence interval (see Exercise 3.1), the statistician chose to use the beta prior distributions given in Table 3.2.1.

Example 3.2.2 A decision-maker wants to model the distributions on both the observations and the parameter as normal distributions: $x_1, \ldots, x_n \sim \mathcal{N}(\theta, 1)$ and $\theta \sim \mathcal{N}(\mu, \tau)$. Since the posterior mean of $\theta$ is

$$\delta^\pi(x_1, \ldots, x_n) = \bar{x} + \frac{\mu}{\tau + 1/n},$$

the hyperparameter $\tau^{-1}$ behaves like the sample size, $n$, while $\mu$ behaves like the sample average, $\bar{x}$. Therefore, these hyperparameters can be approximated by deriving a sample-equivalent of the amount of information brought through $(\mu, \tau)$, for instance, by considering that the (known) mean $\mu$ is the average of a virtual sample of size $1/\tau$. ||
From Prior Information to Prior Distributions

Table 3.2.2. Capture and survival prior modeling corresponding to the information of Table 3.2.1 (Source: Dupuis (1995.).)

<table>
<thead>
<tr>
<th>Time</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Site</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
<td>B</td>
</tr>
<tr>
<td>Time</td>
<td>t=1,3,5</td>
<td>t=2,4</td>
<td>t=1,3,5</td>
<td>t=2,4</td>
<td></td>
</tr>
<tr>
<td>Dist.</td>
<td>Be(6, 14)</td>
<td>Be(8, 12)</td>
<td>Be(12, 12)</td>
<td>Be(3.5, 14)</td>
<td>Be(3.5, 14)</td>
</tr>
<tr>
<td></td>
<td>Be(6.0, 2.5)</td>
<td>Be(6.5, 3.5)</td>
<td>Be(6.0, 2.5)</td>
<td>Be(6.0, 2.5)</td>
<td></td>
</tr>
</tbody>
</table>

From a formal point of view, it is possible to build up a prior distribution the way utility functions were constructed in the previous chapter, by determining a scale of the respective likelihoods of the values of the parameter \( \theta \). When the scaling is coherent, i.e., respects axioms given below, the existence of a prior distribution can be deduced. The existence of subjective prior distributions as a consequence of an ordering of relative likelihoods is very important, since it allows us to escape the restrictive framework of frequentist justifications that are not always applicable. We describe in Note 3.8.1 the axioms underlying this derivation of the existence of a prior distribution from the ordering on the likelihoods, and refer the reader to DeGroot (1970, Chapter 6) for a more thorough treatment (see also Jeffreys (1961) and Bernardo and Smith (1994)).

It often occurs that the subjective determination of the prior distribution leads to incoherences in the likelihood ordering, for psychological reasons, but also because the ability of individuals to identify small probabilities is quite limited. On this topic, as well as on the practical construction of probability distributions and the assessment of forecasters, see DeGroot and Fienberg (1983), Dawid (1984), Lindley (1985) and Smith (1988).

Example 3.2.3 A study in the *New England Journal of Medicine* showed that 44% of the questioned individuals were ready to undertake a treatment against lung cancer when told that the survival probability was 68%. However, only 18% were still willing to undertake it when told that the probability of failure (death) was 32%.

3.2.2 Approximations to the prior distribution

When the parameter space, \( \Theta \), is finite, one can often obtain a subjective evaluation of the probabilities of the different values of \( \theta \). Sometimes, but not always, it is possible to use past experiments of the same type. Think, for instance, of constructing the probability of a nuclear war! (See Press (1989) for such a construction.) More fundamentally, this frequentist approach leads to the conceptual question of the *repeatability* of experiments...
3.2 Subjective determination and approximations

(Are experimental settings always the same? Can a previous experiment be without effect on the following one?) Jeffreys (1961) provides an extended criticism of this assumption.

When the parameter space $\Theta$ is noncountable, for instance, equal to an interval, the subjective determination of the prior $\pi$ is obviously much more complicated. A first approximation of $\pi$ is usually obtained through a partition of $\Theta$ in sets (e.g., intervals) and determination of the probability of each set; $\pi(\theta)$ is thus approached by an histogram. An alternative approach is to select significant elements of $\Theta$, to evaluate their respective likelihoods and to deduce a likelihood curve proportional to $\pi$. In both cases, a major difficulty occurs when $\Theta$ is not bounded, due to the construction of the tails of the distribution, since it is quite complicated to evaluate subjectively the probabilities of the extreme regions of the parameter space, while the shape and properties of the resulting estimators deeply depend on them (see Example 3.2.6).

When no direct information is available on $\theta$, an alternative approach is to use the marginal distribution of $x$, 

$$m(x) = \int_{\Theta} f(x|\theta)\pi(\theta) \, d\theta$$

to derive information on $\pi$. Several techniques have been proposed in the literature (see Berger (1985a, §3.6)); apart from the moment method, we can mention the maximum entropy and the ML-II methods (Good (1983)).

The basis for this derivation is that it may occur that the observed random phenomenon can be incorporated into a larger class (or a meta-model) about which information is available. For instance, if $\theta$ is the average daily milk production of a given dairy cow, information about $\theta$ can be gathered from the production of the herd it belongs to, although these observations originate from the marginal distribution. This perspective is at the core of hierarchical models (Chapter 10).

3.2.3 Maximum entropy priors

If some characteristics of the prior distribution (moments, quantiles, etc.) are known, assuming that they can be written as prior expectations,

$$(3.2.1) \quad \mathbb{E}_{\pi}[g_k(\theta)] = \omega_k$$

$(k = 1, \ldots, K)$, a way to select a prior $\pi$ satisfying these constraints is the maximum entropy method, developed in Jaynes (1980, 1983).

In a finite setting, the entropy is defined as

$$\mathcal{E}(\pi) = -\sum_i \pi(\theta_i) \log(\pi(\theta_i)).$$

This quantity has been introduced by Shannon (1948) as a measure of uncertainty in information theory and signal processing. The prior $\pi$ maximizing the entropy is, in this information-theoretic sense, minimizing the
prior information brought through $\pi$ about $\theta$. The maximum entropy distribution, under the moment constraints (3.2.1), is associated with the density

$$
\pi^*(\theta_i) = \frac{\exp\left\{ \sum_1^K \lambda_k g_k(\theta_i) \right\}}{\sum_j \exp\left\{ \sum_1^K \lambda_k g_k(\theta_j) \right\}},
$$

the numbers $\lambda_k$ being derived from (3.2.1) as Lagrange multipliers. For instance, if there is no constraint on $\pi$, the maximum entropy distribution is the uniform distribution on $\Theta$. (This is a problem because it means the maximum entropy priors are not invariant under reparameterization; see Section 3.5.1).

The extension to the continuous case is quite delicate, as it involves the choice of a reference measure, $\pi_0$, which can be seen as the completely noninformative distribution, i.e., the maximum entropy prior when no constraint is imposed. This reference measure can be selected in many ways, as explained in Section 3.5, while the maximum entropy distribution depends on this choice. When a group structure is available (and accepted as part of the prior information) for the problem of interest, it is usually agreed that the right-invariant Haar measure associated with this group is the natural choice for $\pi_0$. (Justifications for such a choice are given in Chapter 9.) The reference measure $\pi_0$ being selected, the entropy of $\pi$ is defined as

$$
\mathcal{E}(\pi) = \mathbb{E}^{\pi_0} \left[ \log \left( \frac{\pi(\theta)}{\pi_0(\theta)} \right) \right] = \int \log \left( \frac{\pi(\theta)}{\pi_0(\theta)} \right) \pi_0(d\theta),
$$

which is also the Kullback–Leibler distance between $\pi$ and $\pi_0$. In this case, the maximum entropy distribution under (3.2.1) is given by the density

$$
(3.2.2) \quad \pi^*(\theta) = \frac{\exp\left\{ \sum_1^K \lambda_k g_k(\theta) \right\} \pi_0(\theta)}{\int \exp\left\{ \sum_1^K \lambda_k g_k(\eta) \right\} \pi_0(d\eta)},
$$

thus showing the importance of $\pi_0$. Notice that the above distributions $\pi^*$ are necessarily in an exponential family (see Section 3.3.3).

In addition to the dependence on $\pi_0$ exhibited in (3.2.2), another drawback of the maximum entropy method is that the constraints (3.2.1) are not always sufficient to derive a distribution on $\theta$. Notice that this is often the case when characteristics (3.2.1) are related with the quantiles, since the functions $g_k(\theta)$ are of the form $\mathbf{1}_{(-\infty, a_k]}(\theta)$ or $\mathbf{1}_{(b_k, \infty]}(\theta)$.

Example 3.2.4 Consider $\theta$, a real parameter such that $\mathbb{E}^{\pi}[\theta] = \mu$. If the reference measure $\pi_0$ is the Lebesgue measure on $\mathbb{R}$, the maximum entropy prior satisfies $\pi^*(\theta) \propto e^{\lambda \theta}$ and cannot be normalized into a probability distribution. On the contrary, if in addition it is known that $\text{var}(\theta) = \sigma^2$, then

$$
\pi^*(\theta) = \frac{\exp\left\{ \sum_1^K \lambda_k g_k(\theta) \right\} \pi_0(\theta)}{\int \exp\left\{ \sum_1^K \lambda_k g_k(\eta) \right\} \pi_0(d\eta)}.
$$
the corresponding maximum entropy prior is
\[ \pi^*(\theta) \propto \exp\{\theta \lambda_1 + \theta^2 \lambda_2\}, \]
i.e., the normal distribution \( \mathcal{N}(\mu, \sigma^2) \).


### 3.2.4 Parametric approximations

A frequently used alternative when building up a continuous prior consists of arbitrarily restricting the choice of \( \pi \) to a parametrized type of density and determining the corresponding parameters, either through the moments, or through the quantiles, since the latter are more robust. For instance, subjective evaluations of the median and the 75% quantile are enough to identify the two parameters of a normal distribution. (See also Example 3.2.1.)

**Example 3.2.5** Let \( X_i \sim \mathcal{B}(n_i, p_i) \) be the number of passing students in a freshman calculus course of \( n_i \) students. Over the previous years, the average of the \( p_i \) is 0.70, with variance 0.1. If we assume that the \( p_i \)'s are all generated according to the same beta distribution, \( \mathcal{B}(\alpha, \beta) \), the parameters \( \alpha \) and \( \beta \) can be estimated through
\[
\frac{\alpha}{\alpha + \beta} = 0.7, \quad \frac{\alpha \beta}{(\alpha + \beta)^2(\alpha + \beta + 1)} = 0.1,
\]
i.e., \( \alpha = 0.77, \beta = 0.33 \), leading to the prior distribution
\[ p \sim \mathcal{B}(0.77, 0.33). \]

The choice of a beta distribution is motivated in this setting by conjugate prior arguments (see Section 3.3).

The moment method is often impractical and sometimes produces impossible values of the parameters; for instance, it can give negative variances. However, a deeper drawback of most parametric approaches is that the selection of the parametrized family is based on ease in the mathematical treatment, not on a subjective basis such as a preliminary histogram approximating \( \pi \). These approaches may even lead to a partial rejection of the available information, on the grounds that it is not compatible with the parametric distribution. For instance, in Examples 3.2.1 and 3.2.5, the additional prior knowledge of the median may prevent the use of a beta distribution. Actually, the derivation of a distribution from a histogram may also be misleading since different families may fit the histogram and still lead to quite different inferences. (Nonetheless, we will study in the next section a particular parametrized prior determination in detail, since limited information settings call for parametrized prior distributions.)
Example 3.2.6 (Berger (1985a)) Let $x \sim \mathcal{N}(\theta, 1)$. Assume that the prior median of $\theta$ is 0, the first quartile is $-1$, and the third quartile is $+1$. Then, if the prior distribution on $\theta$ is of the form $\mathcal{N}(\mu, \tau)$, we must have $\theta \sim \mathcal{N}(0, 2.19)$. On the contrary, the choice of a Cauchy distribution implies $\theta \sim \mathcal{C}(0, 1)$. Under a quadratic loss, the Bayes estimator will be in the first case

$$\delta^\pi_1(x) = x - \frac{x}{3.19}$$

and, for $|x| \geq 4$,

$$\delta^\pi_2(x) \approx x - \frac{x}{1 + x^2}$$
in the second case (see Berger and Srinivasan (1978)). Therefore, for $x = 4$, which is an observation quite compatible with the prior information in both cases, the two estimations would be $\delta^\pi_1(4) = 2.75$ and $\delta^\pi_2(4) = 3.76$.

These posterior discrepancies call for some tests on the validity (or robustness) of the selected priors, depending on the observation, in order to evaluate how a slight change in the prior distribution is perceived in the inference about the parameter of interest. (Section 3.5 deals with this evaluation.) The example below illustrates again the fact that an item of information that is too vague can produce very different conclusions, depending on the way it is interpreted.

Example 3.2.7 (Goutis (1990, 1994)) Let $x \sim f(x|\theta)$, with $\theta \in \mathbb{R}$, and assume that the prior mean of $\theta$, $\mu_1$, is known. Too many prior distributions agree with this piece of information, since

$$\inf \pi \mathbb{E}^\pi[\theta|x] = -\infty \quad \text{and} \quad \sup \pi \mathbb{E}^\pi[\theta|x] = +\infty$$

and no useful inference can be derived from this single fact; notice that, in this setting, it is not possible to construct a maximum entropy distribution either (see Example 3.2.4). If, in addition, the prior variance $\mu_2$, is fixed,
the variability of the posterior answers is more restricted since

\[ -\infty < \inf_{\pi} \mathbb{E}_{\pi}[\theta|x] \leq \sup_{\pi} \mathbb{E}_{\pi}[\theta|x] < +\infty, \]

as long as \( f(x|\theta) \) is positive in a neighborhood of \( \mu_1 \) and bounded when \( |\theta - \mu_1| \) is large. Under the same set of assumptions, we have, in addition,

\[ 0 = \inf_{\pi} \text{Var}_{\pi}[\theta|x] \leq \sup_{\pi} \text{Var}_{\pi}[\theta|x] < +\infty. \]

Table 3.2.4 gives the exact range of the bounds (3.2.3) and (3.2.4) for a normal distribution \( \mathcal{N}(\theta, 1) \) and \( \mu_1 = 0 \).

### 3.2.5 Other techniques

**Empirical** and **hierarchical** Bayes techniques are two rather antagonistic approaches that naturally incorporate uncertainty about the prior distribution and will be detailed in Chapter 9 (see also Carlin and Louis (2000a)). The empirical Bayes technique relies on the observations (and the marginal distribution) to estimate the parameters of the prior distribution; it is used by frequentists more often than by Bayesians because it does not belong to the Bayesian paradigm. Formally, it seems paradoxical to choose a prior distribution *a posteriori*! More fundamentally, the choice of \( \pi \) depending on \( x \), the derived estimators do not enjoy the optimality properties of the true Bayes estimators. A last criticism is that too many choices are possible for the estimation techniques used in the construction of the prior distribution, thus leading to an important arbitrariness in the selection of the prior.

The hierarchical Bayes approach models the lack of information on the parameters of the prior distribution according to the Bayesian paradigm, i.e., through another prior distribution on these parameters (the parameters of this distribution are then called **hyperparameters** and this new prior a **hyperprior**). Although this choice may seem too abstract conceptually, Bayesians usually prefer this approach over the empirical Bayes alternative because it generally provides better estimators in practical and theoretical senses. (Chapter 10 presents and compares these two techniques.)

### 3.3 Conjugate priors

#### 3.3.1 Introduction

When prior information about the model is too vague or unreliable, a full subjective derivation of the prior distribution is obviously impossible. Other reasons (time delays, cost prohibitions, lack of communication between the statistician and the decision maker, etc.) may explain the absence of a well-defined prior distribution. Moreover, objectivity requirements may force the statistician to provide an answer with as little subjective input as possible, in order to base the inference on the sampling model alone. These settings
may seem to call for a non-Bayesian solution (maximum likelihood estimator, best unbiased estimator, etc.). However, keeping in mind the Bayesian foundations of the frequentist optimality criteria (see Chapters 2, 8 and 9), it appears preferable to follow a Bayesian approach, using an objective prior derived from the model as a technical tool. When no prior information at all is available, these priors are called noninformative and are considered in Section 3.5.

First, we study in this section a classical parametric approach which involves a subjective input as limited as possible, and which underlies both the hierarchical and empirical Bayes techniques of Chapter 10. Besides requiring a minimal subjective input, conjugate priors can indeed be considered a starting point to build up prior distributions based on limited prior input, whose imprecision can be assessed through additional prior distributions. The reader should be aware, however, from the beginning that the common impression that conjugate priors are noninformative priors is false: the choice of conjugate priors, while arguable as shown below, is still a choice and, therefore, influences the resulting inference to some extent. Moreover, it may force to ignore part of the prior information if the later is not entirely compatible with the conjugate prior format and also there are other priors with the same limited input, but with a more limited influence on the resulting inference (see Section 3.6).

**Definition 3.3.1** A family $F$ of probability distributions on $\Theta$ is said to be conjugate (or closed under sampling) for a likelihood function $f(x|\theta)$ if, for every $\pi \in F$, the posterior distribution $\pi(\theta|x)$ also belongs to $F$.

A trivial example of a conjugate family is the set $F_0$ made of all distributions on $\Theta$, which is, of course, useless for the choice of a prior distribution. The main interest of conjugacy becomes more apparent when $F$ is as small as possible and parametrized. Indeed, when $F$ is parametrized, switching from prior to posterior distribution is reduced to an updating of the corresponding parameters. This property alone can explain why conjugate priors are so popular, since the posterior distributions are always computable (at least to a certain extent). On the contrary, such a justification is rather weak from a subjective point of view and any other parametrized family would be as convenient. Notice that the goal to obtain the minimal conjugate family as the intersection of all conjugate families is unfortunately doomed to failure, since this intersection is empty (Exercise 3.13).

### 3.3.2 Justifications

The conjugate prior approach, which originated in Raiffa and Schlaifer (1961), can be partly justified through an invariance reasoning. Actually, when the observation of $x \sim f(x|\theta)$ modifies $\pi(\theta)$ into $\pi(\theta|x)$, the information conveyed by $x$ about $\theta$ is obviously limited; therefore, it should
not lead to a modification of the whole structure of $\pi(\theta)$, but simply of its parameters. In other words, the modification resulting from the observation of $x$ should be of finite dimension. A more radical change of $\pi$ is thus unacceptable and the choice of the prior distributions should always be made among conjugate distributions, whatever the prior information is.

De Finetti (1974) somehow held similar views because he considered that the prior information could be translated into virtual past observations, as in Example 3.2.2, leading necessarily to conjugate priors for exponential families (see below). This requirement unfortunately becomes paradoxical in the extreme case when the whole prior distribution is already available! But conjugate priors are mainly used in limited information environments, since they only call for the determination of a few parameters. Another justification for using conjugate priors is that some Bayes estimators are then linear, as shown by Diaconis and Ylvisaker (1979) (see Proposition 3.3.13, below). Nonetheless, we must acknowledge that the main motivation for using conjugate priors remains their tractability.

This particular modeling through a parametrized family of priors is indeed attractive, since it allows for an explicit treatment of posterior distributions. These conjugate priors are sometimes called objective because the sampling model, $f(x|\theta)$, entirely determines the class of priors, but any method deriving priors automatically from sampling distributions would be similarly objective. A contrario, the use of conjugate priors is strongly suspicious for subjective Bayesians because it is mainly justified on technical grounds, rather than for its proper fitting of the available prior information. The role of conjugate priors is thus to provide a first approximation to the adequate prior distribution, which should be followed by a robustness analysis (see Section 3.5). We will see in Section 3.4 that they are more justified if treated as a basis (in the functional sense) for prior information modeling.

### 3.3.3 Exponential families

Conjugate prior distributions are usually associated with a particular type of sampling distribution that always allows for their derivation, and is even characteristic of conjugate priors, as we will see below. These distributions constitute what is called exponential families, studied in detail in Brown (1986).

**Definition 3.3.2** Let $\mu$ be a $\sigma$-finite measure on $X$, and let $\Theta$ be the parameter space. Let $C$ and $h$ be functions, respectively, from $X$ and $\Theta$ to $\mathbb{R}_+$, and let $R$ and $T$ be functions from $\Theta$ and $X$ to $\mathbb{R}^k$. The family of distributions with densities (w.r.t. $\mu$)

$$f(x|\theta) = C(\theta)h(x)\exp\{R(\theta) \cdot T(x)\}$$

(3.3.1)

is called an exponential family of dimension $k$. In the particular case when
\[ \Theta \subset \mathbb{R}^k, \mathcal{X} \subset \mathbb{R}^k \text{ and} \]
\[ f(x|\theta) = C(\theta)h(x)\exp\{\theta \cdot x\}, \quad (3.3.2) \]
the family is said to be natural.

Notice that a change of variables from \( x \) to \( z = T(x) \) and a reparameterization from \( \theta \) to \( \eta = R(\theta) \) authorizes us to consider mainly the natural form (3.3.2), although the spaces \( T(\mathcal{X}) \) and \( R(\Theta) \) may be difficult to describe and work with.

From an analytic point of view, exponential families have many interesting properties (see Brown (1986)). In particular, they are such that, for any sample from (3.3.1), there exists a sufficient statistic of constant dimension. Indeed, if \( x_1, \ldots, x_n \sim f(x|\theta) \), with \( f \) satisfying (3.3.2),
\[ \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \in \mathbb{R}^k \]
is sufficient for every \( n \). The converse of this result has also been established by Koopman (1936) and Pitman (1936) (see also Jeffreys (1961, §3.7.1) for a proof).

**Theorem 3.3.3 (Pitman–Koopman Lemma)** If a family of distributions \( f(\cdot|\theta) \) is such that, for a sample size large enough, there exists a sufficient statistic of constant dimension, the family is exponential if the support of \( f(\cdot|\theta) \) does not depend on \( \theta \).

The restriction on the support of \( f(x|\theta) \) is necessary for the lemma to hold because the uniform \( U([-\theta, \theta]) \) and the Pareto \( P(\alpha, \theta) \) distributions also satisfy this property (see Example 3.3.10). These distributions could actually be called *quasi-exponential* families because they partake of many interesting properties of exponential families, including the existence of constant-dimension sufficient statistics and of conjugate priors (Exercise 3.15).

Many common continuous and discrete distributions belong to exponential families.

**Example 3.3.4** If \( S \) is the simplex of \( \mathbb{R}^k \),
\[ S = \left\{ \omega = (\omega_1, \ldots, \omega_k); \sum_{i=1}^{k} \omega_i = 1, \omega_i > 0 \right\}, \]
the Dirichlet distribution on \( S, \mathcal{D}_k(\alpha_1, \ldots, \alpha_k) \), is an extension of the beta distribution, which is defined by
\[ f(p|\alpha) = \frac{\Gamma(\alpha_1 + \cdots + \alpha_k)}{\Gamma(\alpha_1) \cdots \Gamma(\alpha_k)} \prod_{i=1}^{k} p_i^{\alpha_i-1} \mathbb{1}_S(p), \]
where \( p = (p_1, \ldots, p_k) \). Since

\[
f(p|\alpha) = C(\alpha)h(p) \exp \left( \sum_{i=1}^{k} \alpha_i \log(p_i) \right),
\]

the Dirichlet distributions constitute a natural exponential family for \( T(p) = (\log(p_1), \ldots, \log(p_k)) \).

\[ \parallel \]

**Example 3.3.5** Let \( x \sim \mathcal{N}_p(\theta, \sigma^2 I_p) \). Then

\[
f(x|\theta) = \frac{1}{\sigma^p (2\pi)^{p/2}} \exp \left( -\sum_{i=1}^{p} (x_i - \theta_i)^2 / 2\sigma^2 \right)
\]

\[
= C(\theta, \sigma)h(x) \exp \{x.(\theta/\sigma^2) + ||x||^2(-1/2\sigma^2)\}
\]

and the normal distribution belongs to an exponential family with natural parameters \( \theta/\sigma^2 \) and \(-1/2\sigma^2\). Similarly, if \( x_1, \ldots, x_n \sim \mathcal{N}_p(\theta, \sigma^2 I_p) \), the joint distribution satisfies

\[
f(x_1, \ldots, x_n) = C'(\theta, \sigma)h'(x_1, \ldots, x_n)
\]

\[
\times \exp \left\{ n\bar{x} \cdot (\theta/\sigma^2) + \sum_{i=1}^{n} ||x_i - \bar{x}||^2(-1/2\sigma^2) \right\}
\]

and the statistic \((\bar{x}, \sum_i ||x_i - \bar{x}||^2)\) is sufficient for all \( n \geq 2 \).

\[ \parallel \]

In the previous example, notice that the parameter space is of dimension \( p + 1 \), while the dimension of the observable, \( x \), is \( p \). While the dimension of an exponential family is not fixed, since it is always possible to add convex combinations of the original parameters as additional (and useless) parameters, there is an intrinsic minimal dimension associated with this family.

**Definition 3.3.6** Let \( f(x|\theta) = C(\theta)h(x) \exp(\theta.x) \) be a natural exponential family. The natural parameter space is

\[
N = \left\{ \theta; \int_{\mathcal{X}} e^{\theta \cdot x} h(x) \, d\mu(x) < +\infty \right\}.
\]

The family is said to be regular if \( N \) is an open set and minimal if \( \dim(N) = \dim(K) = k \), where \( K \) is the closure of the convex envelope of the support of \( \mu \).

It is always possible to reduce an exponential family to a standard and minimal form of dimension \( m \), and this dimension \( m \) does not depend on the chosen parameterization (Brown (1986, pp. 13–16)). (See Exercise 3.23 for the example of a non-regular exponential family.)

Natural exponential families can also be rewritten under the form

\[
f(x|\theta) = h(x)e^{\theta \cdot x - \psi(\theta)}
\]

(3.3.3)
and $\psi(\theta)$ is called the *cumulant generating function* for the following reason, whose proof is left to the reader.

**Lemma 3.3.7** If $\theta \in \hat{N}$, the interior set of $N$, the cumulant generating function $\psi$ is $C^\infty$ and

$$E_\theta[x] = \nabla \psi(\theta), \quad \text{cov}(x_i, x_j) = \frac{\partial^2 \psi}{\partial \theta_i \partial \theta_j}(\theta),$$

where $\nabla$ denotes the gradient operator.

**Example 3.3.8** Let $x \sim \mathcal{P}(\lambda)$. Then

$$f(x|\lambda) = e^{-\lambda} \frac{\lambda^x}{x!} = \frac{1}{x!} e^{\theta.x - e^\theta}$$

and $\psi(\theta) = \exp(\theta)$ for the natural parameter $\theta = \log \lambda$. Therefore, $E_\lambda[x] = e^\theta = \lambda$ and $\text{var}(x) = \lambda$.

The regular structures of exponential families allow for numerous statistical developments, as shown by the extensive literature on the subject. (See, for instance, the classification of exponential families according to the type of variance function: Morris (1982), Letac and Mora (1990), and Exercises 3.24 and 10.33.) We show in Section 3.3.4 that they also allow for a straightforward derivation of conjugate priors.

**Example 3.3.9** If $x \sim \mathcal{N}(\theta, \theta^2)$ in a multiplicative model, the conjugate prior is not the normal distribution. The likelihood is proportional to

$$\frac{1}{|\theta|} \exp\left\{ \frac{x}{\theta} - \frac{x^2}{2\theta^2} \right\}$$

and the distribution induces an exponential family of dimension 2. Therefore, the *generalized inverse normal* distributions $\mathcal{IN}(\alpha, \mu, \tau)$, with density

$$\pi(\theta) \propto |\theta|^{-\alpha} \exp\left\{ -\left( \frac{1}{\theta} - \mu \right)^2 / 2\tau^2 \right\}$$

constitute a conjugate family in this model. This family of distributions, which belongs to the exponential family, generalizes the distribution of the inverse of a normal observation (which corresponds to the case $\alpha = 2$). (See Exercise 3.33 for details.)

Obviously, most distributions do not belong to an exponential family! For instance, Student’s $t$-distribution, $\mathcal{T}_p(\nu, \theta, \sigma^2)$, cannot be written under the form (3.3.1). Definition 3.3.2 also excludes all distributions with non-constant support, while some do allow for conjugate priors with a finite number of parameters (or, more exactly, *hyperparameters*).

**Example 3.3.10** Pareto distributions, $\mathcal{P}(\alpha, \theta)$, with density

$$f(x|\alpha, \theta) = \alpha \frac{\theta^\alpha}{x^{\alpha+1}} I_{[\theta, +\infty]}(x) \quad (\theta > 0),$$
are such distributions since, although outside the exponential family framework because their support depends on \( \theta \), they allow for simple conjugate distributions on \( \theta \), namely, Pareto distributions for \( 1/\theta \).

Other examples of families where conjugate priors are available are \( U[-\theta, \theta] \) and \( U[0, \theta] \) distributions; these distributions are also quasi-exponential, since they allow for sufficient statistics of constant dimension. For instance, if \( x_1, \ldots, x_n \sim U[-\theta, \theta] \), a sufficient statistic is the order statistic \( (x_1, x_{(n)}) \), where \( x_1 \) denotes the smallest value in the sample and \( x_{(n)} \) the largest.

Note that, in Example 3.3.9, the conjugate prior on \( \theta \) depends on three hyperparameters, \( \alpha, \mu, \) and \( \tau^2 \); therefore, its use induces a greater complexity than the sampling distribution. This phenomenon, that is, the fact that the structure of the model requires a larger number of hyperparameters, is often encountered for curved exponential families, for instance when a natural reparameterization by \( \eta = R(\theta) \) is not useful because of the constraints on the natural parameters. It is obviously a drawback, since the values of these hyperparameters have to be determined to derive an inference on \( \theta \) using conjugate priors.

When a distribution does not allow for conjugate families, except the trivial \( F_0 \), it is sometimes possible to express the distribution as a mixture of distributions from exponential families; \( f \) is then said to be a hidden mixture, since this mixture representation is of no importance for the inferential problem, but is useful for the practical computation of posterior distributions and Bayes estimators, as shown in Chapter 6.

**Example 3.3.11** (Dickey (1968)) For Student’s \( t \)-distribution, there exists a hidden mixture representation through the normal distribution, since \( f(x|\theta) \) is the mixture of a normal distribution and an inverse gamma
distribution: If \( x \sim T_1(p, \theta, \sigma^2) \),
\[
x|z \sim N(\theta, z\sigma^2), \quad z^{-1} \sim G(p/2, p/2).
\]
A technically interesting prior on \( \theta \) is then \( N(\mu, \tau^2) \) and most of the computations can be done conditional upon \( z \). This decomposition is more useful when \( x \) is multidimensional because some integrals can then be expressed as being one-dimensional.

**Example 3.3.12** Several noncentral distributions can be written as the (hidden) mixture of the corresponding central distribution by a Poisson distribution, due to an *infinite divisibility* property (see Feller (1971, Chapter 9)). For instance, this is the case for the noncentral chi-squared distribution, \( \chi^2_p(\lambda) \): When \( x \sim \chi^2_p(\lambda) \), the generation of \( x \) can also be decomposed as
\[
x|z \sim \chi^2_{p+2z}, \quad z \sim \mathcal{P}(\lambda/2).
\]
This decomposition is used in James and Stein (1961) to express the risk of the James–Stein estimator and derive a sufficient condition of domination of the maximum likelihood estimator (see Note 2.8.2).

### 3.3.4 Conjugate distributions for exponential families

Consider \( f(x|\theta) = h(x)e^{\theta x - \psi(\theta)} \), a generic distribution from an exponential family. It then allows for a conjugate family, as shown by the following result (whose proof is straightforward).

**Proposition 3.3.13** A conjugate family for \( f(x|\theta) \) is given by
\[
\pi(\theta|\mu, \lambda) = K(\mu, \lambda) e^{\theta \mu - \lambda \psi(\theta)},
\]
where \( K(\mu, \lambda) \) is the normalizing constant of the density. The corresponding posterior distribution is \( \pi(\theta|\mu + x, \lambda + 1) \).

The measure defined by (3.3.4) is \( \sigma \)-finite; it induces a probability distribution on \( \Theta \) if and only if
\[
(3.3.5) \quad \lambda > 0 \quad \text{and} \quad \frac{\mu}{\lambda} \in \mathbb{R}.
\]
(Exercise 3.35). It is only when (3.3.5) holds that \( K(\mu, \lambda) \) is well defined. Therefore, there is an automated way to deduce a conjugate distribution from \( f(x|\theta) \); this is why (3.3.4) is often called the *natural conjugate distribution* of \( f \). Table 3.3.4 presents the conjugate distributions for the usual distributions belonging to an exponential family.\(^1\) Obviously, Bayesian inference cannot be conducted unless the hyperparameters \( \mu \) and \( \lambda \) are known.

\(^1\) Since the conjugate distributions are also from an exponential family, Bar-Lev et al. (1994) have studied a reciprocal problem, namely the determination of the distributions \( \pi(\theta) \) for which an exponential family has \( \pi(\theta) \) as conjugate distribution.
The automatic aspect of conjugate priors is thus misleading because they still require a subjective input through the determination of these values. Notice also that (3.3.4) requires an additional parameter, compared with $f(x|\theta)$.

For natural exponential families, conjugate priors have an additional appeal, as shown by Diaconis and Ylvisaker (1979): If $\xi(\theta)$ is the expectation of $x \sim f(x|\theta)$, the posterior mean of $\xi(\theta)$ is linear in $x$ for a conjugate prior distribution.

**Proposition 3.3.14** If $\Theta$ is an open set in $\mathbb{R}^k$ and $\theta$ has the prior distribution

$$
\pi_{\lambda,x_0}(\theta) \propto e^{\theta \cdot x_0 - \lambda \psi(\theta)}
$$

with $x_0 \in \mathcal{X}$, then

$$
\mathbb{E}^{\pi}[\xi(\theta)] = \mathbb{E}^{\pi}[\nabla \psi(\theta)] = \frac{x_0}{\lambda}.
$$

Therefore, if $x_1, \ldots, x_n$ are i.i.d. $f(x|\theta)$,

\begin{equation}
\mathbb{E}^{\pi}[\xi(\theta)|x_1, \ldots, x_n] = \frac{x_0 + n \bar{x}}{\lambda + n}.
\end{equation}

This result is well known for the normal distributions and can be generalized for all exponential families. (The proof is straightforward.) Equation (3.3.6) shows that the parameter $\lambda$ is similar to the sample size $n$. Its
determination can therefore be achieved, if necessary, by considering that
the prior information on \( x_0 \) originated from a virtual sample of size \( \lambda \).
Brown (1986) shows that Proposition 3.3.14 can be extended to the case
where \( \pi_{\lambda,x_0} \) is improper, for instance when \( \lambda = 0 \) and \( x_0 = 0 \). In this
case, the posterior expectation is \( \bar{x} \), which is also the maximum likelihood
estimator of \( \xi(\theta) \).
Diaconis and Ylvisaker (1979) have shown, in addition, a reciprocal to
this proposition, namely, that, under specific regularity conditions, if the
dominating measure is continuous with respect to the Lebesgue measure,
linearity of \( \mathbb{E}^\pi[\xi(\theta)|x] \) as in (3.3.6) implies that the prior distribution is of
the form (3.3.2). Discrete-case extensions are more delicate.
While exponential families usually allow for an easy processing and, in
particular, for the convenient call to conjugate prior distributions and the
analytical derivation of posterior means, as in Proposition 3.3.14, this is
not always the case. For instance, when \( x \sim \text{Be}(\alpha, \theta) \) with known \( \alpha \), the
distribution belongs to an exponential family because
\[
f(x|\theta) \propto \frac{\Gamma(\alpha + \theta)(1 - x)\theta}{\Gamma(\theta)},
\]
but the conjugate distributions are not easily manageable, as
\[
\pi(\theta|x_0, \lambda) \propto \left( \frac{\Gamma(\alpha + \theta)}{\Gamma(\theta)} \right) \lambda (1 - x_0)^\theta
\]
involves the Gamma function \( \Gamma(\theta) \), which does not have a closed-form ex-
pression.

**Example 3.3.15** *Logistic regression* is used to describe qualitative mod-
els as in Example 1.1.1. Given an indicator variable \( y \), which only takes
values in \( \{0, 1\} \), and explanatory variables \( x \in \mathbb{R}^k \), the distribution of \( y \)
conditional on \( x \) is
\[
(3.3.7) \quad P_\alpha(y = 1) = 1 - P_\alpha(y = 0) = \frac{\exp(\alpha^t x)}{1 + \exp(\alpha^t x)}.
\]
This model allows for the extension of the quite useful linear regression
model to more qualitative settings. For a sample \((y_1, x_1), \ldots, (y_n, x_n)\) from
(3.3.7), the model is indeed exponential *conditional upon the \( x_i \)'s*, as
\[
f(y_1, \ldots, y_n|x_1, \ldots, x_n, \alpha) = \exp \left( \alpha^t \sum_{i=1}^n y_i x_i \right) \prod_{i=1}^n (1 + e^{\alpha^t x_i})^{-1},
\]
which only depends on the sufficient statistic \( \sum_{i=1}^n y_i x_i \). In practice, the
conjugate priors are rather difficult to handle because they are of the form
\[
\pi(\alpha|y_0, \lambda) \propto e^{\alpha^t y_0} \prod_{i=1}^n (1 + e^{\alpha^t x_i})^{-\lambda}.
\]
The normalizing constant for \( \pi(\alpha|y_0, \lambda) \) is unknown and approximations of
posterior quantities such as the posterior mean and posterior median can
only be achieved through simulation techniques presented in Chapter 6. ||

3.4 Criticisms and extensions

As seen above, the automated aspect of conjugate distributions is simultaneously an advantage and a nuisance. In addition to invariance and linearity arguments, it has been argued that this is an objective approach, where the subjective input is reduced to the choice of the hyperparameters. Barring the fact that objectivity is a concept difficult to define, it can be countered that any other prior distribution with the same number of hyperparameters would seem equally objective. Moreover, the conjugate priors are not necessarily the most robust prior distributions (see Section 3.5) and, from this point of view, alternative distributions could be preferred, if the imperative is to minimize the influence of the prior input on the inferential output. The following example shows how the choice of the prior can modify the posterior distribution for small sample sizes.

Example 3.4.1 (Diaconis and Ylvisaker (1985)) When a coin is spun on its edge, instead of being thrown in the air, the proportion of heads is rarely close to $1/2$, but is rather $1/3$ or $2/3$ because of irregularities in the edge that cause the game to favor one side or the other. When spinning, $n$ times, a given coin on its edge, we observe the number of heads, $x \sim \mathcal{B}(n, p)$. The prior distribution on $p$ is then likely to be bimodal; this cannot be modeled through a conjugate prior $\pi_1$ like $\mathcal{B}(1, 1)$. A mixture prior distribution $\pi_2$ such as

$$\frac{1}{2} [\mathcal{B}(10, 20) + \mathcal{B}(20, 10)]$$

is indeed more appropriate. It may also be the case that previous experiments with the same coin have already hinted at a bias toward head and that they lead to the following alternative, $\pi_3$:

$$0.5 \mathcal{B}(10, 20) + 0.2 \mathcal{B}(15, 15) + 0.3 \mathcal{B}(20, 10).$$

Figure 3.4.1 provides the graphs of the two prior densities above, along with the neutral $\mathcal{B}(1, 1)$ prior, the differences between the three prior modelings being quite important. If, for $n = 10$, we observe $x = 3$, the corresponding posterior distributions are

(i) $\mathcal{B}(1 + x, 1 + n - x)$, i.e., $\mathcal{B}(4, 8)$;
(ii) $0.84 \mathcal{B}(13, 27) + 0.16 \mathcal{B}(23, 17)$; and
(iii) $0.77 \mathcal{B}(13, 27) + 0.16 \mathcal{B}(18, 22) + 0.07 \mathcal{B}(23, 17)$.

In (ii), the posterior probability weights are obtained as being proportional to

$$\frac{1}{2} \mathcal{B}(13, 27) \quad \text{and} \quad \frac{1}{2} \mathcal{B}(23, 17).$$
and, for (iii),
\[
0.5 \frac{B(13, 27)}{B(10, 20)}, \quad 0.2 \frac{B(18, 22)}{B(15, 15)}, \quad \text{and} \quad 0.3 \frac{B(23, 17)}{B(20, 10)},
\]
where
\[
B(a, b) = \frac{\Gamma(a)\Gamma(b)}{\Gamma(a + b)}
\]
is the inverse of the normalizing term in the beta density (defined in Appendix A.3), which must be approximated using numerical methods.

Therefore, for this sample, the three posterior means, \(1/3\), 0.365, and 0.362 respectively, are fairly close but the shapes of the posterior distributions still differ (see Figure 3.4). Consider now a sample of size \(n = 50\) with \(x = 36\). The posterior distributions are

(i) \(Be(15, 37)\);

(ii) \(0.997 Be(24, 56) + 0.003 Be(34, 46)\); and

(iii) \(0.95 Be(24, 56) + 0.047 Be(29, 51) + 0.003 Be(34, 46)\).

They are then much closer than for \(n = 10\), as shown by Figure 3.4.

Two general remarks logically stem from this example. First, it shows that prior modeling is indeed important for small sample sizes, but also that it becomes less important as the sample size increases. When the sample size goes to infinity, most priors will lead to the same inference and this inference will be equivalent to the one based only on the likelihood function, as pointed out in Note 1.8.4. Moreover, this example shows that mixtures of conjugate priors are as easy to manipulate as regular conjugate distributions, while leading to a greater freedom in the modeling of the prior information. In fact, mixtures of natural conjugate distributions also make conjugate families.
Lemma 3.4.2 Let $\mathcal{F}$ be the natural conjugate family of an exponential family (3.3.2). Then the set of mixtures of $N$ conjugate distributions,

$$\tilde{\mathcal{F}}_N = \left\{ \sum_{i=1}^{N} \omega_i \pi(\theta | \lambda_i, \mu_i); \sum_{i=1}^{N} \omega_i = 1, \omega_i > 0 \right\},$$

is also a conjugate family. Moreover, if

$$\pi(\theta) = \sum_{i=1}^{N} \omega_i \pi(\theta | \lambda_i, \mu_i),$$

the posterior distribution is a mixture

$$\pi(\theta | x) = \sum_{i=1}^{N} \omega_i(x) \pi(\theta | \lambda_i + 1, \mu_i + x),$$
with

$$\omega'_i(x) = \frac{\omega_i K(\mu_i, \lambda_i) / K(\mu_i + x, \lambda_i + 1)}{\sum_{j=1}^{N} \omega_j K(\mu_j, \lambda_j) / K(\mu_j + x, \lambda_j + 1)}.$$  

Mixtures can then be used as a basis to approximate any prior distribution, in the sense that the Prohorov distance between a distribution and a mixture representation can be made arbitrarily small. The Prohorov distance between two measures $\pi$ and $\tilde{\pi}$, $d^{P}(\pi, \tilde{\pi})$ is defined as

$$d^{P}(\pi, \tilde{\pi}) = \inf \{ \epsilon ; \pi(A) \leq \tilde{\pi}(A^\epsilon) + \epsilon \} ,$$

where the infimum is taken on the Borel sets $A$, and the set $A^\epsilon$ denotes the set of points at distance at most $\epsilon$ of $A$ (Le Cam (1986)).

**Theorem 3.4.3** If $\Theta$ is the natural parameter space for the exponential family $f(x|\theta)$ and $\pi$ is a prior distribution on $\Theta$, then, for any $\epsilon > 0$, there exist $N$ and $\tilde{\pi} \in \tilde{\mathcal{F}}_N$ such that $d^{P}(\pi, \tilde{\pi}) < \epsilon$.

The proof of this theorem can be related to the fact that finite mixtures of Dirac measures constitute a dense set for the Prohorov topology, and that Dirac masses can be approximated by mixtures of conjugate priors. (For more details, see Brown (1986, pp. 254–267).) This result justifies the use of conjugate priors much more strongly than the invariance, linearity, or simplicity arguments presented in the previous section. Whatever prior information is available, it could be modeled through a mixture from $\tilde{\mathcal{F}}_N$ with $N$ as small as possible. However, this approximation result is also incomplete, since it does not show how the approximation is transferred to posterior quantities, while Bayesian inference only considers these posterior quantities. Berger (1985b) illustrates this difference through the following example.

**Example 3.4.4** Consider $x \sim \mathcal{N}(\theta, 1)$ when the associated prior $\pi_0$ is a Cauchy distribution, $\mathcal{C}(0, 1)$. The natural conjugate priors being $\mathcal{N}(\mu, A)$, $\pi_0$ can be approximated by

$$\tilde{\pi} = \sum_{i=1}^{N} \lambda_i \pi_i,$$

where $\pi_i$ is $\mathcal{N}(\mu_i, A_i)$, according to Theorem 3.4.3. Actually, when $x$ goes to $+\infty$, $\pi_0(\theta|x)$ goes to $\mathcal{N}(x, 1)$ while $\tilde{\pi}(\theta|x)$ is roughly $\mathcal{N}(\mu(x), \varrho)$, with

$$\varrho = \frac{A^*}{1 + A^*}, \quad \mu(x) = gx + (1 - \varrho)\mu^*, \quad A^* = \max\{A_i\}, \quad \mu^* = \max_i \mu_i.$$  

Therefore, $\pi_0(\theta|x)$ and $\tilde{\pi}(\theta|x)$ will significantly differ for large values of $x$. One could argue that such values are not compatible with the prior information anyway and should lead to a modification of the prior modeling. But these differences still show that the prior approximation is not uniformly valid a posteriori.
Example 3.4.4 illustrates rather forcefully the following point: distributions with heavy tails will not be properly approximated by lighter tail distributions. This difficulty, and more generally, the problem of approximating the posterior distributions somehow disappears in the generalization of Dalal and Hall (1983), who consider continuous mixtures (in the continuous case). We briefly describe their approach in Note 3.8.3, but want to point out that their approximation by continuous mixtures misses the appeal of the previous approximation, since the latter most often calls for a numerical or Monte Carlo resolution.

3.5 Noninformative prior distributions

The previous section has shown that conjugate priors were useful as approximations of the true prior distributions. However, when no prior information is available, their sole justification is analytical, as they can lead to closed-form expressions for some posterior quantities. In such settings, it is impossible to justify the choice of prior distributions on a subjective basis and the hyperparameters of the conjugate prior cannot be determined. Instead of turning back to classical alternatives, like maximum likelihood estimation, or to use the data to approximate these hyperparameters, as in empirical Bayes analysis, it still is preferable to use Bayesian techniques, if only because they underlie classical optimality criteria (see Chapters 2, 8, and 9). Then, these particular prior distributions must be derived from the sample distribution, since this is the only available information. For obvious reasons, they are called noninformative priors. We describe below some of the most important techniques in the derivation of noninformative priors, referring the reader to Kass and Wasserman (1996) for an extensive treatment of these notions, and an annotated bibliography. Their main point is worth reproducing here, before we embark upon this description: noninformative priors cannot be expected to represent exactly total ignorance about the problem at hand, but should rather be taken as reference or default priors, upon which everyone could fall back when the prior information is missing. In this light, some noninformative priors may be more useful or more efficient than others, but they cannot be said to be less informative than others.

3.5.1 Laplace’s prior

Historically, Laplace was the first to use noninformative techniques, since, although he had no information about the number of white balls in the urn or the proportion of male births (Examples 1.2.3 and 1.2.4), he put a prior distribution on these parameters that took into account his ignorance and gave the same likelihood to each value of the parameter, i.e., he used a uniform prior. His reasoning, later called the Principle of Insufficient Reason, was based on the equiprobability of elementary events and therefore
Three criticisms were later addressed to this choice. First, the resulting distributions are improper when the parameter space is not compact and some statisticians object to the use of improper priors, arguing that they lead to difficulties like the marginalization paradoxes (see Exercises 3.44–3.50). Such misgivings are not really justified, since it is actually possible to work with improper priors, as seen in Section 1.5, as long as we do not try to interpret them as probability distributions (see also Stone (1976)). As mentioned in Section 3.2, it may be argued that, on the contrary, a subjective determination of the prior distribution should lead to an improper prior.

Second, the Laplace principle of equiprobable events is not coherent under partitioning: if \( \Theta = \{\theta_1, \theta_2\} \), Laplace’s rule gives \( \pi(\theta_1) = \pi(\theta_2) = 1/2 \) but, if the definition of \( \Theta \) is refined as \( \Theta = \{\theta_1, \omega_1, \omega_2\} \), Laplace’s rule leads to \( \pi(\theta_1) = 1/3 \), which is obviously not coherent with the first statement. As argued in Kass and Wasserman (1996), this incoherence is not such a serious problem: it can be evacuated by arguing that the level of partitioning must be fixed at some point in the analysis and that introducing a finer degree in the partitioning does not necessarily make sense.

The third criticism is more fundamental, since it deals with the problem of invariance under reparameterization. If we switch from \( \theta \in \Theta \) to \( \eta = g(\theta) \) by a one-to-one transformation \( g \), prior information is still totally missing and should not be modified. However, if \( \pi(\theta) = 1 \), the corresponding prior distribution on \( \eta \) is \( \pi^*(\eta) = \left| \frac{d}{d\eta} g^{-1}(\eta) \right| \) by the Jacobian formula. Therefore, \( \pi(\eta) \) is usually not constant.

**Example 3.5.1** If \( p \), the proportion of male births, has a uniform prior distribution on \([0,1]\), the odds parameter \( \varrho = \frac{p}{1-p} \) has a prior distribution with density \( 1/(1 + \varrho)^2 \) which is therefore not constant.

Of course, it can sometimes be argued that there is a natural parameter of interest, and therefore that the choice of a uniform prior on the parameter of interest does not need to be invariant under reparameterization. But this argument does not hold if more than one inference about \( \theta \) is necessary; for instance, we may need to derive the first two posterior moments of \( \theta \), but the latter is also the expectation of \( \theta^2 \). Or, in Example 3.5.1, both the probability \( \theta \) and the odds ratio \( \varrho \) may be of interest. Therefore, it seems that a more intrinsic and more acceptable notion of noninformative priors should satisfy invariance under reparameterization.

**3.5.2 Invariant priors**

A first solution is to take advantage of the invariance characteristics of the problem, that is, to use the groups \( \mathcal{G} \) acting on \( \mathcal{X} \) that induce groups \( \mathcal{G}^* \) acting on \( \Theta \) (that is, only the parameters the distribution of \( x \) change under
transformations of $x$ by elements of $G$). Chapter 9 details the links between invariance structures and the Bayesian approach, since these structures allow for derivation of a noninformative prior that is compatible with the invariance requirement, namely, the right Haar measure on $G^*$. See Kass and Wasserman (1996) for various arguments in favor of the right Haar measure.

Two introductory examples are presented below.

**Example 3.5.2** The family $f(x - \theta)$ is translation invariant, i.e., $y = x - x_0$ has a distribution in the same family for every $x_0$, $f(y - (\theta - x_0))$; $\theta$ is then said to be a location parameter and an invariance requirement is that the prior distribution should be translation invariant, i.e., satisfy

$$\pi(\theta) = \pi(\theta - \theta_0)$$

for every $\theta_0$. The solution is $\pi(\theta) = c$, the uniform distribution on $\Theta$.

**Example 3.5.3** If the distribution family is parametrized by a scale parameter, i.e., is of the form $1/\sigma f(x/\sigma)$ ($\sigma > 0$), it is scale-invariant, i.e., $y = x/\sigma \sim f(y)$. A scale invariant prior $\pi$ satisfies $\pi(A) = \pi(A/c)$ for every measurable set $A$ in $(0, +\infty)$ and $c > 0$, i.e.

$$\pi(\sigma) = \frac{1}{c^c} \pi\left(\frac{\sigma}{c}\right).$$

This implies $\pi(\sigma) = \alpha/\sigma$, where $\alpha$ is a constant. Therefore, the invariant measure is not constant anymore.

The invariance approach is only partly satisfactory because it implies the reference to an invariance structure, which may be chosen in several ways, may not exist (see Chapter 9), or may be of no interest to the decision maker.

### 3.5.3 The Jeffreys prior

Jeffreys (1946, 1961) proposes an intrinsic approach that indeed obviates the need to take a potential invariance structure into account, while often being compatible with it when it exists. The Jeffreys noninformative prior distributions are based on Fisher information, given by

$$I(\theta) = \mathbb{E}_\theta \left[ \left( \frac{\partial \log f(X \mid \theta)}{\partial \theta} \right)^2 \right]$$

in the one-dimensional case. Under some regularity assumptions, this information can also be written as

$$I(\theta) = -\mathbb{E}_\theta \left[ \frac{\partial^2 \log f(X \mid \theta)}{\partial \theta^2} \right].$$

(3.5.1)
The Jeffreys prior distribution is
\[ \pi^*(\theta) \propto I^{1/2}(\theta), \]
defined up to a normalization coefficient when \( \pi^* \) is proper. It actually satisfies the invariant reparameterization requirement, since, given a one-to-one transform \( h \), we have the (Jacobian) transformation
\[ I(\theta) = I(h(\theta))(h'(\theta))^2 \]
(which explains the exponent 1/2). Moreover, it also provides the invariant distributions obtained in Examples 3.5.2 and 3.5.3. More fundamentally, the choice of a prior depending on Fisher information is justified by the fact that \( I(\theta) \) is widely accepted as an indicator of the amount of information brought by the model (or the observation) about \( \theta \) (Fisher (1956)). Therefore, at least at a qualitative level, it seems intuitively justified that the values of \( \theta \) for which \( I(\theta) \) is larger should be more likely for the prior distribution. In other words, \( I(\theta) \) can evaluate the ability of the model to discriminate between \( \theta \) and \( \theta + d\theta \) through the expected slope of \( \log f(x|\theta) \).
To favor the values of \( \theta \) for which \( I(\theta) \) is large is equivalent to minimizing the influence of the prior distribution and is therefore as noninformative as possible. In fact, the Jeffreys prior is usually improper but the developments of Section 1.5 show how to enhance a Bayesian analysis in this case.

**Example 3.5.4 (Example 3.5.1 continued)** If \( x \sim B(n, p) \),
\[ f(x|p) = \binom{n}{x} p^x (1-p)^{n-x}, \]
\[ \frac{\partial^2 \log f(x|p)}{\partial p^2} = \frac{x}{p^2} + \frac{n-x}{(1-p)^2}, \]
and
\[ I(p) = n \left[ \frac{1}{p} + \frac{1}{1-p} \right] = \frac{n}{p(1-p)}. \]
Therefore, the Jeffreys prior for this model is
\[ \pi^*(p) \propto [p(1-p)]^{-1/2} \]
and is thus proper, since it is a \( \text{Be}(1/2, 1/2) \) distribution.

When \( \theta \) is a multidimensional parameter, the Fisher information matrix is defined as a generalization of (3.5.1). For \( \theta \in \mathbb{R}^k \), \( I(\theta) \) has the following elements,
\[ I_{ij}(\theta) = -\mathbb{E}_\theta \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} \log f(x|\theta) \right] \quad (i, j = 1, \ldots, k), \]
and the Jeffreys noninformative prior is then defined by
\[ \pi^*(\theta) \propto [\det(I(\theta))]^{1/2}. \]
It is still reparameterization-invariant. Note that, if \( f(x|\theta) \) belongs to an exponential family,
\[
f(x|\theta) = h(x) \exp(\theta \cdot x - \psi(\theta)),
\]
the Fisher information matrix is given by \( I(\theta) = \nabla \nabla^t \psi(\theta) \) and
\[
(3.5.2) \quad \pi^*(\theta) \propto \left( \prod_{i=1}^{k} \psi''_{ii}(\theta) \right)^{1/2},
\]
where \( \psi''_{ii}(\theta) = \frac{\partial^2}{\partial \theta^2} \psi(\theta) \).

In the multidimensional case, the Jeffreys noninformative approach may lead to incoherences or even paradoxes (see Examples 3.5.6 and 3.5.9) and we must stress that Jeffreys (1961) was mainly emphasizing the use of these distributions in the one-dimensional case (see Berger and Bernardo (1992b)). However, his method provides one of the best automated techniques to derive noninformative prior distributions. Moreover, it is often related to some classical estimators.

**Example 3.5.5** Consider \( x \sim \mathcal{N}(\theta, I_p) \). Because this is a location family, the Jeffreys prior is constant. The corresponding generalized Bayes estimator is given by
\[
\delta^\pi^*(x) = \frac{\int_{\mathbb{R}^p} \theta \exp(-||x - \theta||^2/2) d\theta}{\int_{\mathbb{R}^p} \exp(-||x - \theta||^2/2) d\theta} = x.
\]
It is minimax for every \( p \) and admissible for \( p \leq 2 \). Notice that this estimator is, in addition, the best equivariant estimator for location parameters (see Chapter 9).

**Example 3.5.6** Consider \( x \sim \mathcal{N}(\mu, \sigma^2) \) with \( \theta = (\mu, \sigma) \) unknown. In this case,
\[
I(\theta) = \mathbb{E}_{\theta} \left[ \begin{pmatrix} 1/\sigma^2 & 2(x - \mu)/\sigma^3 \\ 2(x - \mu)/\sigma^3 & 3(\mu - x)^2/\sigma^4 - 1/\sigma^2 \end{pmatrix} \right] = \begin{pmatrix} 1/\sigma^2 & 0 \\ 0 & 2/\sigma^2 \end{pmatrix}
\]
and the corresponding noninformative prior distribution is \( \pi(\theta) \propto 1/\sigma^2 \). If, however, \( \mu \) and \( \sigma \) are assumed to be a priori independent, the corresponding noninformative prior would be \( \pi(\mu, \sigma) = \sigma^{-1} \), which is also the invariant Haar measure for this location-scale model (see Example 3.5.3 and Chapter 9).

This approach is criticized by some Bayesians as being merely a tool without subjective justifications in terms of prior information. However, the only alternative to an automated approach is to require that prior information be always available, a requirement that cannot hold in every setting. Another criticism of the Jeffreys method is that, although it
meets the reparameterization-invariance requirement, it does not satisfy the Likelihood Principle. In fact, the Fisher information can differ for two experiments providing proportional likelihoods, as shown by the following example.

**Example 3.5.7** We saw in Example 1.3.4 that binomial and negative binomial modelings could lead to the same likelihood. However, if \( x \sim \mathcal{B}(n, \theta) \), the noninformative prior \( \pi_1(\theta) \) is \( \mathcal{B}(1/2, 1/2) \) (Example 3.5.1) and, if \( n \sim \mathcal{N}(x, \theta) \), the Jeffreys prior is

\[
\pi_2(\theta) = -\mathbb{E}_\theta \left[ \frac{\partial^2}{\partial \theta^2} \log f(x|\theta) \right] = \mathbb{E}_\theta \left[ \frac{x}{\theta^2} + \frac{n-x}{(1-\theta)^2} \right] = \frac{x}{\theta^2(1-\theta)},
\]

i.e., \( \pi_2(\theta) \propto \theta^{-1}(1-\theta)^{-1/2} \), which is improper and, more importantly, differs from \( \pi_1 \).

As shown by the following example, it often occurs that Jeffreys’ noninformative distribution is a limit of conjugate priors.

**Example 3.5.8** If \( x \sim \mathcal{U}([0, \theta]) \), a conjugate prior is the Pareto distribution, \( \mathcal{P}a(\theta_0, \alpha) \),

\[
\pi(\theta) = \alpha \theta_0^\alpha \theta^{-\alpha-1} \mathbb{1}_{[\theta_0, +\infty]}(\theta),
\]

leading to the posterior distribution \( \mathcal{P}a(\max(\theta_0, x), \alpha + 1) \). Under the invariant loss

\[
L(\theta, \delta) = \frac{(\theta - \delta)^2}{\theta^2},
\]

the Bayes estimator is, if \( \theta_0 \lor x = \max(\theta_0, x) \),

\[
\delta^\pi(x) = \frac{\int_{\theta_0 \lor x}^{+\infty} \theta^{-1}(\alpha + 1) \theta_0^\alpha \theta^{-\alpha-2} d\theta}{\int_{\theta_0 \lor x}^{+\infty} \theta^{-2}(\alpha + 1) \theta_0^\alpha \theta^{-\alpha-2} d\theta} = \frac{\alpha + 3}{\alpha + 2} (\theta \lor x),
\]

converging to the minimax estimator, \( \delta_0(x) = (3/2)x \), when \( \alpha \) and \( \theta_0 \) go to 0. Because \( \theta \) is a scale parameter, the noninformative distribution can be taken to be \( \pi(\theta) = 1/\theta \), which is also the Jeffreys prior for this model. This distribution corresponds to \( \theta_0 = 0 \) and \( \alpha = 0 \) for an unnormalized Pareto distribution (that is, without the scaling factor \( \alpha \theta_0^\alpha \)). This representation can also be used to show that \( \delta_0 \) is admissible, using Stein’s sufficient admissibility condition (see Chapter 8).

A more important drawback of Jeffreys’ noninformative prior distributions is that they do not necessarily perform satisfactorily for all inferential purposes, in particular when considering subvectors of interest. The following problem was pointed out by Stein (1959) (see also Tibshirani (1989)).

**Example 3.5.9** If \( x \sim \mathcal{N}_p(\theta, I_p) \), the noninformative prior is \( \pi(\theta) = 1 \). The resulting estimator of \( \theta, x \), is quite acceptable, as seen in Example
3.5.5. Now, as $\theta | x \sim \mathcal{N}_p(x, I_p)$, the posterior distribution of $\eta = ||\theta||^2$ is $\chi^2_p(||x||^2)$, the noncentral chi-squared distribution. When $\eta$ is the parameter of interest, the posterior mean of the estimators of the form $||x||^2 + c$ (for quadratic loss) is $||x||^2 - p$, which uniformly dominates the generalized Bayes estimator, $\delta^\pi$ (see Exercise 2.35). Therefore, the marginal distribution on $\eta$ deduced from the Jeffreys noninformative prior on $\theta$ is definitely suboptimal. Moreover, the Jeffreys noninformative distribution derived from the reduced observation $z = ||x||^2$ is quite different from $\chi^2_p(||x||^2)$ and leads to an estimator of $\eta$ with much more acceptable performance (see Exercise 3.52).

Exercise 4.47 also illustrates the possible inconsistency of the Jeffreys prior in a linear calibration setting, with a resolution of the inconsistency by the reference prior method.

3.5.4 Reference priors

The type of problem mentioned at the end of the previous section was taken into account by Bernardo (1979), who proposed a modification of the Jeffreys approach called the reference prior approach. A major difference is that this method distinguishes between parameters of interest and nuisance parameters (for instance, $||\theta||^2$ and $\theta/||\theta||$ in Example 3.5.9). Therefore, the resulting prior distribution depends not only on the sample distribution, but also on the inferential problem at hand. The remainder of this section briefly presents the derivation of reference priors. For a detailed study, see Berger and Bernardo (1989, 1992a, 1992b) and Kass and Wasserman (1996).

When $x \sim f(x|\theta)$ and $\theta = (\theta_1, \theta_2)$, where $\theta_1$ is the parameter of interest, the reference prior is obtained by first defining $\pi(\theta_2|\theta_1)$ as the Jeffreys prior associated with $f(x|\theta)$ when $\theta_1$ is fixed, then deriving the marginal distribution

$$\bar{f}(x|\theta_1) = \int f(x|\theta_1, \theta_2)\pi(\theta_2|\theta_1)d\theta_2,$$

and computing the Jeffreys prior $\pi(\theta_1)$ associated with $\bar{f}(x|\theta_1)$. The principle behind the reference prior is therefore to eliminate the nuisance parameter by using a Jeffreys prior where the parameter of interest remains fixed. (Notice that the integral in (3.5.3) is not necessarily defined, a problem that may require integrating first on a sequence of compact sets and then taking the limit.)

Example 3.5.10 The Neyman–Scott (1948) problem is related to the observation of $x_{ij}$'s distributed from $\mathcal{N}(_i\sigma^2)$, $i = 1, \ldots, n$, $j = 1, 2$. The usual Jeffreys prior for this model is $\pi(\mu_1, \ldots, \mu_n, \sigma) = \sigma^{-n-1}$ and an
inconsistency arises because \( \mathbb{E}[\sigma^2 | x_{11}, \ldots, x_{n_2}] = s^2 / (2n - 2) \), where
\[
s^2 = \sum_{i=1}^{n} \frac{(x_{i1} - x_{i2})^2}{2},
\]
and this posterior expectation converges to \( \sigma^2 / 2 \) with \( n \). (Notice that this is a case where the number of parameters increases with the number of observations.) The reference prior associated with \( \theta_1 = \sigma \) and \( \theta_2 = (\mu_1, \ldots, \mu_n) \) gives a flat prior for \( \pi(\theta_2 | \theta_1) \), since \( \theta_2 \) is a location parameter. Then
\[
\tilde{f}(x | \theta_1) = \prod_{i=1}^{n} e^{-\frac{(x_{i1} - x_{i2})^2}{4\sigma^2}} \frac{1}{\sqrt{2\pi 2\sigma}}
\]
is a scale family and \( \pi(\sigma) = 1/\sigma \). Therefore, \( \mathbb{E}[\sigma^2 | x_{11}, \ldots, x_{n_2}] = s^2 / (n - 2) \), which is consistent.

The general derivation of the reference prior is as follows: Consider \( x \sim f(x | \theta) \), with \( \theta \in \Theta \subset \mathbb{R}^k \). Assume that the Fisher information matrix \( I(\theta) \) exists and is of full rank. We denote \( S = I^{-1}(\theta) \). Parameters are now separated in \( m \) groups that correspond to their respective levels of importance,
\[
(3.5.4) \quad \theta_{(1)} = (\theta_1, \ldots, \theta_{n_1}), \ldots \theta_{(m)} = (\theta_{N_{m-1}+1}, \ldots, \theta_k),
\]
with \( N_i = \sum_{j=1}^{i} n_j \) (after a possible reindexing of the components of \( \theta \)). The reference prior method derives a prior distribution on \( (\theta_{(1)}, \ldots, \theta_{(m)}) \) that takes into account this division, i.e., which truly separates between nuisance parameters and parameters of interest, even allowing a finer level of separation between the respective levels of importance of these parameters. We introduce the following notation: for \( j = 1, \ldots, m \),
\[
\theta_{[j]} = (\theta_{(1)}, \ldots, \theta_{(j)}) \quad \text{and} \quad \theta_{[\sim j]} = (\theta_{(j+1)}, \ldots, \theta_{(m)}).
\]
The matrix \( S \) is decomposed according to the partition (3.5.4),
\[
S = \begin{pmatrix}
A_{11} & A_{12} & \cdots & A_{1m_1} \\
A_{21} & A_{22} & \cdots & A_{2m_2} \\
\vdots & \vdots & \ddots & \vdots \\
A_{m_1} & A_{m_2} & \cdots & A_{mm}
\end{pmatrix}
\]
and \( S_j \) is the upper left \( (N_j, N_j) \) corner of \( S \). (For instance, \( S_1 = A_{11} \)). We denote \( H_j = S_j^{-1} \) and \( h_j \) is the lower right \( (n_j, n_j) \) corner of \( H_j \). (In particular, \( h_1 = A_{11}^{-1} \)). The reference prior construction then proceeds as follows.

- **Initialization:**
\[
\pi_m(\theta_{(m)} | \theta_{[m-1]}) = \frac{|h_m(\theta)|^{1/2}}{\int |h_m(\theta)|^{1/2} \, d\theta_{(m)}}.
\]
- Iteration: For \( j = m - 1, \ldots, 1 \),

\[
\pi_j(\theta_{\sim j-1}|\theta_{j-1}) = \frac{\pi_{j+1}(\theta_{\sim j}|\theta_{[j]}) \exp\{\frac{1}{2} \mathbb{E}_j[\log(|\mathbf{h}_j(\theta)|)|\theta_{[j]}]\}}{\int \exp\{\frac{1}{2} \mathbb{E}_j[\log(|\mathbf{h}_j(\theta)|)|\theta_{[j]}]\} d\theta_{(j)}},
\]

where

\[
\mathbb{E}_j[g(\theta)|\theta_{[j]}] = \int g(\theta)\pi_{j+1}(\theta_{\sim j}|\theta_{j}) d\theta_{\sim j}.
\]

- Conclusion: The reference prior is \( \pi(\theta) = \pi_1(\theta_{\sim 0}|\theta_{[0]}) \).

Often, some of the integrals appearing in this algorithm are not defined. Berger and Bernardo (1989) then propose to derive the reference prior for compact subsets \( \Theta_n \) of \( \Theta \) and to consider the limit of the corresponding reference priors \( \pi_n \) as \( n \) goes to infinity and \( \Theta_n \) goes to \( \Theta \). In general, the resulting limit does not depend on the choice of the sequence of compact sets.

Example 3.5.11 (Example 3.5.9 continued) Since \( \eta = ||\theta||^2 \) is the parameter of interest, \( \theta \) can be written in polar coordinates \((\eta, \varphi_1, \ldots, \varphi_{p-1})\), with

\[
\begin{align*}
\theta_1 &= \sqrt{\eta} \cos(\varphi_1), \\
\theta_2 &= \sqrt{\eta} \sin(\varphi_1) \cos(\varphi_2), \\
\vdots \\
\theta_{p-1} &= \sqrt{\eta} \sin(\varphi_1) \cdots \cos(\varphi_{p-1}), \\
\theta_p &= \sqrt{\eta} \sin(\varphi_1) \cdots \sin(\varphi_{p-1}).
\end{align*}
\]

The Fisher information matrix for \((\eta, \varphi_1, \ldots, \varphi_{p-1})\) is then \( \mathbf{H} = \mathbf{JJ}' \), where \( \mathbf{J} \) is the Jacobian matrix \( \frac{D(\theta_1, \ldots, \theta_p)}{D(\eta, \varphi_1, \ldots, \varphi_{p-1})} \). It can be shown that \( \mathbf{J} \) is of the form

\[
\mathbf{J} = \begin{bmatrix} A'^1/\sqrt{\eta} \\ \sqrt{\eta} \mathbf{B} \end{bmatrix},
\]

with \( A \in \mathbb{R}^p \) and \( \mathbf{B} \) \((p - 1) \times p\) matrix. Thus, for the partition of \( \theta \) in \( \theta_{(1)} = \eta, \theta_{(2)} = (\varphi_1, \ldots, \varphi_{p-1}) \), we get

\[
\pi_2(\varphi_1, \ldots, \varphi_{p-1}|\eta) \propto |\mathbf{H}_{22}|^{1/2},
\]

which does not depend on \( \eta \). The marginal distribution of \( \eta \) is

\[
\pi_1(\eta) \propto \exp \left\{ \mathbb{E} \left[ \log \left( \frac{1}{2} \frac{|\mathbf{H}|}{|\mathbf{H}_{22}|} \right) | \eta \right] \right\}
\]

and \( \frac{|\mathbf{H}|}{|\mathbf{H}_{22}|} \propto (1/\eta) \). Therefore,

\[
\pi_1(\eta) = 1/\sqrt{\eta},
\]

which leads to an estimator of \( ||\theta||^2 \) more interesting than \( ||x||^2 + p \) (see Exercise 3.52).

Actually, the same marginalization problem appears for maximum likelihood estimation. In fact, the maximum likelihood estimator of \( \eta \) based on
the sample is \(||x||^2\), which is also dominated by \(||x||^2 - p\). On the contrary, the maximum likelihood estimator derived from

\[ z = ||x||^2 \sim \chi^2_p(||\theta||^2) \]

behaves similarly to \((||x||^2 - p)^+\) (see Saxena and Alam (1982), Chow (1987), and Chow and Hwang (1990)).

This algorithm is justified as providing the prior distribution that maximizes the posterior information (see Bernardo (1979) and Berger and Bernardo (1992b)). More precisely, if \(x_{1:n}\) denotes the sample \((x_1, \ldots, x_n)\) and if \(K_n(\pi)\) is the Kullback–Leibler divergence between the prior \(\pi\) and the corresponding posterior,

\[ K_n(\pi) = \int \pi(\theta|x_{1:n}) \log (\pi(\theta|x_{1:n})/\pi(\theta)) \, d\theta, \]

Bernardo’s (1979) idea is to use \(\mathbb{E}[K_n(\pi)]\), where the expectation is taken under the marginal distribution of \(x_{1:n}\), as a measure of missing information, and he defines the reference prior as \(\pi\) maximizing

\[ K^*(\pi) = \lim_{n \to \infty} \mathbb{E}[K_n(\pi)]. \]

Barring the technical difficulties associated with possibly infinite integrals, the resulting prior is the Jeffreys prior for continuous parameter spaces and the uniform prior for finite spaces. See Ghosh and Mukerjee (1992a), Clarke and Wasserman (1993) and Kass and Wasserman (1996) for more motivations in terms of asymptotic optimality.

Reference prior distributions also depend on the way parameters are ordered (see Exercise 3.59), an advantage compared with the Jeffreys method because nuisance parameters are considered in a different way. Paradoxes like those of Example 3.5.9 are then avoided. It may seem unreasonable to modify the prior distributions according to the problem of interest, but one has to realize that, apart from the sample distribution \(f(x|\theta)\), these inferential problems are the unique available information.\(^2\) Notice that invariance under reparameterization is preserved only if the changes are bijective and within each of the groups in (3.5.4). However, the invariance requirement is of less importance in this setting because the ordering (3.5.4) somehow prohibits a reparameterization between the classes, as the different groups are not of the same type. When no such ordering can be proposed, Berger and Bernardo (1992a) suggest that one consider as a noninformative prior the reference prior for which each component of \(\theta\) is considered separately. (On the contrary, the Jeffreys noninformative prior treats \(\theta\) as a single group.)

\(^2\) If a loss function \(L\) is available, it also contains some information about \(\theta\) and one could use the duality between loss and prior distribution to derive a prior distribution adapted to this loss. (See Chapter 2 and Rubin (1987).) But very little work has been done about the derivation of a prior distribution from a loss function.
Example 3.5.12 (Berger and Bernardo (1992a)) Consider an analysis of variance model

\[ x_{ij} = \mu + \alpha_i + \epsilon_{ij}, \quad i = 1, \ldots, p, \quad j = 1, \ldots, n, \]

with \( \alpha_i \sim \mathcal{N}(0, \tau^2) \), \( \epsilon_{ij} \sim \mathcal{N}(0, \sigma^2) \). For different orderings of the parameters, \( \mu, \tau^2, \sigma^2 \), we get the following reference priors:

\[
\begin{align*}
\pi_1((\mu, \sigma^2, \tau^2)) &\propto \sigma^{-2}(n\tau^2 + \sigma^2)^{-3/2} \\
\pi_2(\mu, \sigma^2, \tau^2) &\propto \tau^{-C_n\sigma^2 \left[(n-1) + (1 + n\tau^2/\sigma^2)^{-2}\right]^{1/2}} \\
\pi_3(\mu, (\sigma^2, \tau^2)) &\propto \sigma^{-2}(n\tau^2 + \sigma^2)^{-1} \\
\pi_4((\mu, \sigma^2), \tau^2) &\propto \sigma^{-5/2}(n\tau^2 + \sigma^2)^{-1}
\end{align*}
\]

with \( C_n = \{1 - \sqrt{n-1}(\sqrt{n} + \sqrt{n-1})^{-3}\} \).

3.5.5 Matching priors

A peculiar, not to say paradoxical, approach to noninformative priors is to look for good frequentist properties, that is, properties that hold on the average (in \( x \)), rather than conditional on \( x \). First, as discussed in Chapters 2 and 8, there are priors that lead to optimal estimators in terms of frequentist optimality properties such as minimaxity or admissibility, and one may want to restrict the choice of a prior to these optimal distributions. It is, however, rarely the case that one specific prior emerges from this requirement. Either there is no such prior, as in small dimensions for estimation under the quadratic loss (Note 2.8.2), or there is an infinity of priors associated with, say, admissible minimax estimators (Fourdrinier, Strawderman and Wells (1998)). (The exception here is when invariance structures are present, in which case the right Haar measure is the appropriate choice, as discussed in Section 3.5.2.)

A more common approach is to require that some posterior probabilities coincide, to a certain degree of approximation, with the corresponding frequentist coverage. Hence the denomination of matching priors, which is often restricted in the literature to one-sided confidence intervals. Given a posterior confidence set on \( g(\theta) \), \( C_x \),

\[ \pi(g(\theta) \in C_x|x) = 1 - \alpha, \]

which may be one- or two-sided, this set defines a confidence set in the frequentist sense, with a frequentist coverage

\[ P_\theta(C_x \ni g(\theta)) = \int_{C_x} I(x)(g(\theta)) f(x|\theta) dx, \]

which is usually different from \( 1 - \alpha \). When there are pivotal quantities, as in the normal \( \mathcal{N}(\theta, 1/n) \) case, the \( 1 - \alpha \) HPD region (Chapter 5) is given by

\[ C_x = [\bar{x}_n - n^{-1/2}q_{\alpha/2}, \bar{x}_n + n^{-1/2}q_{\alpha/2}], \]
where \( q_{\alpha/2} \) is the normal \( 1 - \alpha/2 \) quantile and the frequentist coverage of \( C_x \) is also \( 1 - \alpha \). (Lindley (1958) generalizes this result to other location families and shows that it only holds for location families.) In a general (unidimensional) framework, Welch and Peers (1963, 1965) have shown that, when \( C_x = (-\infty, k_\alpha(x)] \),

\[
P_\theta(\theta \leq k_\alpha(x)) = 1 - \alpha + O(n^{-1/2})
\]

and that, for the Jeffreys prior,

\[
P_\theta(\theta \leq k_\alpha(x)) = 1 - \alpha + O(n^{-1})
\]

which thus improves the agreement by a factor of \( 1/2 \).

In the case there are nuisance parameters in the model, that is, when inference concentrates on a unidimensional component \( \theta_1 \) of the parameter, things get more complicated. References to works in this area include Sweeting (1985), Severini (1991), Ghosh and Mukerjee (1992a,b, 1993), Mukerjee and Dey (1993), DiCiccio and Stern (1993, 1994), Liseo (1993), and Datta and Ghosh (1995a,b). We focus here on some results obtained in Rousseau (1997, 2000, 2002, 2005).

The Edgeworth expansion (see Bhattacharya and Rao (1986), Bickel and Ghosh (1990), and DiCiccio and Stern (1994)) of the frequentist coverage probability is given by

\[
P_\theta(\theta_1 < k_n(\alpha)) = 1 - \alpha + \frac{\varphi(\Phi^{-1}(1-\alpha))}{\sqrt{n}} \left( \frac{I'(\theta)\nabla \log \pi(\theta)}{I''(\theta)^{1/2}} - \nabla^t \frac{I'(\theta)}{I''(\theta)^{1/2}} \right) + O(n^{-1}),
\]

in the one-sided case, where \( \varphi \) and \( \Phi \) are the density and c.d.f. of the normal distribution, respectively, and \( I(\theta) \), \( I'(\theta) \), and \( I''(\theta) \) are Fisher information and its first and second derivatives, respectively. For the two-sided case of an HPD region at level \( 1 - \alpha \), \( C_{x}^{HPD}(\alpha) \), on \( \theta \in \mathbb{R} \), the corresponding expansion is

\[
P_\theta(\theta \in C_{x}^{HPD}) = 1 - \alpha + n^{-1}q(\alpha)b(\pi, \theta) + O(n^{-3/2}),
\]

where \( q \) is related to the \( \chi^2 \) density and

\[
b(\pi, \theta) = \frac{\mu_3 - \mu_2'}{I(\theta)^2} + \frac{2\mu_2'(\mu_3 - \mu_2')}{I(\theta)^3} + \frac{\pi'(\theta)}{\pi(\theta)} \frac{\mu_3 - \mu_2'}{I(\theta)^2} - \frac{\pi''(\theta)}{\pi(\theta)I(\theta)} - \frac{\mu_2'\pi'(\theta)}{\pi(\theta)I(\theta)^2},
\]

where the \( \mu_j \)'s are defined as \( (j = 2, 3) \)

\[
\mu_j = \mathbb{E}_\theta \left[ \frac{\partial^j \log f(x|\theta)}{\partial \theta^j} \right].
\]

The choice of a matching prior is then dictated by the cancellation of the first order term, as in Welch and Peers’ (1963) differential equation:

\[
[I''(\theta)]^{-1/2} I'(\theta) \nabla \log \pi(\theta) + \nabla^t \{ I'(\theta) [I''(\theta)]^{-1/2} \} = 0.
\]

This differential equation may or may not have a solution. Moreover, as shown in the generalization of Rousseau (2002) to HPD regions, the solution,
when it exists, will depend on the parameter of interest for those regions and most often does not produce Jeffreys’ prior, although there always is a parameterization leading to Jeffreys’ prior.

**Example 3.5.13** (Rousseau (2000)) Consider the $G(k, \theta)$ distribution. Then, if $\theta$ itself is the parameter of interest, the priors canceling the second order term for HPD regions are of the form
\[
\pi(\theta) = \frac{c_1 + c_2 \theta}{\theta}, \quad c_1, c_2 > 0,
\]
and thus include the Jeffreys prior as a particular case. If $\eta = c_1 \theta^{5/3} + c_2 \log(\theta)$ is the quantity of interest, corresponding to the $\chi^2$ parameterization, the prior with the maximum matching property is
\[
\pi(\eta) = I(\eta)^{-1},
\]
instead of the Jeffreys prior, $I(\eta)^{1/2}$. Lastly, consider the mean parameterization, $\mu = k/\theta$. The matching priors are then of the form
\[
\pi(\mu) = c_1 \mu^2 + c_2 / \mu, \quad c_1, c_2 > 0,
\]
and, again, do not include the Jeffreys prior.

See also Rousseau (1997) for an extension to discrete settings where matching the coverage probabilities is not possible for orders higher than $n^{1/2}$ and randomization is necessary to achieve such orders.

**Example 3.5.14** (Ghosh, Carlin and Srivastava (1995)) A simple version of the linear calibration model is to consider ($i = 1, \ldots, n, j = 1, \ldots, k$),
\[
y_i = \alpha + \beta x_i + \varepsilon_i, \quad y_{0j} = \alpha + \beta x_0 + \varepsilon_{0j},
\]
where $x_0$ is unknown and is the quantity of interest (see Exercise 4.47 for more details on this model). For one-sided confidence intervals, the differential equation associated with (3.5.5) is then
\[
|\beta|^{-1} s^{-1/2} \frac{\partial}{\partial x_0} \{e(x_0)\pi(\theta)\} - e^{-1/2}(x_0)\text{sgn}(\beta)n^{-1}s^{1/2} \frac{\partial \pi(\theta)}{\partial x_0} \\
- e^{-1/2}(x_0)(x_0 - \bar{x})s^{-1/2} \frac{\partial}{\partial \beta} \{\text{sgn}(\beta)\pi(\theta)\} = 0
\]
with $\theta = (x_0, \alpha, \beta, \sigma^2)$ and
\[
s = \Sigma(x_i - \bar{x})^2, \quad e(x_0) = [(n + k)s + nk(x_0 - \bar{x})^2]/nk.
\]
The solutions to this differential equation are then of the form
\[
\pi(x_0, \alpha, \beta, \sigma^2) \propto e(x_0)^{(d-1)/2}|\beta|^d g(\sigma^2),
\]
where $g$ is arbitrary. For instance, if $g(\sigma^2) = (\sigma^2)^{-a/2}$, the corresponding posterior distribution is proper for $(n + k + a - 2d - 5) > 0$. In this case, the reference priors are also matching priors (3.5.6), as shown by Table 3.5.5 for four different orderings of the parameters.
Table 3.5.1. Matching reference priors associated with different orderings for the linear calibration model (3.5.5).

<table>
<thead>
<tr>
<th>Partition</th>
<th>Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>((x_0, \alpha, \beta, \sigma^2))</td>
<td>(</td>
</tr>
<tr>
<td>(x_0, \alpha, \beta, \sigma^2)</td>
<td>(e(x_0)^{-1/2}\left(\sigma^2\right)^{-1})</td>
</tr>
<tr>
<td>(x_0, \alpha, (\sigma^2, \beta))</td>
<td>(e(x_0)^{-1/2}\left(\sigma^2\right)^{-3/2})</td>
</tr>
<tr>
<td>(x_0, (\alpha, \beta), \sigma^2)</td>
<td>(e(x_0)^{-1/2}\left(\sigma^2\right)^{-1})</td>
</tr>
<tr>
<td>(x_0, (\alpha, \beta, \sigma^2))</td>
<td>(e(x_0)^{-1/2}\left(\sigma^2\right)^{-2})</td>
</tr>
</tbody>
</table>

In general, (reverse) reference priors are matching priors when the parameter of interest, \(\lambda\), and the nuisance parameter, \(\omega\), are orthogonal in the sense of Fisher information

\[
I(\lambda, \eta) = \begin{pmatrix}
I_{11} & 0 \\
0 & I_{22}
\end{pmatrix},
\]

as detailed in Tibshirani (1989), and also when the reverse order \((\omega, \lambda)\) is used for the construction of the reference prior as discussed in Berger (1992) and Berger et al. (1998).

Besides the technical difficulty one faces in handling matching priors, there is also a conceptual difficulty in asking for frequentist coverage when constructing a prior distribution, whose goal is to condition on the observation rather than to rely on frequentist long-term properties. Agreement between both approaches should not be systematically rejected, as shown in Chapter 5, but this shift of paradigm is fairly disturbing, as shown for instance in Rousseau (1997) by the need to call for randomization, in violation of the Likelihood Principle. Therefore, we do not recommend it.

3.5.6 Other approaches

Alternatives to noninformative Bayesian analysis are described in Berger (1985a, Chapter 3) and Kass and Wasserman (1996). For instance, we can mention Rissanen (1983, 1990), who uses transmission information theory as in Shannon (1948). Considering the transmission of a binary message by a physical device, the noninformative prior distribution for a model \(f(x|\theta)\) is the minimum length of message necessary to describe this model. In the simplest case, these distributions are similar to the Jeffreys priors and this similarity should also hold in general because of the connections existing between statistical information and information theory. A recent survey of this theory of \textit{stochastic complexity} is given in Dawid (1992). See also Hansen and Yu (2001).

Notice also that testing settings require special prior distributions, as pointed out by Jeffreys (1961) and Kass and Wasserman (1996). We will
discuss this specific problem in Chapter 5.

3.6 Posterior validation and robustness

Even when prior information is available, it rarely occurs that this information leads to an exact determination of the prior distribution, \( \pi(\theta) \), if only because the discriminating power of individuals is restricted and practical determination of the tails of a distribution is almost impossible. In most cases, there is therefore an uncertainty about the selected prior distribution used for Bayesian inference. Obviously, if the information is precise, the prior will be better defined than in a noninformative setting. However, it always matters that the influence of this indeterminacy in the prior distribution on posterior quantities is clearly assessed and that the arbitrary part of the prior distribution does not predominate. The assessment of the influence of the prior is called *sensitivity analysis* (or *robustness analysis*). The concern about robustness and the derivation of appropriate tools to deal with this problem appear in the works of Good (1983) and Berger (1982b, 1984a, 1985a, 1990a). Other references on this problem are Berger and Berliner (1986), Berger and Sellke (1987), Berger and Delampady (1987), O’Hagan and Berger (1988), Sivaganesan and Berger (1989), Walley (1991), and Wasserman (1992).

Following Berger’s (1990a) classification, we consider that uncertainty about the prior distribution \( \pi \) can be represented by the assumption that the (unknown) prior belongs to a class of distributions, \( \Gamma \). These classes can be determined from a subjective or practical perspective. The major types of robustness classes considered in the literature follow.

(i) *Conjugate prior classes.* Such classes are typically chosen for practical reasons, since they generally provide explicit bounds on the quantity of interest. For instance, Das Gupta and Studden (1988) consider the case when \( x \sim \mathcal{N}_p(\theta, I_p) \) and \( \theta \sim \mathcal{N}_p(0, \Sigma) \), where \( \Sigma_1 \preceq \Sigma \preceq \Sigma_2 \), the order relation \( \preceq \) being that the difference of the two matrices is positive semidefinite. The above criticisms on conjugate prior distributions obviously apply in this case and even more strongly, since the resulting class is only made of convenient distributions, but does not lead to a wide set of prior distributions compatible with the prior information.

(ii) *Determined moment classes.* If we assume that the (limited) prior information is only providing bounds on some moments of \( \pi \), the corresponding class is

\[
\Gamma_M = \{ \pi; \ a_i \leq \mathbb{E}^{\pi}[\theta^i] \leq b_i, i = 1, \ldots, k \}.
\]

However, \( \Gamma_M \) is not really more satisfactory than the previous classes in (i), because it imposes strong conditions on the tails of the prior and contains unrealistic prior distributions, including finite support distributions. More specifically, in most cases, the bounds on the posterior
quantities will be attained for finite support distributions, owing to convexity reasons.

(iii) *Neighborhood classes.* Following its introduction by Huber (1972) for outliers detection, a rather popular class in robustness studies is the *ε-contamination class* around a given prior distribution $\pi_0$,

$$
\Gamma_{\epsilon, Q} = \{ \pi = (1 - \epsilon)\pi_0 + \epsilon q; \ q \in Q \},
$$

where $Q$ is a class of distributions, to be chosen according to the precision of the prior information. Berger and Berliner (1986) and Sivaganesan and Berger (1989) provide examples where such classes can be used. The main drawback in using $\Gamma_{\epsilon, Q}$ is that $\epsilon$ and $Q$ both need to be determined and it is usually difficult to derive them from the degree of uncertainty about $\pi_0$. But mixture estimation techniques may be instrumental in this setting when the prior information is derived from a sample of (possibly virtual) previous observations (see Section 6.4). A related relation would be to consider a true neighborhood associated with a given functional distance like Hellinger or Kullback–Leibler distances (see Section 2.5.4 and Zucchini (1999)). The difficulty is then in the scaling of these neighborhoods.

(iv) *Underspecified classes.* Such classes result from a construction of the prior on a sub-$\sigma$-algebra, that is, on a coarser set of events than the one of interest. This approach is strongly related to the axiomatic developments of Note 3.8.1, since the ordering on the relative likelihoods does not necessarily lead to a prior distribution on the Borel $\sigma$-field. For instance, it may be the case that the prior distributions have some determined quantiles,

$$
\Gamma_Q = \{ \pi; \ \ell_i \leq \int_{I_i} \pi(\theta) \, d\theta \leq u_i, \ i = 1, \ldots, m \}
$$

where $I_1, \ldots, I_m$ is a partition of $\Theta$. These classes are preferable to (ii), but it may still be necessary to eliminate unrealistic prior distributions from $\Gamma_Q$ as in O’Hagan and Berger (1988). However, it seems that this approach is the most realistic because, for instance, fractiles are usually easier to determine than moments, and the most apt to give rise to practical implementation among the classes we consider here.

(v) *Ratio of densities classes.* Considering as for (iv) a subjective derivation of the prior distribution, this may also be done by a histogram representation. In such a case, the uncertainty about the prior information can be represented by upper and lower bounds on the density $\pi$ and leads to the class

$$
\Gamma_R = \{ \pi; \ L(\theta) \leq \pi(\theta) \leq U(\theta) \},
$$

where $L$ and $U$ are specified. The choice of these functions is difficult but is quite influential because, if they are similar, all the distributions in $\Gamma_R$ will have the same behavior in the tails. See DeRobertis and Hartigan (1981) for a related class.
Berger (1990a) and Wasserman (1992) also provide computational tools to derive bounds on posterior quantities for the above classes. In fact, the robustness point of view substitutes for the current estimator \( \varrho(\pi) \) the range of possible values of the estimator when the prior \( \pi \) varies in the class \( \Gamma \),

\[
\varrho^L = \inf_{\pi \in \Gamma} \varrho(\pi), \quad \varrho^U = \sup_{\pi \in \Gamma} \varrho(\pi).
\]

Goutis (1990, 1994) (see Example 3.2.7) illustrates this approach for class (ii). Chapter 5 presents such a study in order to derive conservative bounds on posterior probabilities of a null hypothesis.

A more conservative approach to robustness requirements is to look for robust prior distributions, i.e., for parametrized distributions as insensitive as possible to small variations in the prior information. For instance, it can be shown that Student’s \( t \)-distributions are preferable to normal priors in the normal case, although the latter distributions are conjugate and so are maximum entropy priors in some cases (see Zellner (1971), Angers (1987), and Angers and MacGibbon (1990)). Similarly, poly-\( t \) distributions, derived from the product of several Student’s \( t \) densities, are used in the econometric analysis of simultaneous equations for the same reason (see Drèze and Morales (1976), Richard and Tompa (1980), and Bauwens (1984)). In general, and unlike conjugate distributions, these robust priors will have heavy tails.

Another approach robustifies the conjugate distributions by hierarchical modeling. The hierarchical Bayes approach is presented in Chapter 10, but it seems quite intuitive at this stage that an additional level in the prior modeling should increase the robustness of the prior distribution. Consider a conjugate prior for \( f(x|\theta), \pi_1(\theta|\lambda) \). As mentioned above, classes like (i) are not very efficient in terms of robustness and, moreover, require the specification of bounds on the hyperparameters \( \lambda \). Because these hyperparameters are (partly or totally) unknown, a natural extension (in a Bayesian framework) is to introduce a noninformative prior on \( \lambda, \pi_2(\lambda) \) (or a hyperprior compatible with the available information). This modeling induces the following hierarchical structure:

\[
\lambda \sim \pi_2(\lambda), \quad \theta|\lambda \sim \pi_1(\theta|\lambda), \quad x|\theta \sim f(x|\theta).
\]

The prior distribution on \( \theta \) is then the marginal distribution derived from \( \pi_1(\theta|\lambda)\pi_2(\lambda) \), i.e., by integrating \( \lambda \) out,

\[
(3.6.1) \quad \pi(\theta) = \int \pi_1(\theta|\lambda)\pi_2(\lambda)d\lambda.
\]

This prior distribution is not conjugate in general, but the main purpose of the hierarchical extension was actually to avoid the restrictive framework of conjugate priors. By integrating out the hyperparameters \( \lambda \), we derive a distribution (3.6.1) that usually enjoys heavier tails than conjugate priors.
For instance, the Student’s t-distribution can be written as (3.6.1) with $\pi_2$ an inverse gamma distribution (see Example 3.3.11). Hierarchical settings are also quite interesting from a computational point of view, as shown in Chapter 6.

Other perspectives incorporate the loss function in the robustness study in order to select an estimator that is conservative with respect to all possible priors $\pi \in \Gamma$. For instance, $\delta^*$ can be the solution of

$$\inf_{\delta} \sup_{\pi \in \Gamma} r(\pi, \delta) \quad \text{or} \quad \inf_{\delta} \sup_{\pi \in \Gamma} [r(\pi, \delta) - r(\pi, \delta^\pi)],$$

the first quantity being the $\Gamma$-minimax risk and the second quantity the $\Gamma$-minimax regret, as developed in Robbins (1951) and Good (1952). See Berger and Berliner (1986), Berger (1985a), and Kempthorne (1988) for additional references.

The literature on Bayesian robustness has increased considerably in the last few years and we refer the reader to the papers mentioned above for additional references. To conclude this chapter, let us point out that the choice of the prior distribution determines the resulting Bayesian inference, that this choice may sometimes be trivial and sometimes quite delicate, but that it should be justified in term of the available prior information in all cases and, moreover, that a robustness analysis should be conducted in order to assess the amount of posterior modification a change in the prior distribution induces. Obviously, this assessment will also depend on the evaluation measures considered for the quantities of interest, as for instance on the losses used in the estimation process. This leads to the possibility of using the knowledge of the loss function to determine noninformative prior distributions, but little work has been done in this direction, even though many Bayesians point out that loss and prior are indistinguishable (see, e.g., Lindley (1985) and Exercise 3.57.) A final warning to the reader is that the prior influence is often underestimated by users, while it may have unexpected influence on the resulting inference. Therefore, whenever possible, other values of the hyperparameters, but also other types of distributions, should be used to assess the real effect of the prior choice on the resulting inference.

### 3.7 Exercises

**Section 3.1**

3.1 (Dupuis (1995)) Recall that the beta $Be(\alpha, \beta)$ distribution has a density given by

$$\pi(\theta) = \frac{\Gamma(\alpha + \beta)}{\Gamma(\alpha)\Gamma(\beta)} \theta^{\alpha-1}(1-\theta)^{\beta}, \quad 0 \leq \theta \leq 1.$$

a. Give the mean of the $Be(\alpha, \beta)$ distribution.

b. Show that there a one-to-one correspondence between $(\alpha, \beta)$ and the triplet $(\mu, \theta_0, \theta_1)$, where $\pi(\theta \in [\theta_0, \theta_1]) = p$ and $\mu$ is the mean of the distribution.

c. What are the conditions on $(\mu, \theta_0, \theta_1)$ for $(\alpha, \beta)$ to exist?
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3.2 (Seidenfeld (1987)) Consider a six-sided die, with \( \theta \) the random variable corresponding to the upper face of the die.

a. If \( \pi \) is the distribution of \( \theta \), give the maximum entropy prior associated with the information \( \mathbb{E}[\theta] = 3.5 \).

b. Show that, if \( A \) is the event “\( \theta \) is odd”, the updated distribution \( \pi(\cdot | A) \) is \( (1/3, 0, 1/3, 0, 1/3, 0) \).

c. Show that the maximum entropy prior associated with the constraints \( \mathbb{E}[\theta] = 3.5 \) and \( \mathbb{E}[1_A] = 1 \) is \( (0.22, 0, 0.32, 0, 0.47) \).

[Note: Seidenfeld (1987) and Kass and Wasserman (1996) use this example to show that the maximum entropy approach is not always compatible with the Bayesian updating principle given in (1.4.1).]

3.3 Show that, if the constraints (3.2.1) are all associated with functions \( g_k \) of the form \( g_k(\theta) = \mathbb{I}_{(-\infty, a_k]}(\theta) \), there is no maximum entropy prior distribution for \( \Theta = \mathbb{R} \) and \( \pi_0 \) the Lebesgue measure on \( \mathbb{R} \).

3.4 Consider \( \theta \in \mathbb{R} \) and a prior \( \pi \) such that \( \text{var}^\pi(\theta) = 1 \), \( \pi(\theta < -1) = 0.1 \), and \( \pi(\theta > 1) = 0.1 \). Derive the maximum entropy prior associated with the Lebesgue measure on \( \mathbb{R} \) if this is possible.

3.5 Let \( \pi_0 \) be a reference measure for the maximum entropy method and \( \pi'_0 \) a measure which is absolutely continuous with respect to \( \pi_0 \).

a. Give examples where the maximum entropy priors associated with \( \pi_0 \) and \( \pi'_0 \) coincide.

b. Apply this to the case when \( \pi_0 \) is the Lebesgue measure on \( \mathbb{R} \), \( \pi'_0 \) is the \( \mathcal{N}(0, 1) \) distribution, and the constraints (3.2.1) are \( \mathbb{E}^\pi[\theta] = 0 \), \( \text{var}^\pi(\theta) = \sigma^2 \), depending on the value of \( \sigma \).

3.6 Consider \( \theta \in \mathbb{R}_+ \). Determine whether there exists a maximum entropy prior under the constraint \( \mathbb{E}^\pi[\theta] = \mu \) for \( \pi_0(\theta) = 1 \) and \( \pi_0(\theta) = 1/\theta \).

3.7 Let \( x \sim \mathcal{P}(\lambda) \).

a. Find the maximum entropy prior associated with \( \pi_0(\theta) = 1/\sqrt{\theta} \) and \( \mathbb{E}^\pi[\theta] = 2 \).

b. Determine the hyperparameters of the prior distribution \( \pi \) if \( \pi \) is

(1) \( \text{Exp}(\mu) \);

(2) \( \mathcal{G}(2, q) \).

c. Derive the three corresponding posterior distributions when \( x = 3 \) and compare the Bayes estimators of \( \theta \) under the loss \( L(\theta, \delta) = \theta(\theta - \delta)^2 \).
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3.8 Determine the prior distributions in Example 3.2.6, when the first and third quartiles are 2 and \(-2\) and the median is 0.

3.9 Let \( x \sim \mathcal{B}(n, \theta) \) and \( \theta \sim \mathcal{Be}(\alpha, \beta) \). Determine whether there exist values of \( \alpha, \beta \) such that \( \pi(\theta|x) \) is the uniform prior on \([0, 1]\), even for a single value of \( x \).
3.10 Let \( x \sim \mathcal{P}(\alpha, \theta) \), a Pareto distribution, and \( \theta \sim \text{Be}(\mu, \nu) \). Show that, if \( \alpha < 1 \) and \( x > 1 \), a particular choice of \( \mu \) and \( \nu \) gives \( \pi(\theta|x) \) as the uniform prior on \([0, 1]\).

**Section 3.3.1**

3.11 If \( \pi \) is a finite mixture of conjugate distributions, give the form of \( \pi(\theta|x) \). In particular, derive the posterior weights. Deduce the results of Example 3.4.1.

3.12 Determine symmetric distributions, i.e., distributions such that conjugate distributions and sampling distributions belong to the same parametrized family.

3.13 This exercise shows why the notion of a minimal conjugate family is usually vacuous.

a. Using the notations of Proposition 3.3.13, show that the set of \( \lambda \)'s in \( \pi(\theta|\mu, \lambda) \) can be restricted to vary in \( \lambda_0 + \mathbb{N} \) for any \( \lambda_0 > 0 \).

b. Deduce that, if \( \lambda_0 - \lambda'_0 \not\in \mathbb{Z} \mathbb{Z} \), the conjugate families associated with \( \lambda_0 + \mathbb{N} \) and \( \lambda'_0 + \mathbb{N} \) are disjoint.

c. Conclude that the intersection of all conjugate families is empty.

3.14 Consider a population divided into \( k \) categories (or *cells*) with probability \( p_i \) for an individual to belong to the \( i \)th cell (\( 1 \leq i \leq n \)). A sequence \( \{\pi_k\} \) of prior distributions on \( p^k = (p_1, \ldots, p_k) \), \( k \in \mathbb{N} \), is called coherent if any grouping of cells into \( m \) categories leads to the prior \( \pi_m \) for the transformed probabilities.

a. Determine coherence conditions on the sequence \( \{\pi_k\} \).

b. In the particular case when \( \pi_k \) is a Dirichlet distribution \( \mathcal{D}(\alpha_1, \ldots, \alpha_k) \), express these conditions in terms of the \( \alpha_k \)'s.

c. Does the Jeffreys prior induce a coherent sequence?

d. What about \( \pi_k(p^k) \propto \prod_i p_i^{-1/k} \), proposed by Perk (1947)?

**Section 3.3.3**

3.15 Show that every distribution from an exponential family can be generalized into a pseudo-exponential family by adding parametrized constraints on the support of \( x \). Elaborate on the modification in the sufficient statistics.

3.16 Show that, if the support of \( f(x|\theta) \) does not depend on \( \theta \) and if there exists a parametrized conjugate prior family \( \mathcal{F} = \{\pi(\theta|\lambda) \mid \lambda \in \Lambda\} \) with \( \dim(\Lambda) < +\infty \), \( f(x|\lambda) \) is necessarily from an exponential family. (*Hint: This is a consequence of the Pitman–Koopman lemma.*)

3.17 Give a sufficient statistic associated with a sample \( x_1, \ldots, x_n \) from a Pareto \( \mathcal{P}(\alpha, \theta) \) distribution.

3.18 Give a sufficient statistic associated with a sample \( x_1, \ldots, x_n \) from a truncated normal distribution

\[
    f(x|\theta) \propto e^{-(x-\theta)^2/2} \mathbb{1}_{[\theta-c, \theta+c]}(x),
\]

when \( c \) is known.

3.19 *(Brown (1986)) Show that, for every exponential family, there exists a reparameterization which gives a natural exponential family. Show also that the dimension of a natural reparameterization does not depend on the choice of the reparameterization.
3.20 *(Dynkin (1951)) Show that the normal distributions and distributions of the form \( c \log(y) \), when \( y \sim \mathcal{G}(\alpha, \beta) \), are the only ones which can belong simultaneously to an exponential family and a location family. Deduce that the normal distribution is the only distribution from an exponential family that is also spherically symmetric (see Exercise 1.1).

3.21 *(Lauritzen (1996)) Consider \( X = (x_{ij}) \) and \( \Sigma = (\sigma_{ij}) \) symmetric positive-definite \( m \times m \) matrices. The Wishart distribution, \( \mathcal{W}(\alpha, \Sigma) \), is defined by the density

\[
p_{\alpha, \Sigma}(X) = \frac{|X|^\frac{\alpha-(m+1)}{2} \exp(-\text{tr}(\Sigma^{-1}X)/2)}{\Gamma_m(\alpha)|\Sigma|^\alpha/2},
\]

with \( \text{tr}(A) \) the trace of \( A \) and

\[
\Gamma_m(\alpha) = 2^{m/2} \pi^{m(m-1)/4} \prod_{i=1}^m \Gamma \left( \frac{\alpha - i + 1}{2} \right).
\]

a. Show that this distribution belongs to an exponential family. Give its natural representation and derive the mean of \( \mathcal{W}(\alpha, \Sigma) \).

b. Show that, if \( z_1, \ldots, z_n \sim \mathcal{N}(0, \Sigma) \),

\[
\sum_{i=1}^n z_i z_i' \sim \mathcal{W}(n, \Sigma).
\]

c. Show that the moments are given by

\[
\mathbb{E}[X|\alpha, \Sigma] = \alpha \Sigma, \quad \text{Cov}(X) = 2\alpha \Sigma \otimes \Sigma.
\]

d. Show that the mean of the inverse \( X^{-1} \) is given by

\[
\mathbb{E}[X^{-1}|\alpha, \Sigma] = \frac{1}{\alpha - p + 1} \Sigma, \quad \alpha > p + 1.
\]

3.22 *(Pitman (1936)) Show the Pitman–Koopman lemma: If, for \( n \geq n_0 \), there exists \( T_n \) from \( \mathbb{R}^n \) in \( \mathbb{R}^k \) such that \( T_n(x_1, \ldots, x_n) \) is sufficient when \( x_1, \ldots, x_n \) are i.i.d. \( f(x|\theta) \), the distribution \( f \) necessarily belongs to an exponential family if the support of \( f \) does not depend on \( \theta \). Study the case when the support of \( f \) depends on \( \theta \).

3.23 *(Brown (1986)) A natural exponential family \( f(x|\theta) = \exp(\theta \cdot x - \psi(\theta)) \) is said to be steep if, for every \( \theta_0 \in \mathcal{N} \), the interior set of \( N, \theta_1 \in N/\mathcal{N} \), and \( \theta_0 = \varphi \theta_1 + (1 - \varphi) \theta_0 \), it satisfies

\[
\lim_{\varphi \to 1} \frac{\partial \psi}{\partial \varphi}(\theta_0) = +\infty.
\]

a. Show that the family is steep if and only if

\[
\mathbb{E}_{\theta}[||x||] = +\infty
\]

for every \( \theta \in N/\mathcal{N} \).

b. Show that the Inverse Gaussian distribution, with density

\[
(\pi)^{-1/2} z^{-3/2} \exp\{\theta_1 z + \theta_2 (1/z) - (2 \theta_1 \theta_2)^{1/2} + (1/2) \log(-2 \theta_2)\}
\]

where \( z \in \mathbb{R}_+ \) and \( \theta_1, \theta_2 \in \mathbb{R}_- \), is exponential and steep but not regular.
c. Show that a minimal and steep exponential family can be re parametrized by \( \xi(\theta) = \mathbb{E}_\theta [x] = \nabla \psi(\theta) \) and that this function defines a one-to-one transformation from \( \hat{N} \) to \( \hat{K} \).

d. Show that, for minimal and steep exponential families, the maximum likelihood estimator of \( \theta, \hat{\theta}(x) \), satisfies
\[
\xi(\hat{\theta}(x)) = x.
\]

3.24 *(Morris (1982)) A restricted natural exponential family on \( \mathbb{R} \) is defined by
\[
(3.7.1) \quad P_\theta(x \in A) = \int_A \exp\{\theta x - \psi(\theta)\} dF(x), \quad \theta \in \Theta.
\]
a. Show that, if \( 0 \in \Theta \), \( F \) is necessarily a cumulative distribution function. Otherwise, show that the transformation of \( F \) into
\[
dF_0(x) = \exp\{\theta_0 x - \psi(\theta)\} dF(x),
\]
for an arbitrary \( \theta_0 \in \Theta \), and the replacement of \( \theta \) by \( \theta - \theta_0 \), provides this case.

b. Show that, in this restricted sense, \( \mathcal{B}(m\mu, m(1 - \mu)) \) and the lognormal distribution \( \mathcal{L}og\mathcal{N}(\alpha, \sigma^2) \) do not belong to an exponential family.

c. If \( \mu = \psi'(\theta) \) is the mean of the distribution \( (3.7.1) \), the variance function of the distribution is defined by \( V(\mu) = \psi''(\theta) = \text{var}_\theta(x) \). Show that \( V \) is indeed a function of \( \mu \) and, moreover, that if the variation space of \( \mu, \Omega \), is known, the couple \( (V, \Omega) \) completely characterizes the family \( (3.7.1) \) by
\[
\psi\left(\int_{\mu_0}^{\mu} \frac{dm}{V(m)}\right) = \int_{\mu_0}^{\mu} \frac{m \cdot dm}{V(m)}.
\]
(Notice that \( \theta = \int_{\mu_0}^{\mu} dm/V(m). \)) Show that \( V(\mu) = \mu^2 \) defines two families, depending on whether \( \Omega = \mathbb{R}^- \) or \( \Omega = \mathbb{R}^+ \).

d. Show that \( V(\mu) = \mu (1 - \mu)/(m + 1) \) corresponds simultaneously to the binomial distribution \( \mathcal{B}(m, \mu) \) and to \( \mathcal{B}(m\mu, m(1 - \mu)) \). Deduce that the characterization by \( V \) is only valid for natural exponential families.

e. Show that exponential families with quadratic variance functions, i.e.,
\[
(3.7.2) \quad V(\mu) = v_0 + v_1 \mu + v_2 \mu^2,
\]
include the following distributions: normal, \( \mathcal{N}(\mu, \sigma^2) \), Poisson, \( \mathcal{P}(\mu) \), gamma, \( \mathcal{G}(r, \mu/r) \), binomial, \( \mathcal{B}(m, m\mu) \), and negative binomial, \( \mathcal{N}eg(r, p) \), defined in terms of the number of successes before the \( r \)th failure, with \( \mu = rp/(1 - p) \).

f. Show that the normal distribution (respectively, the Poisson distribution) is the unique natural exponential distribution with a constant (respectively, of degree one) variance function.

g. Assume \( v_2 \neq 0 \) in \( (3.7.2) \) and define \( d = v_1^2 - 4v_0 v_2 \), discriminant of \( (3.7.2) \), \( a = 1 \) if \( d = 0 \) and \( a = \sqrt{dv_2} \) otherwise. Show that \( x^* = a V'(x) \) is a linear transformation of \( x \) with the variance function
\[
(3.7.3) \quad V^*(\mu^*) = s + v_2 (\mu^*)^2,
\]
where \( \mu^* = a V'(\mu) \) and \( s = -\text{sign}(dv_2) \). Show that it is sufficient to consider \( V^* \) to characterize natural exponential families with a quadratic variance function, in the sense that other families are obtained by inverting the linear transform.
h. Show that (3.7.3) corresponds to six possible cases depending on the sign of \( v_2 \) and the value of \( s \) \((-1, 0, 1)\). Eliminate the two impossible cases and identify the families given in e, above. Show that the remaining case is \( v_2 > 0, s = 1 \).

For \( v_2 = 1 \), show that this case corresponds to the distribution of

\[
x = \log\left\{ \frac{y}{1 - y} \right\} / \pi,
\]

where

\[
y \sim B e \left( \frac{1}{2} + \frac{\theta}{\pi}, \frac{1}{2} - \frac{\theta}{\pi} \right), \quad |\theta| < \frac{\pi}{2},
\]

and

(3.7.4)

\[
f(x|\theta) = \frac{\exp[\theta x + \log(\cos(\theta))]}{2 \cosh(\pi x / 2)}.
\]

(The reflection formula \( B(0.5 + t, 0.5 - t) = \pi / \cos(\pi t) \) can be of use.) The distributions spanned by the linear transformations of (3.7.4) are called GHS\((r, \lambda)\) (meaning \( generalized \ hyperbolic \ secant \)), with \( \lambda = \tan(\theta), r = 1/v_2, \) and \( \mu = r\lambda \). Show that the density of GHS\((r, \lambda)\) can be written

\[
f_{r,\lambda}(x) = \left(1 + \lambda^2\right)^{-r/2} \exp\{x \arctan(\lambda)\} f_{r,0}(x)
\]

(do not try to derive an explicit expression for \( f_{r,0} \)).

[Note: Exercise 10.33 exhibits additional properties of the quadratic variance exponential families in terms of conjugate families and Bayes estimators. Exercise 6.2.6 shows how orthogonal polynomials can be related to each distribution in the quadratic variance exponential families.]

3.25 Compare usual exponential families with the distributions (2.6.1) obtained in Chapter 2 and check whether they give \textit{universal estimators}.

3.26 Show that, for every exponential family, the natural space \( N \) is convex.

3.27 Show the decomposition of Example 3.3.11

(i) directly; and

(ii) through a usual representation of Student’s \( t \)-distribution.

3.28 An alternative to the logistic regression introduced in Example 3.3.15 is the \textit{probit} model, where

\[
P_\alpha(y_i = 1) = 1 - P_\alpha(y_i = 0) = \Phi(\alpha^t x_i), \quad i = 1, \ldots, n,
\]

and \( \Phi \) is the c.d.f. of the standard normal distribution.

a. Show that this alternative does not belong to an exponential family, even conditional upon the \( x_i \)’s.

b. The observation \( y_i \) can be considered as the indicator function \( I_{z_i \leq \alpha^t x_i} \), where \( z_i \) is an unobserved \( N(0, 1) \) random variable. Show that, if the \( z_i \)’s are known, the Lebesgue measure provides an explicit posterior distribution.

[Note: The interesting aspect of this remark will be made clearer in Chapter 6, since the \textit{missing data} \( z_1, \ldots, z_n \) can be simulated.]
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3.29 For an arbitrary exponential family distribution, determine the constraints such that a maximum entropy prior is also a conjugate prior.

3.30 A classical linear regression can be written as \( y \sim \mathcal{N}_p(X\beta, \sigma^2 I_p) \) with \( X \) a \( p \times q \) matrix and \( \beta \in \mathbb{R}^q \). When \( X \) is known, give the natural parameterization of this exponential family and derive the conjugate priors on \((\beta, \sigma^2)\). Generalize to \( \mathcal{N}_p(X\beta, \Sigma) \) with \( \Sigma \) known.
3.31 Consider \( x \sim \mathcal{N}(\theta, \theta) \) with \( \theta > 0 \).

a. Determine the Jeffreys prior \( \pi^J(\theta) \).

b. Say whether the distribution of \( x \) belongs to an exponential family and derive the conjugate priors on \( \theta \).

c. Use Proposition 3.3.14 to relate the hyperparameters of the conjugate priors with the mean of \( \theta \).

3.32 Show that, if \( x \sim \mathcal{B}(\theta_1, \theta_2) \), there exist conjugate priors on \( \theta = (\theta_1, \theta_2) \) but that they do not lead to tractable posterior quantities, except for the computation of \( \mathbb{E}^\pi[\theta_1/(\theta_1 + \theta_2)|x] \), according to Proposition 3.3.14.

3.33 *(Robert (1991)) The generalized inverse normal distribution \( \mathcal{IN}(\alpha, \mu, \tau) \) has the density

\[
K(\alpha, \mu, \tau) \theta^{-\alpha} \exp\left\{ -\left(\frac{1}{\theta} - \mu \right)^2/2\tau^2 \right\},
\]

with \( \alpha > 0, \mu \in \mathbb{R}, \) and \( \tau > 0 \).

a. Show that this density is well defined and that the normalizing factor is

\[
K(\alpha, \mu, \tau)^{-1} = \tau^{\alpha-1} e^{-\mu^2/2\tau^2} 2^{(\alpha-1)/2} \frac{\Gamma\left(\frac{\alpha-1}{2}\right)}{\Gamma\left(\frac{\alpha}{2}\right)} 1\text{F}_1\left(\frac{\alpha-1}{2}; \frac{1}{2}; \frac{\mu^2}{2\tau^2}\right),
\]

where \( 1\text{F}_1 \) is the confluent hypergeometric function (see Abramowitz and Stegun (1964)).

b. Show that this distribution generalizes the distribution of \( y = 1/x \) when \( x \sim \mathcal{N}(\mu, \tau^2) \). Check that the above normalizing constant is correct in this particular case.

c. Deduce that the mean of \( \mathcal{IN}(\alpha, \mu, \tau) \) is defined for \( \alpha > 2 \) and is

\[
\mathbb{E}_{\alpha, \mu, \tau}[\theta] = \frac{\mu}{\tau^2} 1\text{F}_1\left(\frac{\alpha-1}{2}; \frac{3}{2}; \frac{\mu^2}{2\tau^2}\right),
\]

\[
1\text{F}_1\left(\frac{\alpha-1}{2}; \frac{1}{2}; \frac{\mu^2}{2\tau^2}\right).
\]

d. Show that these distributions \( \mathcal{IN}(\alpha, \mu, \tau) \) constitute a conjugate family for the multiplicative model \( \mathcal{N}(\theta, \theta^2) \).

3.34 Show that a Student’s \( t \)-distribution \( \mathcal{T}_p(\nu, \theta, \tau^2) \) does not allow for a conjugate family, apart from the trivial family \( \mathcal{F}_0 \).

3.35 Proposition 3.3.13 exhibits a conjugate family for every exponential family, of the form (3.3.4),

\[
\pi(\theta|\lambda, \mu) = \exp\{\theta \cdot \mu - \lambda \psi(\theta)\} K(\mu, \lambda).
\]

a. Show that the distribution (3.3.4) is actually well defined when \( \lambda > 0 \) and \( (\mu/\lambda) \in \mathcal{N} \).

b. Give the constant \( K \) for normal, gamma, and negative binomial distributions.

c. Deduce that the likelihood function \( \ell(\theta|x) \) is a particular prior distribution for exponential families (by mean of a reparameterization) and give the corresponding prior for the above families.

d. Is this property characterizing exponential families? Give a counter-example.

3.36 *Show Proposition 3.3.14 and its reciprocal in the continuous case. Apply to the distributions in Table 3.3.4.
3.37 Show that the distributions in Table 3.3.4 are actually conjugate
   (i) directly; and
   (ii) through Proposition 3.3.14.
3.38 Consider \( x \sim G(\theta, \beta) \), i.e., \( f_{\beta}(x|\theta) = \frac{\beta^\theta}{\Gamma(\theta)} x^{\theta-1} e^{-\beta x} \).
   a. Can you derive a conjugate family for this distribution?
   b. Consider the case where \( \theta \in \mathbb{N} \).
   c. Same question for \( x \sim Be(1, \theta) \).
3.39 Show that, for exponential families, a multiplication of the number of hierarchical levels does not modify the conjugate nature of the resulting prior if conjugate distributions with fixed scale parameters are used at every level of the hierarchy. (Consider, for instance, the normal case.)
3.40 *(Robert (1993a)) Consider \( f(x|\theta) \) from an exponential family,
   \[ f(x|\theta) = e^{\theta \cdot x - \psi(\theta)} h(x), \quad x \in \mathbb{R}^k, \]
   and \( \pi_0(\theta|x_0, \lambda) \) a conjugate prior distribution,
   \[ \pi_0(\theta|x_0, \lambda) = e^{\theta \cdot x_0 - \lambda \psi(\theta)}. \]
   We are looking for a so-called objective estimation of \( \nabla \psi(\theta) \), based on an arbitrary prior distribution \( \pi_0(\theta|x_0, \lambda) \). To this effect, we replace the distribution \( \pi_0 \) by \( \pi_1(\theta|x_1, \lambda) \) defined by the relation
   \[ \mathbb{E}^{\pi_1}[\nabla \psi(\theta)] = \mathbb{E}^{\pi_0}[\nabla \psi(\theta)|x], \]
   in order to reduce the influence of \( x_0 \).
   a. Deduce the relation between \( x_1 \) and \( x_0 \).
   b. We iterate the updating process (3.7.5) in order to eliminate, as much as possible, the influence of \( x_0 \) and we construct in this way a sequence \( \pi_n(\theta|x_n, \lambda) \) of conjugate priors. Give the relation between \( x_n \) and \( x_{n-1} \) and deduce the limit of the sequence \( (x_n) \).
   c. Give the corresponding limit of the Bayes estimators of \( \nabla \psi(\theta) \). How do you characterize the resulting estimator? Is it still a Bayes estimator?
   d. In the particular case when \( x \sim N(\theta, 1) \), the parameter of interest is \( h(\theta) = e^{-\theta} \). Give the estimator \( h(\theta) \) obtained this way using the iterative updating
   \[ \mathbb{E}^{\pi_n}[h(\theta)] = \mathbb{E}^{\pi_{n-1}}[h(\theta)|x]. \]
   e. Consider the case \( x \sim G(\alpha, \theta) \) and \( h(\theta) = \theta^k \) to show that this iterative method, called Prior Feedback, does not always converge to the maximum likelihood estimator.
   f. Show that the limit of the Prior Feedback estimate when \( \lambda \) goes to \( +\infty \) is the maximum likelihood estimator of \( h(\theta) \), for an arbitrary function \( h \) and every exponential family.

Section 3.4
3.41 In the setting of Example 3.4.1, build up a prior distribution by observing a few coins and imposing a mixture of beta distributions as in Diaconis and Ylvisaker (1985). Select one of these coins and derive a posterior distribution on \( \theta \), probability of heads, after 10 trials and 50 trials.
3.42 Consider $x \sim \mathcal{N}(0, 1)$ and $\theta \sim \mathcal{T}_1(5, 0, 1)$.

a. Devise a method to approximate this prior distribution by a mixture of: (i) two normal distributions; and (ii) five normal distributions.

b. In each case, give the approximating posterior expectation of $\theta$ when $x = 1$ and compare it with the exact value.

Section 3.5.1

3.43 Consider $x_1, \ldots, x_n \sim \mathcal{N}(\mu + \nu, \sigma^2)$, with $\pi(\mu, \nu, \sigma) \propto 1/\sigma$.

a. Show that the posterior distribution is not defined for every $n$.

b. Extend this result to overparametrized models with improper priors.

The following exercises (3.44–3.50) present the marginalization paradox through several examples and show that it can only occur for improper priors. Dawid et al. (1973), Stone (1976), and Jaynes (1980) give some partial resolutions of these paradoxes. Notice that a fundamental explanation is that the improper distribution $\pi(d\eta, d\theta) = \pi(\eta) d\eta d\theta$ does not induce the pseudo-marginal distribution $\pi(d\eta) = \pi(\eta) d\eta$.

3.44 *(Dawid et al. (1973)) Consider $n$ random variables $x_1, \ldots, x_n$, such that the first $\xi$ of these variables has an $\text{Exp}(\eta)$ distribution and the $n-\xi$ other have a $\text{Exp}(c\eta)$ distribution, where $c$ is known and $\xi$ takes its values in $\{1, 2, \ldots, n-1\}$.

a. Give the shape of the posterior distribution of $\xi$ when $\pi(\xi, \eta) = \pi(\xi)$ and show that it only depends on $z = (z_2, \ldots, z_n)$, with $z_i = x_i/x_1$.

b. Show that the distribution of $z$, $f(z|\xi)$, only depends on $\xi$.

c. Show that the posterior distribution $\pi(\xi|x)$ cannot be written as a posterior distribution for $z \sim f(z|\xi)$, whatever $\pi(\xi)$, although it only depends on $z$. How do you explain this?

d. Show that the paradox does not occur when $\pi(\xi, \eta) = \pi(\xi)\eta^{-1}$.

3.45 *(Dawid et al. (1973)) Consider $u_1, u_2, s^2$ such that

\[ u_1 \sim \mathcal{N}(\mu_1, \sigma^2), \quad u_2 \sim \mathcal{N}(\mu_2, \sigma^2), \quad s^2 \sim \sigma^2 \chi^2_\nu/\nu, \]

and $\zeta = (\mu_1 - \mu_2)/(\sigma\sqrt{2})$ is the parameter of interest. The prior distribution is

\[ \pi(\mu_1, \mu_2, \sigma) = \frac{1}{\sigma}. \]

a. Show that the posterior distribution $\pi(\zeta|x)$ only depends on

\[ z = \frac{u_1 - u_2}{s\sqrt{2}}. \]

b. Show that the distribution of $z$ only depends on $\zeta$, but that a paradox occurs; it is still impossible to derive $\pi(\zeta|x)$ from $f(z|\zeta)$, even though $\pi(\zeta|x)$ only depends on $z$.

c. Show that the paradox does not occur when

\[ \pi(\mu_1, \mu_2, \sigma) = \frac{1}{\sigma^2}. \]
3.46 *(Dawid et al. (1973)) Consider \[ x_{11}, \ldots, x_{1n} \sim N(\mu_1, \sigma^2), \]
\[ x_{21}, \ldots, x_{2n} \sim N(\mu_2, \sigma^2), \]
2n independent random variables.

a. The parameter of interest is \( \xi = (\xi_1, \xi_2) = (\mu_1/\sigma, \mu_2/\sigma) \) and the prior distribution is \( \pi(\mu_1, \mu_2, \sigma) = \sigma^{-p} \).

Show that \( \pi(\xi|x) \) only depends on \( z = (z_1, z_2) = (\bar{x}_1/s, \bar{x}_2/s) \) and that the distribution of \( z \) only depends on \( \xi \). Derive the value of \( p \) that avoids the paradox.

b. The parameter of interest is now \( \zeta = \xi_1 \). Show that \( \pi(\zeta|x) \) only depends on \( x_1 \) and that \( f(x_1|\zeta) \) only depends on \( \zeta \). Give the value of \( p \) that avoids the paradox.

c. Consider the previous questions when \( \sigma \sim Pa(\alpha, \sigma_0) \).

3.47 *(Dawid et al. (1973)) Consider \((x_1, x_2)\) with the following distribution:
\[ f(x_1, x_2|\theta) \propto \int_0^{+\infty} t^{2n-1} \exp \left[ -\frac{1}{2} \left\{ t^2 + n(x_1 t - \zeta)^2 + n(x_2 t - \xi)^2 \right\} \right] dt, \]
with \( \theta = (\zeta, \xi) \). Justify this distribution by considering the setting of Exercise 3.46. The prior distribution on \( \theta \) is \( \pi(\theta) = 1 \).

a. Show that \( \pi(\zeta|x) \) only depends on \( x_1 \) and that \( f(x_1|\zeta) \) only depends on \( \zeta \), but that \( \pi(\zeta|x) \) cannot be obtained from \( x_1 \sim f(x_1|\zeta) \).

b. Show that, for any distribution \( \pi(\theta) \) such that \( \pi(\zeta|x) \) only depends on \( x_1 \), \( \pi(\zeta|x) \) cannot be proportional to \( \pi(\zeta)f(x_1|\zeta) \).

3.48 *(Jaynes (1980)) In the setting of Exercise 3.44, consider \( \pi(\xi, \eta) = \pi(\xi)\pi(\eta) \).

a. Show that
\[ \pi(\xi|x) \propto \pi(\xi)c^{-\xi} \int_0^{+\infty} \eta^{-n} \exp(-\eta x_1 Q) \pi(\eta) d\eta, \]
with \( Q = \sum_{i=1}^{\xi} z_i + c \sum_{\xi+1}^{n} z_i \).

b. Examine whether the paradox occurs for \( \pi(\eta) = \eta^{-k} \) (\( k > -n - 1 \)).

c. Same question for \( \eta \sim Pa(\alpha, \eta_0) \).

3.49 *(Jaynes (1980)) Consider
\[ f(y, z|\eta, \zeta) \propto \frac{\zeta^y \eta^{z-y}(1-\eta)^{z-y}}{y!(z-y)!} \quad (0 \leq y \leq z), \]
with \( 0 < \eta < 1 \).

a. Show that \( f(z|\eta, \zeta) \) only depends on \( \zeta \) and derive the distribution \( f(y, z|\eta, \zeta) \) from \( f(y|z, \eta, \zeta) \).

b. Show that, for every \( \pi(\eta) \), the paradox does not occur.
3.50 *(Dawid et al. (1973)) Consider $x = (y, z)$ with distribution $f(x|\theta)$ and $\theta = (\eta, \xi)$. Assume that $\pi(\xi|x)$ only depends on $z$ and that $f(z|\theta)$ only depends on $\xi$.

a. Show that the paradox does not occur if $\pi(\theta)$ is proper.

b. Generalize to the case where $\int \pi(\eta, \xi) d\eta = \pi(\xi)$ and examine whether the paradox is eliminated.

Section 3.5.3

3.51 In relation to Example 3.5.7, if $x \sim B(n, p)$, find a prior distribution on $n$ such that $\pi(n|x)$ is $\mathcal{N}(x, p)$.

3.52 *In relation to Example 3.5.9,

a. Show that the Bayes estimator of $\eta = ||\theta||^2$ under quadratic loss for $\pi(\eta) = 1/\sqrt{\eta}$ and $x \sim \mathcal{N}(\theta, I_p)$ can be written as

$$\delta^\pi(x) = \frac{1 F_1(3/2; p/2; ||x||^2/2)}{1 F_1(1/2; p/2; ||x||^2/2)}$$

where $1 F_1$ is the confluent hypergeometric function.

b. Deduce from the series development of $1 F_1$ the asymptotic development of $\delta^\pi$ (for $||x||^2 \to +\infty$).

c. Compare $\delta^\pi$ with $\delta_0(x) = ||x||^2 - p$.

d. Study the behavior of these estimators under the weighted quadratic loss $L(\delta, \theta) = (||\theta||^2 - \delta)^2 + p$ and conclude.

3.53 Find a transform of $\theta$, $\eta = g(\theta)$, such that the Fisher information $I(\eta)$ is constant for:

(i) the Poisson distribution, $\mathcal{P}(\theta)$;

(ii) the gamma distribution, $\mathcal{G}(\alpha, \theta)$, with $\alpha = 1, 2, 3$; and

(iii) the binomial distribution, $\mathcal{B}(n, \theta)$.

3.54 Assuming that $\pi(\theta) = 1$ is an acceptable prior for real parameters, show that this generalized prior leads to $\pi(\sigma) = 1/\sigma$ if $\sigma \in \mathbb{R}^+$ and to $\pi(\varrho) = 1/\varrho(1 - \varrho)$ if $\varrho \in [0, 1]$ by considering the natural transformations $\theta = \log(\sigma)$ and $\theta = \log(\varrho/(1 - \varrho))$.

3.55 *(Saxena and Alam (1982)) In a setting identical to that in Exercise 3.52:

a. Give the maximum likelihood estimator of $||\theta||^2$ when $x \sim \mathcal{N}(\theta, I_p)$.

b. Show that the maximum likelihood estimator derived from $z = ||x||^2$ satisfies the implicit equation

$$1 = \frac{z}{\sqrt{\lambda z I_{p-1}/2(\sqrt{\lambda z})}} (z > p),$$

where $I_\nu$ is the modified Bessel function (see Abramowitz and Stegun (1964) or Exercise 4.35).

c. Use the series expansion of $I_\nu$ to show that the maximum likelihood estimator $\hat{\lambda}$ satisfies

$$\hat{\lambda}(z) = z - p + 0.5 + O(1/z).$$
d. Show that $\hat{\lambda}$ is dominated by $(z - p)^+$ under quadratic loss.

3.56 The Fisher information is not defined when the support of $f(x|\theta)$ depends on $\theta$. Consider the following cases:

(i) $x \sim U[-\theta, \theta]$;  
(ii) $x \sim \mathcal{P}a(\alpha, \theta)$;  
(iii) $f(x|\theta) \propto e^{-(x-\theta)^2/2}I_{[0,\theta]}(x)$.

3.57 Show that a second-order approximation of both the entropy and Hellinger losses introduced in Section 2.5.4 is $(\theta - \delta)^2 I(\theta)$. Does this result give additional support to the use of the Jeffreys prior?

3.58 Consider $x \sim \mathcal{P}(\theta)$.

a. Determine the Jeffreys prior $\pi^J$ and discuss whether the scale-invariant prior $\pi_0(\theta) = 1/\theta$ is preferable.

b. Find the maximum entropy prior for the reference measure $\pi^J_0$ and the constraints $\mathbb{E}^\pi[\theta] = 1$, $\text{var}^\pi(\theta) = 1$. What about using $\pi_0$ instead?

c. Actually, $x$ is the number of cars crossing a railroad in a period $T$. Show that $x$ is distributed according to a Poisson distribution $\mathcal{P}(\theta)$ if the interval between two arrivals is distributed according to $\mathcal{E}xp(\lambda)$. Note that $\theta = \lambda T$.

d. Use the above derivation of the Poisson distribution to justify the use of $\pi_0$.

Section 3.5.4

3.59 If $x \sim \mathcal{N}(\theta, \sigma^2)$, give the reference prior distributions for $\{\theta, \sigma\}$ and $\{\sigma, \theta\}$.

3.60 Consider $\theta \in [a, b]$ and $\pi(\theta) \propto 1/\theta$.

a. Determine the normalizing factor of $\pi$.

b. Compute $p_i = \pi(i \leq \theta < i + 1)$ for $a \leq i \leq b - 1$.

c. Deduce the limit of $p_i$ as $a$ goes to 0 or $b$ goes to $\infty$. [Note: This exercise is related to the table entry problem, namely, that in many numerical tables the frequency of the first significant digit is $\log_{10}(1 + i^{-1})$ ($1 \leq i \leq 9$). See Berger (1985a, p. 86) for a detailed account.]

3.61 *(Kass and Wasserman (1996)) Show that the reference prior derived from the Jeffreys prior for $\theta_1$ fixed, $\pi(\theta_2|\theta_1)$, and the Jeffreys prior on the marginal (3.5.3) can also be written as

$$
\pi(\theta_1, \theta_2) \propto \pi(\theta_2|\theta_1) \exp \left\{ \int \pi(\theta_2|\theta_1) \log \sqrt{\frac{|I|}{|I_{22}|}} d\theta_2 \right\},
$$

where $I$ is the Fisher information and $I_{22}$ is the part of $I$ associated with $\theta_2$.

Section 3.6

3.62 *(Berger (1990a)) Consider the class $\Gamma_\epsilon, Q$ defined in §3.6 (iii), with

$$
Q = \{ \text{unimodal distributions symmetric around } \theta_0 \}.
$$

When $\pi$ varies in $Q$, the marginal

$$
m(\pi) = \int f(x|\theta) \pi(\theta) d\theta
$$

does not vary between upper and lower bounds, $m^U$ and $m^L$. 

a. Show that every unimodal distribution symmetric around $\theta_0$ can be written as a mixture of uniform distributions symmetric around $\theta_0$, $\mathcal{U}_{[\theta_0-a, \theta_0+a]}$.

b. Deduce that
\[
m'_{\epsilon} = \sup_{\pi \in \Gamma_{\epsilon}, \Theta} m(\pi) = (1 - \epsilon)m(\pi_0) + \epsilon \sup_{z > 0} \int_{\theta_0 - z}^{\theta_0 + z} f(x|\theta) \frac{f(x|\theta)}{2z} d\theta.
\]

c. If the quantity of interest is the Bayes factor,
\[
B(\pi) = \frac{f(x|\theta_0)}{\int_{\theta \neq \theta_0} f(x|\theta)\pi_1(\theta) d\theta},
\]
where $\pi_1$ is $\pi$ conditioned by $\theta \neq \theta_0$ and $\pi_0$ is the Dirac mass at $\theta_0$, show that
\[
B^L = \inf_{\pi \in \Gamma_{\epsilon}, \Theta} B(\pi) = \frac{f(x|\theta)}{\epsilon \sup_z \int_{\theta_0 - z}^{\theta_0 + z} (f(x|\theta)/2z) d\theta}.
\]

3.63 Consider the class of prior distributions
\[
\Gamma = \{N(\mu, \tau^2), 0 \leq \mu \leq 2, 2 \leq \tau^2 \leq 4\}
\]
when $x \sim N(\theta, 1)$.

a. Study the variations of $\mathbb{E}^\pi[\theta|x]$ and $\text{var}_\pi(\theta|x)$ when $\pi \in \Gamma$.

b. Study $\varphi(\pi, \delta')$ when $\pi, \pi' \in \Gamma$ and $\delta' = \mathbb{E}^\pi[\theta|x], L(\theta, \delta) = (\theta - \delta)^2$ in order to determine the $\Gamma$-minimax estimator.

3.64 *(Walley (1991)) Suppose that, instead of defining a prior distribution $\pi$ on the $\sigma$-algebra of $\Theta$, one defines some upper and lower bound measures on $\pi$, $\overline{\pi}$ and $\underline{\pi}$. For any event $A$, $\overline{\pi}(A)$ represents the largest amount one is willing to bet to receive one unit if $A$ occurs. Similarly, $1 - \overline{\pi}(A)$ is the smallest amount one is ready to bet against the event $A$.

a. Show that, if a prior distribution $\pi$ is available, $\overline{\pi} = \pi = \underline{\pi}$.

b. Show that $\underline{\pi}(A) + \overline{\pi}(A^c) \leq 1 \leq \underline{\pi}(A) + \underline{\pi}(A^c)$ for every $A$ if sure loss is to be avoided.

c. If $\overline{\pi}(A \cup B)$ is the maximum bet one is ready to place on $A \cup B$, show that $\underline{\pi}(A \cup B) \geq \underline{\pi}(A) + \underline{\pi}(B)$ and, similarly, that $\overline{\pi}(A \cup B) \leq \overline{\pi}(A) + \overline{\pi}(B)$.

3.65 *(Exercise 3.64 cont.) If, instead, one considers gambles, i.e., bounded real-valued functions $X$ on a measured space $\Omega$ corresponding to variable rewards depending on the uncertainty state $\omega \in \Omega$, it is also possible to define upper and lower previsions, $\overline{P}$ and $\underline{P}$, where $\overline{P}(X)$ denotes the maximum price acceptable to get the reward $X$ and $\overline{P}(X)$ the maximum selling price.

a. A gamble is desirable if there is a chance one gambles for it. Justify the following axioms:
   (A) If $\sup_\omega X(\omega) < 0$, then $X$ is not desirable;
   (B) If $\inf_\omega X(\omega) > 0$, then $X$ is desirable;
   (C) If $X$ is desirable and $\lambda > 0$, then $\lambda X$ is desirable; and
   (D) If $X$ and $Y$ are both desirable, then $X + Y$ is desirable.
b. Justify the following coherence axioms on $P$ and show that they correspond to (B), (C) and (D) above:

$(P_1)$ $P(X) \geq \inf_\omega X(\omega)$;

$(P_2)$ $P(\lambda X) = \lambda P(X)$; and

$(P_3)$ $P(X + Y) \geq P(X) + P(Y)$.

c. Given a lower prevision $P$, the conjugate upper prevision is defined by $\overline{P}(X) = -\overline{P}(-X)$. Show that, if $P$ is coherent and $\overline{P}$ is the conjugate of $P$, they satisfy

$$\inf_\omega X(\omega) \leq P(X) \leq P(X) \leq \sup_\omega X(\omega),$$

and deduce that $\overline{P}$ is a convex function.

d. Show that, when $P$ is self-conjugate, then $P(X) = \overline{P}(X)$ and it satisfies the linearity requirements

$$P(X + Y) = P(X) + P(Y) \quad \text{and} \quad P(\lambda X) = \lambda P(X), \quad \lambda \in \mathbb{R}.$$  

3.66 *(Exercise 3.65 cont.) A lower prevision $P$ is said to avoid sure loss if, for every $n \geq 1$ and every set of gambles $X_1, \ldots, X_n$,

$$\sup_\omega \sum_{i=1}^n X_i - P(X_i) \geq 0.$$  

a. Show that $P$ avoids sure loss if and only if

$$\sup_\omega \sum_{i=1}^n \lambda_i (X_i - P(X_i)) \geq 0$$

for every $n \geq 1$, every set of gambles $X_1, \ldots, X_n$ and every $\lambda_i \geq 0$.

b. Assuming that $P$ avoids sure loss, show that, for every $\lambda \geq 0$,

$$P(\lambda X) \leq \lambda P(X), \quad \overline{P}(\lambda X) \geq \lambda P(X),$$

$$P(\lambda X + (1 - \lambda)Y) \leq \lambda P(X) + (1 - \lambda)\overline{P}(Y).$$

when $\overline{P}$ is the conjugate upper prevision.

c. A lower prevision is coherent if

$$\sup_\omega \left\{ \sum_{i=1}^n (X_i - P(X_i)) - m(X_0 - P(X_0)) \right\} \geq 0$$

for every $m, n$ and every set of gambles $X_0, \ldots, X_n$. Show that $P$ is coherent if and only if it satisfies axioms $(P_1)$, $(P_2)$, and $(P_3)$.

d. Show that linearity is equivalent to coherence plus self-conjugacy, if linearity is defined by

$$\sup_\omega \left\{ \sum_{i=1}^n X_i(\omega) - \sum_{j=1}^m Y_j(\omega) \right\} \geq \sum_{i=1}^n P(X_i) - \sum_{j=1}^m P(Y_j)$$

for every $n, m$ and every set of gambles $X_1, \ldots, X_n, Y_1, \ldots, Y_m$.

e. Show that $P$ is a linear prevision if and only if $P(X + Y) = P(X) + P(Y)$ and $P(X) \geq \inf_\omega X(\omega)$. Deduce that $P$ is a linear prevision if and only if it satisfies linearity, $(P_2)$, and

$(P_4)$ if $X \geq 0$, then $P(X) \geq 0$; and

$(P_5)$ $P(1) = 1$. 

3.67 Apply Dalal and Hall’s (1983) decomposition to the following cases:

(i) \( x \sim N(\theta, I_p) \), \( \theta \sim T_p(m, 0, \tau^2) \); and
(ii) \( x \sim \text{Neg}(N, p), p/(1 - p) \sim \mathcal{G}(1/2, 1/2) \).

3.68 *Find the natural measures \( \nu_m \) of Dalal and Hall (1983) for the distributions of Table 3.8.3.

3.8 Notes

3.8.1 Axiomatic derivation of prior distributions

To derive the existence of a prior distribution, we need, as in the utility case (see Section 2.2), to start from an ordering on events rather than rewards. Consider, thus, that the decision-maker, the client or the statistician is able to determine an order relation on a \( \sigma \)-algebra \( \mathcal{B}(\Theta) \). This order relation, denoted by \( \preceq \), is such that \( A \prec B \) means that \( A \) is more likely than \( B \), \( B \preceq A \), that \( A \) is at least as likely as \( B \), and \( B \sim A \), that \( A \) and \( B \) are equally likely. Obviously, if there exists a probability distribution on \( (\Theta, \mathcal{B}(\Theta)) \), \( P \), \( P \) automatically induces an order relation on \( \mathcal{B}(\Theta) \). We consider below under what hypotheses the reciprocal can be established. A first assumption is that the order relation is total:

\[ (A_1) \text{ For all measurable sets } A \text{ and } B, \text{ one and only one of the following relations is satisfied: } A \prec B, \ B \prec A \text{ or } A \sim B. \]

Another assumption is:

\[ (A_2) \text{ If } A_1, A_2, B_1, B_2 \text{ are four measurable sets satisfying } A_1 \cap A_2 = B_1 \cap B_2 = \emptyset \text{ and } A_i \preceq B_i \ (i = 1, 2), \text{ then } A_1 \cup A_2 \preceq B_1 \cup B_2. \text{ Moreover, if } A_1 \prec B_1, \ A_1 \cup A_2 \prec B_1 \cup B_2. \]

This natural hypothesis implies transitivity for the order relation. The following assumption ensures that there is no measurable set with a negative likelihood (i.e., less likely than the empty set):

\[ (A_3) \text{ For every event } A, \ \emptyset \preceq A \text{ and } \emptyset \prec \Theta. \]

The additional condition \( \emptyset \prec \Theta \) avoids the trivial case where all events are equivalent. It is also necessary to allow for the comparison of an infinite sequence of events.

\[ (A_4) \text{ If } A_1 \supset A_2 \supset \cdots \text{ is a decreasing sequence of measurable sets and } B \text{ is a given event such that } B \preceq A_i \text{ for every } i, \text{ then } B \preceq \bigcap_{i=1}^{+\infty} A_i. \]

This assumption somehow ensures the continuity of the preference ordering and is related to the \( \sigma \)-additivity property of probability measures. However, these axioms \( (A_1)-(A_4) \) are still not sufficient to derive the existence of a probability distribution from the likelihood ordering. In fact, a last assumption is also necessary to move from a qualitative comparison scaling to a quantitative comparison.
(A₅) There exists a random variable $X$ on $(\Theta, \mathcal{B}(\Theta))$ with uniform distribution on $[0, 1]$, i.e., such that, for all $I_1, I_2$, intervals on $[0, 1]$, it satisfies
\[
\{X \in I_1\} \preceq \{X \in I_2\}
\]
if and only if
\[
\lambda(I_1) \leq \lambda(I_2),
\]
where $\lambda$ is the Lebesgue measure.

This additional hypothesis is then sufficient to establish the following existence result (see DeGroot (1970) for a proof).

**Theorem 3.8.1** Under the axioms $(A_1) – (A_5)$, there exists a distribution $P$ such that $P(A) \preceq P(B)$ if and only if $A \preceq B$.

Compared with the utility function derivation in Chapter 2, the previous developments on the axiomatic foundations of the prior distribution are more limited. A first reason for this brevity is that the above hypotheses and the surrounding setting are more difficult to justify. Indeed, when a statistician is able to talk about the likelihood of an event, it implies that she has, consciously or not, built up an underlying probabilistic model and, therefore, the previous construction is rather tautological. Assumption $(A_5)$ is particularly demanding and can seldom be verified in practice. Notice, however, that to some extent a similar criticism could be addressed to the derivation of the utility function.

A second reason for this limitation takes place at a more pragmatic level; in fact, according to Theorem 3.8.1, the decision-maker can recover a prior distribution from her likelihood ordering. However, it is most likely, especially when $\Theta$ is not finite, that this ordering will be coarse, i.e., that the derived $\sigma$-algebra $\mathcal{B}(\Theta)$ will not correspond to the usual Borelian $\sigma$-algebra on $\Theta$, thus preventing the use of classical distributions on $\theta$. Nevertheless, it is comforting to be able to justify the use of a prior distribution on an alternative basis than on the frequentist model implying repeatability of experiments, even though it is of limited use in practice.

### 3.8.2 Exchangeability and conjugate priors

Bernardo and Smith (1994, Section 4.3) justify to some extent the existence of prior distributions by the notion of exchangeability.

**Definition 3.8.2** A sequence $(x_1, \ldots, x_n)$ of random variables is finitely exchangeable if the joint distribution $p(x_1, \ldots, x_n)$ is invariant under any permutation of the indices of the random variables, that is,
\[
p(x_1, \ldots, x_n) = p(x_1^{(1)}, \ldots, x_1^{(n)}),
\]
An infinite sequence $(x_n)_n$ is infinitely exchangeable if any finite subsequence is finitely exchangeable.

While the assumption of exchangeability is not always reasonable (see Bernardo and Smith (1994, Section 4.2.2) for examples), there are also many settings where the order in which the data is obtained is indeed unimportant. The consequences of this assumption of infinite exchangeability are, moreover, quite interesting.
For instance, if \((x_n)_n\) is an infinite sequence of random variables taking values on \(\{0, 1\}\), de Finetti (1930) has shown that there exists a probability measure \(\pi(\theta)\) such that, for every \(n\), the joint distribution of \((x_1, \ldots, x_n)\) writes down as

\[
 p(x_1, \ldots, x_n) = \int_0^1 \prod_{i=1}^n \theta^{x_i}(1 - \theta)^{1-x_i} d\pi(\theta),
\]

that is, conditional on \(\theta\), the \(x_i\)'s are i.i.d. Bernoulli \(B(\theta)\) random variables. As shown by Bernardo and Smith (1994, Section 4.3.2), this property extends to random variables taking value in a finite set, \(\{1, 2, \ldots, k\}\) say, as being multinomial, conditional on a vector \(\theta = (\theta_1, \ldots, \theta_k)\).

In the general case where the \(x_i\)'s are real valued, and infinitely exchangeable, there also exists an interesting representation, under the form

\[
 p(x_1, \ldots, x_n) = \int \prod_{i=1}^n F(x_i) d\pi(F),
\]

where \(F\) is a c.d.f. and \(\pi\) a probability measure on the space of distribution functions (see Chow and Teicher (1988) for a more precise formulation of this result, whose measure-theoretic subtleties are beyond the level of this book). This representation is intrinsically non-parametric (see Note 1.8.2), but Bernardo and Smith (1994, Section 4.6) elaborate on other notions of exchangeability to come back to the parametric setting.

### 3.8.3 Approximation by continuous mixtures of conjugate priors

Consider a density from an exponential family written in the form

\[
 f(x|\theta) = \exp\{x \cdot \tau(\theta) - \gamma(\theta)\},
\]

with \(\mathbb{E}[x] = \theta\). (This parameterization is called mean parameterization; see Brown (1986, Chapter 3).) A sequence of natural conjugate distributions is given by \((m \in \mathbb{N})\)

\[
 h_m(\theta|s) = \exp\{s \cdot \tau(\theta) - m\gamma(\theta)\} c_m(s),
\]

where \(c_m(s)\) is the normalizing factor. Recall that the prior distribution (3.8.1) corresponds to an update of a flat prior on \(\theta\) for \(m\) fictitious (or virtual) observations \(\tilde{x}_1, \ldots, \tilde{x}_m\) from \(f(x|\theta)\), such that \(s = \sum_{i=1}^m \tilde{x}_i\).

Now, (3.8.1) can also be considered as the density of \(s\) for a measure, \(d\nu_m\), called the natural measure. If \(S_m\) is the space in which \(s\) varies, and \(dQ_m\) is a probability measure on \(S_m\),

\[
 v_m(\theta) = \int_{S_m} h_m(\theta|s) dQ_m(s)
\]

constitutes a (continuous) mixture of conjugate priors. For a prior distribution \(\pi\) on \(\Theta\), defining

\[
 dQ_m(s) = \frac{\pi(s/m) d\nu_m(s)}{\int_{S_m} \pi(t/m) d\nu_m(t)},
\]

we get an approximation of \(\pi\), as shown by the following lemma.

**Theorem 3.8.3** If \(\nu_m\) is absolutely continuous with respect to the Lebesgue measure or if \(\nu_m\) is absolutely continuous with respect to the counting measure...
Table 3.8.1. Approximation of prior distributions by mixtures of conjugate priors. (Source: Dalal and Hall (1983).)

| Distrib. | f(x, θ) | τ(θ), γ(θ) | c_m(s) | h_m(θ|s) prior distribution |
|----------|---------|------------|--------|-----------------------------|
| Normal   | N(θ, 1) | θ, θ^2/2   | \sqrt{mφ(s/\sqrt{m})} | θ \sim N(\frac{2}{m}, \frac{1}{m}) |
| Gamma    | G (\frac{2}{m}, θ) | -\frac{β}{m}, -β log(\frac{β}{m}) | \frac{s^{m\beta - 1}}{βΓ(m\beta - 1)} | \frac{1}{m} \sim G(s\beta, m\beta - 1) |
| Poisson  | P(θ) | log θ, θ | m^{s+1}/Γ(s+1) | θ \sim G(m, s+1) |
| Bernoulli | B(1, θ) | log θ, \log(1 - θ) | | |
| Neg. bin. | Neg(r, \frac{1}{r+θ}) | log \frac{θ}{1-θ}, r log(r + θ) | \frac{r^{mr} (mr+s-1)!}{r! (mr-2)!} | \frac{r}{r+θ} \sim Be(mr - 1, s + 1) |

on S_m with density f_m(s), and if f_m(s) uniformly converges to 1 on S_m when m goes to +∞, then
\[ v_m(θ) \longrightarrow π(θ) \]
pointwise and for the L_1 convergence.

Moreover, the approximation remains valid a posteriori, using the total variation distance as a measure of discrepancy. The total variation norm is defined as
\[ ||π - \tilde{π}||_{TV} = \sup_A |π(A) - \tilde{π}(A)|, \]
and is therefore always bounded by 1. It is thus somehow a weaker approximation result, compared with the L_1 norm of Theorem 3.8.3.

**Theorem 3.8.4** If p_m, marginal distribution of x under h_m, is finite and if π(θ) and π(θ|x) are proper, v_m(θ|x) converges to π(x|θ), pointwise and for the total variation norm.

The approximative posterior distribution is, for n observations and \( t = \sum_{i=1}^{n} x_i \),
\[ v_m(θ|n, t) = \frac{\int_{S_m} h_{m+n}(θ|s+t) \frac{c_m(s)}{c_{m+n}(s+t)} π(s/m) dv_m(s)}{\int_{S_m} \frac{c_m(s')}{c_{m+n}(s'+t)} π(s'/m) dv_m(s')} \]
and Table 3.8.3 provides the values of \( τ, γ \) and \( c_m \) for some usual distributions. Compared with the results of Diaconis and Ylvisaker (1985), Theorems 3.8.3 and 3.8.4 are indeed more general and ensure, in addition, convergence of the posterior distributions. The drawback, however, is that this approach does not preserve the advantage of conjugate priors, namely their simplicity. Simulation methods such as those presented in Chapter 6 are thus necessary to derive these Bayes estimators.
### 3.8.4 Bartlett corrections

In standard asymptotic theory, the likelihood ratio statistic

\[ \varpi_n = 2 \left\{ \sum_{i=1}^{n} f(x_i|\hat{\theta}) - \sum_{i=1}^{n} f(x_i|\hat{\theta}_0) \right\}, \]

is approximately distributed from a \( \chi^2_k \) distribution, where \( \hat{\theta} \) and \( \hat{\theta}_0 \) denote the maximum likelihood estimator and the constrained maximum likelihood estimator, and \( k \) is the number of constraints (Gouriéroux and Monfort (1996)). Bartlett (1937) noticed that the fit to a \( \chi^2_k \) distribution was improved when \( \varpi_n \) was replaced with \( k\varpi_n / \hat{E}[\varpi_n] \), in the sense that (Lawley (1956))

\[ P_{\theta}\left( \frac{k\varpi_n}{\hat{E}} \leq t \right) = \chi^2_k(t) + O(n^{-2}) \]

where \( \hat{E} \) is an appropriate estimate of \( \hat{E}[\varpi_n] \) and \( \chi^2_k(t) \) denotes the \( \chi^2_k \) c.d.f. The Bartlett correction thus leads to an improvement from \( O(n^{-1}) \) to \( O(n^{-2}) \) in the \( \chi^2_k \) approximation.

As noted in DiCiccio and Stern (1994), if \( \theta = (\psi, \varphi) \) and the constraint on \( \theta \) is that \( \psi \) is fixed, the likelihood ratio depends on \( \psi \), \( \varpi_n = \varpi_n(\psi) \). Bickel and Ghosh (1990) have established that the Bartlett correction extends to the posterior distribution of \( \varpi_n(\psi) \), that is, that there exists a correction to \( \varpi_n(\psi) \) such that

\[ P\left( \varpi_n(\psi) \times \left( 1 - \frac{A_B}{k} \right) \leq t | x_1, \ldots, x_n \right) = \chi^2_k(t) + O(n^{-2}) \]

where \( A_B \) is deduced from an expansion of the posterior expectation

\[ \mathbb{E}[\varpi_n(\psi)|x_1, \ldots, x_n] = k + A_B + O\left(n^{-3/2}\right), \]

and is of order \( O(n^{-1}) \). DiCiccio and Stern (1994) also established that this second order \( \chi^2_k \) approximation holds for adjusted likelihood-ratio statistics, \( \varpi_n(\psi) + \omega_n(\psi) \), where \( \omega_n(\psi) \) is of order \( O(1) \). For instance, Kass et al. (1989) use

\[ \omega_n(\psi) = -\frac{1}{2} \log \left( \frac{\det{\ell}_{\varphi\varphi}(\hat{\theta}(\psi))}{\det{\ell}_{\varphi\varphi}(\hat{\theta})} \right) + \log \left( \frac{\pi(\hat{\theta}(\psi))}{\pi(\hat{\theta})} \right) \]

where \( \hat{\theta} \) and \( \hat{\theta}(\psi) \) are the maximum likelihood estimator and the constrained maximum likelihood estimator, and \( \ell_{\varphi\varphi} \) is the matrix of the second derivatives of the log-likelihood for the nuisance parameter \( \varphi \). DiCiccio and Stern (1994) provide the corresponding correction \( A_B \), while DiCiccio and Stern (1993) give the correction factor for the posterior ratio statistic

\[ \kappa^\pi = 2 \left\{ \log \pi(\hat{\psi}|x) - \log \pi(\psi|x) \right\} \]

where \( \hat{\psi} \) is the marginal MAP estimator of \( \psi \).

**Example 3.8.5** (DiCiccio and Stern (1993)) Consider the normal regression

\[ y_i \sim \mathcal{N}\left( \sum_{j=1}^{k} u_{ij} \beta_j, \sigma^2 \right), \]

\[ i = 1, \ldots, n, \]
associated with a flat improper prior on \((\beta, \eta)\), for \(\eta = \log \sigma\). If the parameter of interest is \(\eta\) (or \(\sigma^2\)), then

\[
\kappa^\pi = (n - k + 2) \left[ \frac{n \varrho}{n - k + 2} - \log \frac{n \varrho}{n - k + 2} - 1 \right],
\]

where \(\varrho = \hat{\sigma}^2 / \sigma^2\) and the correcting term \(\mathcal{N}^\pi\), such that \((1 + \mathcal{N}^\pi)^{-1} \kappa^\pi\) is \(\chi^2_p\) up to the order \(O(n^{-2})\), is \(\mathcal{N}^\pi(\eta) = n^{-1}/3\). When \(\xi = (\beta_1, \ldots, \beta_p)\) is the parameter of interest, \(\mathcal{N}^\pi(\xi) = (1 + p/2)n^{-1}\).
CHAPTER 4

Bayesian Point Estimation

“There is always something new from you,” Perrin growled. “Can’t you tell us what to expect once in a while, instead of explaining after it happens?” Uno looked as though he was trying to think of a reason to leave. Moraine gave Perrin a flat look. “You want me to share a lifetime of knowledge with you in a single afternoon? Or even a single year?”


4.1 Bayesian inference

4.1.1 Introduction

When the prior distribution $\pi(\theta)$ is available, the posterior distribution $\pi(\theta|x)$ can be formally derived from the observation $x$ with distribution $f(x|\theta)$. This updated distribution is then the extensive summary of the information available on the parameter $\theta$, integrating simultaneously prior information and information brought by the observation $x$. (The same obviously holds when a sample $x_1, \ldots, x_n$ is available, but it can usually be reduced to the above situation through a sufficient statistic.) The Bayesian version of the Likelihood Principle thus implies that the inference on $\theta$ should rely entirely on the posterior distribution $\pi(\theta|x)$. Even though $\theta$ is not necessarily a random variable, the distribution $\pi(\theta|x)$ can be used as a regular probability distribution to describe the properties of $\theta$. Summarizing indices for $\pi(\theta|x)$ such as the posterior mean, the posterior mode, the posterior variance, and the posterior median, can be used. For instance, when the quantity of interest is $h(\theta)$, a possible estimator of $h(\theta)$ is the posterior mean $\mathbb{E}^\pi[h(\theta)|x]$. (As mentioned in Section 3.5, when the distribution $\pi$ is a noninformative prior, some marginalization difficulties may occur, and it is sometimes necessary to derive a new reference prior for the parameter of interest, $h(\theta)$.)
4.1.2 MAP estimator

If a choice must be made among the above summaries, there is no way of selecting a best estimator, short of using a loss criterion. Nonetheless, a possible estimator of \( \theta \) based on \( \pi(\theta|x) \) is the maximum a posteriori (MAP) estimator, defined as the posterior mode. Notice that the MAP estimator also maximizes \( \ell(\theta|x)\pi(\theta) \), thus bypassing the computation of the marginal distribution.

It is associated with the \( 0-1 \) loss, as seen in Section 2.5.3 for the special case \( \theta \in \{0, 1\} \). In continuous settings, since, for every \( \delta \in \Theta \),

\[
\int_{\Theta} \mathbf{1}_{\delta \neq \theta} \pi(\theta|x) d\theta = 1,
\]

the \( 0-1 \) loss must be replaced by a sequence of losses, \( L_\varepsilon(d, \theta) = \mathbf{1}_{||\theta - d|| > \varepsilon} \), and the MAP estimate is then the limit of the Bayes estimates associated with \( L_\varepsilon \), when \( \varepsilon \) goes to 0.

This natural estimator can be expressed as a penalized maximum likelihood estimator in the classical sense (see Akaike (1978, 1983)). Notice that the asymptotic optimality properties of the regular maximum likelihood estimator (consistency, efficiency) are preserved for these Bayesian extensions, under a few regularity conditions on \( f \) and \( \pi \) (see Note 1.8.4 and Ibragimov and Has’minskii (1981)). This extension of the asymptotic properties of the maximum likelihood estimator is intuitively sound since, as the sample size grows to infinity, the information contained in this sample becomes predominant compared with the fixed information brought by the prior distribution \( \pi \). Therefore, MAP estimators are asymptotically equivalent to the classical maximum likelihood estimators but, furthermore, have the advantage of being available for finite sample sizes; the latter are mainly justified on asymptotic grounds.

**Example 4.1.1** Consider \( x \sim \mathcal{B}(n, p) \). We saw in the previous chapter that the Jeffreys prior in this setting is the beta distribution \( \mathcal{B}(1/2, 1/2) \), i.e.,

\[
\pi^*(p) = \frac{1}{B(1/2, 1/2)} p^{-1/2} (1-p)^{-1/2},
\]

omitting the indicator function \( \mathbf{1}_{[0,1]}(p) \) to simplify the notations. Two other noninformative distributions have been proposed in the literature by Laplace and Haldane (1931) (see also Exercise 4.4),

\[
\pi_1(p) = 1 \quad \text{and} \quad \pi_2(p) = p^{-1} (1-p)^{-1}.
\]

The corresponding MAP estimators are then, for \( n > 2 \),

\[
\delta^*(x) = \max \left( \frac{x - 1/2}{n - 1}, 0 \right),
\]

\[
\delta_1(x) = \frac{x}{n},
\]
\[ \delta_2(x) = \max\left(\frac{x - 1}{n - 2}, 0\right). \]

When \( n = 1 \), \( \delta^* \) and \( \delta_2 \) are equal to \( \delta_1 \). For \( n = 2 \) and \( x = 1 \), the estimator \( \delta_2 \) is also equal to \( \delta_1 \), which is the regular maximum likelihood estimator. Notice that, when \( n \) is large, the three estimators are indeed equivalent.

**Example 4.1.2** Consider \( x \sim C(\theta, 1) \), i.e.,

\[ f(x|\theta) = \frac{1}{\pi} \left[ 1 + (x - \theta)^2 \right]^{-1}, \]

and \( \pi(\theta) = \frac{1}{2}e^{-|\theta|} \). The MAP estimator of \( \theta \) is then \( \delta^*(x) = 0 \), as the maximum of \( \exp(-|\theta|)[1 + (x - \theta)^2]^{-1} \) is attained for \( \theta = 0 \), whatever the value of \( x \). This behavior may be explained by the flatness of the likelihood function, which is not informative enough, compared with the sharp prior distribution. However, from a practical point of view, this estimator is useless (see also Exercise 4.6).

### 4.1.3 Likelihood Principle

Bayesian inference appears as a way to efficiently implement the Likelihood Principle, since it provides an estimator, by selecting for instance, as in Example 4.1.3 below, one of several maxima of the likelihood function. As stressed by Savage (1954) and Berger and Wolpert (1988), there are many philosophical and practical considerations linking the Likelihood Principle to a robust Bayesian implementation. In particular, it allows for the elimination of some classical paradoxes, such as those of Stein (1962b), Stone (1976), Fraser, Monette and Ng (1984), and Le Cam (1990). The following example illustrates the resolution of the paradox of Fraser et al. (1984). (See also Joshi (1990) for an extended analysis of the phenomenon.)

**Example 4.1.3** (Berger and Wolpert (1988)) Consider \( X = \Theta = \mathbb{N}^* \) and

\[
(4.1.1) \quad f(x|\theta) = \frac{1}{3} \text{ for } \begin{cases} \theta/2, 2\theta, 2\theta + 1 & \text{if } \theta \text{ is even}, \\ (\theta - 1)/2, 2\theta, 2\theta + 1 & \text{if } \theta \text{ is odd and } \theta \neq 1, \\ 1, 2, 3 & \text{if } \theta = 1. \end{cases}
\]

The likelihood function is then

\[ \ell(\theta|x) = \frac{1}{3} \text{ for } \begin{cases} x/2, 2x, 2x + 1 & \text{if } x \text{ is even}, \\ (x - 1)/2, 2x, 2x + 1 & \text{if } x \text{ is odd and } x \neq 1, \\ 1, 2, 3 & \text{if } x = 1, \end{cases} \]

and the three values of \( \theta \) where \( \ell(\theta|x) \neq 0 \) are equally weighted by the likelihood function. Consider the three following estimators:

\[ \delta_1(x) = \begin{cases} x/2 & \text{if } x \text{ is even}, \\ (x - 1)/2 & \text{if } x \text{ is odd and } x \neq 1, \\ 1 & \text{if } x = 1, \end{cases} \]
and
\[ \delta_2(x) = 2x, \quad \delta_3(x) = 2x + 1. \]
They are equivalent from the Likelihood Principle perspective, since the likelihood function is flat on its support, but \( \delta_2 \) and \( \delta_3 \) are quite suboptimal estimators because
\[
P(\delta_2(x) = \theta) = P(x = \theta/2) = \begin{cases} 1/3 & \text{if } \theta \text{ is even,} \\ 0 & \text{otherwise,} \end{cases}
\]
\[
P(\delta_3(x) = \theta) = P(x = (\theta - 1)/2) = \begin{cases} 1/3 & \text{if } \theta \neq 1 \text{ is odd,} \\ 0 & \text{otherwise,} \end{cases}
\]
while
\[
P(\delta_1(x) = \theta) = \begin{cases} 1 & \text{if } \theta = 1, \\ 2/3 & \text{otherwise.} \end{cases}
\]
The estimator \( \delta_1 \) is therefore preferable under losses such as the \( 0-1 \) loss. When the information available on the model is reduced to the likelihood function (4.1.1), a possible noninformative distribution on \( \theta \) is \( \pi(\theta) = 1/\theta \), since \( \theta \) can approximately be considered as a scale parameter. In this case,
\[
\pi(\theta|x) \propto \frac{1}{3\theta} \left[ I_{\delta_1}(x)(\theta) + I_{\delta_2}(x)(\theta) + I_{\delta_3}(x)(\theta) \right]
\]
and this posterior distribution gives \( \delta_1(x) \) as being four times more likely than \( \delta_2 \) or \( \delta_3 \). It can also be shown that \( P^\pi(\theta = \delta_1(x)|x) \approx 2/3 \) for large \( x \)'s. This gives a good justification to the choice of \( \delta_1 \). A more informative prior modeling would lead to a similar conclusion (since a proper distribution \( \pi(\theta) \) must be decreasing for \( \theta \) large enough).

Berger and Wolpert (1988) provide similar resolutions of the paradoxes exhibited by Stein (1962b) and Stone (1976). An immediate advantage of the Bayes approach over other implementations of the Likelihood Principle is that it takes care of the nuisance parameters in the likelihood function by integrating them out. In fact, if \( \ell(\theta, \tau|x) \) also depends on a nuisance parameter \( \tau \), a natural derivation of an estimate \( \hat{\theta} \) of \( \theta \) is to consider the maximum of the integrated likelihood
\[
\int \ell(\theta, \tau|x)\pi(\theta, \tau) d\tau
\]
instead of the more classical “profile” likelihood,
\[
\max_\tau \ell(\theta, \tau|x)\pi(\theta, \tau).
\]
See also Basu (1988) for an extensive analysis of the treatment of the nuisance parameters.

### 4.1.4 Restricted parameter space

Berger (1985a) points out the interest of a noninformative Bayesian approach for restricted parameter spaces, since the prior distribution is just
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the truncation of the nonrestricted noninformative distribution. From a classical point of view, the derivation of restricted maximum likelihood estimators is often complicated, especially when the constraints are nonlinear (see Robertson et al. (1988)). On the contrary, the implementation of the Bayesian approach through a Monte Carlo simulation scheme (see Chapter 6) allows for an easy derivation of the Bayes estimators. (This advantage can even be used to compute restricted maximum likelihood estimators via Bayesian techniques. See Geyer and Thompson (1992) and Robert and Casella (2004, Chapter 5)).

**Example 4.1.4** Consider the estimation of the linear regression model

\[ y = b_1 X_1 + b_2 X_2 + \epsilon, \]

(4.1.2)

which relates direct incomes \((X_1)\), saving incomes \((X_2)\), and savings \((y)\). A careful estimation of the saving rates \(b_1 \) and \(b_2 \) helps enable the government to determine its fiscal and interest rates policies. The saving rates are obviously constrained by \(0 \leq b_1, b_2 \leq 1\). Consider a sample \((y_1, X_{11}, X_{21}, \ldots, y_n, X_{1n}, X_{2n})\) from (4.1.2) and assume that the errors \(\epsilon_i \) are independent and distributed according to \(N(0, 1)\), i.e., that \(y_i \sim N(b_1 X_{1i} + b_2 X_{2i}, 1)\). The corresponding noninformative distribution is then the proper distribution

\[
\pi(b_1, b_2) = I_{[0,1]}(b_1) I_{[0,1]}(b_2)
\]

and the posterior mean is given by \((i = 1, 2)\)

\[
\mathbb{E}_\pi[b_i | y_1, \ldots, y_n] = \frac{\int_0^1 \int_0^1 b_i \prod_{j=1}^n \varphi(y_j - b_1 X_{1j} - b_2 X_{2j}) \, db_1 \, db_2}{\int_0^1 \int_0^1 \prod_{j=1}^n \varphi(y_j - b_1 X_{1j} - b_2 X_{2j}) \, db_1 \, db_2},
\]

where \(\varphi\) is the density of the standard normal distribution. If we denote by \((\hat{b}_1, \hat{b}_2)\) the unconstrained least-squares estimator of \((b_1, b_2)\), which is also the regular maximum likelihood estimator of \((b_1, b_2)\), the unconstrained posterior distribution on \((b_1, b_2)\) is

\[
\begin{pmatrix}
  b_1 \\
  b_2
\end{pmatrix}
\sim \mathcal{N}_2
\begin{pmatrix}
  \hat{b}_1 \\
  \hat{b}_2
\end{pmatrix},
\begin{pmatrix}
  X^t X
\end{pmatrix}^{-1},
\]

(4.1.3)

with

\[
X = \begin{pmatrix}
  X_{11} & X_{21} \\
  \vdots & \vdots \\
  X_{1n} & X_{2n}
\end{pmatrix}.
\]

Therefore, the restricted Bayes estimator is given by \((i = 1, 2)\)

\[
\delta_i^\pi(y_1, \ldots, y_n) = \frac{\mathbb{E}_\pi[b_i I_{[0,1]}^2(b_1, b_2) | y_1, \ldots, y_n]}{P^\pi ([b_1, b_2] \in [0, 1]^2 | y_1, \ldots, y_n)},
\]

where the right-hand term is computed under the distribution (4.1.3). If we denote

\[
\Sigma = (X^t X)^{-1} = \begin{pmatrix}
  \sigma_{11}^2 & \sigma_{12}^2 \\
  \sigma_{12}^2 & \sigma_{22}^2
\end{pmatrix},
\]

then
the conditional distribution of $b_1$ is
\[ b_1 | b_2 \sim \mathcal{N}\left( \hat{b}_1 + \sigma_{12}(b_2 - \hat{b}_2)/\sigma_{22}^2, \sigma_{11}^2 - \sigma_{12}^2\sigma_{22}^{-2} \right). \]
Then
\[
P^\pi((b_1, b_2) \in [0, 1]^2 | y_1, \ldots, y_n) = \int_0^1 \left\{ \Phi \left( \frac{1 - \hat{b}_1 - \sigma_{12}(b_2 - \hat{b}_2)/\sigma_{22}^2}{\sqrt{\sigma_{11}^2 - \sigma_{12}^2\sigma_{22}^{-2}}} \right) \right. \\
\left. - \Phi \left( \frac{-\hat{b}_1 - \sigma_{12}(b_2 - \hat{b}_2)/\sigma_{22}^2}{\sqrt{\sigma_{11}^2 - \sigma_{12}^2\sigma_{22}^{-2}}} \right) \right\} \sigma_{22}^{-1} \varphi \left( \frac{b_2 - \hat{b}_2}{\sigma_{22}} \right) \, db_2
\]
and
\[
\mathbb{E}^\pi[b_i | y_1, \ldots, y_n] = \int_0^1 \left[ \hat{b}_1 + \frac{\sigma_{12}}{\sigma_{22}^2}(b_2 - \hat{b}_2) \\
+ (\sigma_{11}^2 - \sigma_{12}^2\sigma_{22}^{-2})^{1/2} \left\{ \varphi \left( \frac{1 - \hat{b}_1 - \sigma_{12}(b_2 - \hat{b}_2)/\sigma_{22}^2}{\sqrt{\sigma_{11}^2 - \sigma_{12}^2\sigma_{22}^{-2}}} \right) \right. \\
\left. - \varphi \left( \frac{-\hat{b}_1 - \sigma_{12}(b_2 - \hat{b}_2)/\sigma_{22}^2}{\sqrt{\sigma_{11}^2 - \sigma_{12}^2\sigma_{22}^{-2}}} \right) \right\} \sigma_{22}^{-1} \varphi \left( \frac{b_2 - \hat{b}_2}{\sigma_{22}} \right) \, db_2.
\]
Notice that this second integral can be obtained in closed form using the standard normal c.d.f. $\Phi$, but that the denominator cannot be computed analytically. It is therefore more efficient to compute both integrals by a Monte Carlo simulation (see Chapter 6).

If $b_1$ and $b_2$ are independent a posteriori, i.e., when $\sigma_{12} = 0$, the Bayes estimators are explicit and given by ($i = 1, 2$)
\[
\mathbb{E}^\pi[b_i | y_1, \ldots, y_n] = \hat{b}_i - \sigma_{ii} \frac{\exp\left\{-\frac{(1 - \hat{b}_i)^2}{2\sigma_{ii}^2}\right\} - \exp\left\{-\frac{\hat{b}_i^2}{2\sigma_{ii}^2}\right\}}{\sqrt{2\pi} \{ \Phi((1 - \hat{b}_i)/\sigma_{ii}) - \Phi(-\hat{b}_i/\sigma_{ii}) \}}.
\]
Notice that a Bayesian modeling is also quite appropriate to incorporate vague information, i.e., cases where a restriction on the parameter space is likely but not certain. Chapter 10 demonstrates that a typical way to do this is to use a hierarchical or empirical Bayes modeling.

4.1.5 Precision of the Bayes estimators

Since the whole posterior distribution $\pi(\theta|x)$ is available, it is possible to associate to an estimator $\delta^\pi(x)$ of $h(\theta)$ an evaluation of the precision of the estimation, through, for instance, the posterior squared error, $\mathbb{E}^\pi[(\delta^\pi(x) - h(\theta))^2|x]$,
equal to $\text{var}(h(\theta)|x)$ when $\delta^\pi(x) = \mathbb{E}^\pi[h(\theta)|x]$. Similarly, in a multidimensional setting, the covariance matrix characterizes the performances of estimators. These additional indications provided by the posterior distribution illustrate the operational advantage of the Bayesian approach, since the classical approach usually has difficulties motivating the choice of these evaluations. Moreover, Bayesian evaluation measures are always conditional\(^1\), while the frequentist approach usually relies on upper bounds through the minimax principle, since the parameter $\theta$ is unknown (see Berger and Robert (1990) for a comparison of both approaches).

**Example 4.1.5 (Example 4.1.1 continued)** Consider the maximum likelihood estimator of $p$, $\delta_1(x) = x/n$. Then

\[
\mathbb{E}^\pi[(\delta_1(x) - p)^2|x] = \mathbb{E}^\pi[(p - x/n)^2|x] = \frac{(x + 1/2 - x/n)^2}{n + 1} + \frac{(x + 1/2)(n - x + 1/2)}{(n + 1)^2(n + 2)},
\]

(4.1.4)

since $\pi(p|x)$ is the beta distribution $\text{Be}(x + 1/2, n - x + 1/2)$. From a frequentist viewpoint, the risk of the maximum likelihood estimator is

\[
\mathbb{E}_p[(\delta_1(x) - p)^2] = \text{var}(x/n) = \frac{p(1 - p)}{n}
\]

and

\[
\sup_p p(1 - p)/n = 1/4n.
\]

Developing (4.1.4), it is easy to verify that the maximum of (4.1.4) is

\[
1/[4(n + 2)],
\]

always smaller than $1/4n$. The major advantage of the quantity (4.1.4), though, is still to provide an adjustable answer for the evaluation of $\delta_1$, since (4.1.4) varies between $1/[4(n + 2)]$ and $3/[4(n + 1)(n + 2)]$. Obviously, a frequentist approximation of $p(1 - p)/n$ can also be proposed, namely, $(x/n)(1 - x/n)/n$. This evaluation has then the opposite drawback of $1/4n$ since it varies too widely, as shown by Figure 4.1.5. It can even take the value 0 when $x = 0, n$. A similar behavior is discussed in Berger (1990b) in a general framework.

4.1.6 Prediction

Furthermore, Bayesian inference can operate as well in prediction problems. If $x \sim f(x|\theta)$ and $z \sim g(z|x, \theta)$, where $z$ does not necessarily depend on $x$,
the predictive distribution of $z$ after the observation of $x$ is given by

\[ g^\pi(z|x) = \int_\Theta g(z|x, \theta)\pi(\theta|x)\,d\theta. \]

The distribution of $z$ is thus quite logically averaged over the values of $\theta$ according to the posterior distribution, which is also the actualized distribution of $\theta$. It is possible to use (4.1.5) to derive the predictive mean and variance of the random variable $z$. In Section 4.3.1, we consider a particular example of determination of a discrete predictive distribution (see also Exercise 4.40).

**Example 4.1.6** A particular case of AR(1) model, where AR stands for autoregressive, defines the distribution of a stochastic process $(x_t)_{1 \leq t \leq T}$ by a linear dynamic representation conditional on the previous variable $x_{t-1}$, as

\[ x_t = \varrho x_{t-1} + \epsilon_t, \]

where the $\epsilon_t$’s are i.i.d. $\mathcal{N}(0, \sigma^2)$. (This model will be considered in detail in Section 4.5.) Given a sequence of observations till time $T - 1$, $x_{1:(T-1)} = (x_1, \ldots, x_{(T-1)})$, the predictive distribution of $x_T$ is then given by

\[ x_T|x_{1:(T-1)} \sim \int \frac{1}{\sqrt{2\pi}}\sigma^{-1}\exp\left\{-\frac{(x_T - \varrho x_{T-1})^2}{2\sigma^2}\right\}\pi(\varrho, \sigma|x_{1:(T-1)})\,d\varrho\,d\sigma, \]

where $\pi(\varrho, \sigma|x_{1:(T-1)})$ can be expressed in closed form (Exercise 4.13).

Notice that the decision-theoretic approach developed in the following sections is also applicable in a prediction setting, even though we do not mention it later. Indeed, if a prediction loss $L(z, \delta)$ is available, a predictor $\delta(x)$ can be chosen in order to minimize the expected prediction error (the
expectation being with respect to the predictive distribution (4.1.5)). (See Exercise 4.45.)

4.1.7 Back to Decision Theory

Given the scope of possible uses of the posterior distribution, some Bayesians consider that clients should be provided with the posterior distribution so that they might use it at their convenience. Although the communication of \( \pi(\theta|x) \) is indeed of interest for small dimensions, the information provided by \( \pi(\theta|x) \) gets blurred by its own complexity for large dimensions. The posterior distribution is obviously essential in the decision-making process, but it is part of the statistician’s role to assist the decision-maker further, in order to extract the features of interest from \( \pi(\theta|x) \). We thus confront again the major problem of selecting among estimators and we saw in Chapter 2 that this selection is efficient and coherent only when based on a loss criterion. The following sections set forth Bayesian Decision Theory, with particular attention to the normal and sampling cases. Testing perspectives and confidence-set estimation are treated separately in Chapter 5.

4.2 Bayesian Decision Theory

4.2.1 Bayes estimators

Let us recall here that, given a loss function \( L(\theta, \delta) \) and a prior distribution (or a measure) \( \pi \), the Bayes rule \( \delta^\pi(x) \) is solution of

\[
\min_\delta \mathbb{E}_\pi^\pi[L(\theta, \delta)|x].
\]

Depending on the complexity of the loss \( L \) and the posterior distribution \( \pi(\theta|x) \), the estimator \( \delta^\pi \) will be determined analytically or numerically, similar to maximum likelihood estimation.

As shown in Chapter 2, the solutions associated with classical losses are formally known and correspond to the natural indicators associated with a distribution (mean, median, mode, quantiles, etc.). For instance, the Bayes estimator associated with the quadratic loss is the posterior mean (Proposition 2.5.1 and Corollary 2.5.2). Of course, this formal derivation of classical Bayes estimators does not always avoid a numerical approximation of the estimators, especially in multidimensional settings.

Example 4.2.1 Consider \( x \sim N_p(\theta, I_p) \). As mentioned in Section 3.6, Student’s \( t \)-distribution provides a robust alternative to the conjugate normal prior for estimating \( \theta \). Consider thus \( \theta \sim T_p(\alpha, 0, \tau^2 I_p) \), i.e.,

\[
\pi(\theta|\alpha, \tau) = \frac{\Gamma((\alpha + p)/2)}{(\alpha\tau\pi)^{p/2}\Gamma(\alpha/2)} \left(1 + \frac{||\theta||^2}{\alpha\tau^2}\right)^{-(\alpha+p)/2}.
\]
Therefore, 
\[ \pi(\theta|x) \propto \left(1 + \frac{||\theta||^2}{\alpha \tau^2}\right)^{-(\alpha + p)/2} e^{-||x-\theta||^2/2}, \]
which does not lead to a closed-form expression for the posterior distribution. However, it is still possible to reduce the computational problem to a single integration, for every value of \( p \), as shown by Dickey (1968). In fact, if \( \theta \sim \mathcal{T}_p(\alpha, 0, \tau^2 I_p) \), the posterior distribution of \( \theta \) can be expressed as a hidden mixture (see Example 3.3.11),
\[ \theta|z \sim \mathcal{N}_p(0, \tau^2 z I_p), \]
\[ z^{-1} \sim \mathcal{G}(\alpha/2, \alpha/2), \]
where \( z \) is an auxiliary random variable. Conditional upon \( z \), the posterior distribution of \( \theta \) is
\[ \theta|x, z \sim \mathcal{N}_p \left( \frac{x}{1 + \tau^2 z}, \frac{\tau^2 z I_p}{1 + \tau^2 z} \right) \]
and, since
\[ \pi(z|x) \propto (1 + \tau^2 z)^{-p/2} e^{-||x||^2/2(1 + \tau^2 z)} \pi(z), \]
we derive the Bayes estimator as
\[ \delta_{\pi}(x) = \int_0^{+\infty} \mathbb{E}_{\pi}[\theta|x, z] \pi(z|x) \, dz \]
\[ = \frac{x \int_0^{+\infty} (1 + \tau^2 z)^{-(p + 2)/2} e^{-||x||^2/(2(1 + \tau^2 z))} \frac{z^{-(\alpha + 2)/2} e^{-\alpha/2} \, dz}{\int_0^{+\infty} (1 + \tau^2 z)^{-p/2} e^{-||x||^2/(2(1 + \tau^2 z))} \, dz}. \]
This estimator can therefore be expressed through a single integral for every value of \( p \).

However, decomposition subtleties as in the above example are not always available, and the computation of a Bayes estimator then calls for general approximation methods such as those described in Chapter 6. An interesting result is that, when the marginal distribution \( m(x) \) is available, the posterior expectation of the natural parameter can easily be derived for exponential families.

**Lemma 4.2.2** Consider \( f(x|\theta) = h(x)e^{\theta \cdot x - \psi(\theta)} \), a distribution from an exponential family. For every prior distribution \( \pi \), the posterior mean of \( \theta \) is given by
\[(4.2.1) \quad \delta_{\pi}(x) = \nabla \log m_\pi(x) - \nabla \log h(x), \]
where \( \nabla \) denotes the gradient operator and \( m_\pi \) is the marginal distribution associated with \( \pi \).

**Proof.** The posterior expectation is given by
\[ \mathbb{E}_{\pi}[\theta_i|x] = \frac{\int_{\Theta} \theta_i h(x)e^{\theta \cdot x - \psi(\theta)} \pi(\theta) \, d\theta}{m_\pi(x)} \]
\[
\frac{\partial}{\partial x_i} \int_{\Theta} h(x) e^{\theta \cdot x - \psi(\theta)} \pi(\theta) \, d\theta \frac{1}{m_{\pi}(x)} - \left( \frac{\partial}{\partial x_i} h(x) \right) \frac{1}{h(x)} = \left[ \log m_{\pi}(x) - \log h(x) \right].
\]

Notice that this lemma is satisfied for every \( \pi \); it appears as the dual result of the derivation of the moments of \( f(x|\theta) \) from the derivative of \( \psi \) in exponential families (see Lemma 3.3.7). Its practical interest is rather limited since the derivation of the marginal distribution is usually quite delicate and to know \( m_{\pi}(x) \) explicitly is equivalent to knowing \( \pi(\theta|x) \) explicitly. From a theoretical viewpoint, a consequence of this lemma is to show that Bayes estimators are analytic (or holomorphic) functions for exponential families such that the function \( h \) spanning the exponential family is holomorphic (since \( m_{\pi}/h \) is the Laplace transform of \( e^{-\psi(\theta)} \pi(\theta) \)). Chapter 8 derives an inadmissibility criterion from this property.

**Example 4.2.3** We introduced in Note 2.8.2 the truncated James–Stein estimator,

\[
\hat{\delta}^{JS}(x) = \left( 1 - \frac{p - 2}{||x||^2} \right)^+ x
\]

when \( x \sim \mathcal{N}_p(\theta, I_p) \). In the normal case, (4.2.1) reduces to

\[
\hat{\delta}^\pi(x) = x + \nabla \log m_{\pi}(x).
\]

Although there exists a function \( m \) such that \( \hat{\delta}^{JS} \) can be written as above (see Bock (1988)), \( m \) is not a marginal distribution and this estimator cannot be a Bayes estimator: it is equal to 0 on the open set \( \{||x||^2 < p - 2\} \) and should be null everywhere if it were analytic.

The representation (4.2.1) of the Bayes estimators is also useful in techniques underlying the Stein effect, either to establish domination conditions as in Stein (1981), George (1986a), Berger and Robert (1990), and Brandwein and Strawderman (1990), or to point out the inadmissibility of some estimators as in Bock (1988) and Brown (1988). (See Exercise 4.43.)

### 4.2.2 Conjugate priors

In the particular case of conjugate distributions, the posterior expectations of the natural parameters can obviously be expressed analytically and this is practically the only case where closed-form expressions are available in such generality. Table 4.2.1 presents the Bayes estimators associated with the usual distributions and their conjugate priors. Notice that when several observations from \( f(x|\theta) \) are available the conjugate distributions are the same, and that only the parameters in the estimator are modified by virtue of the sufficiency properties of exponential families (see Section 3.3.3).
Table 4.2.1. The Bayes estimators of the parameter $\theta$ under quadratic loss for conjugate distributions in the usual exponential families.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>Conjugate prior</th>
<th>Posterior mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>Normal</td>
<td>$\frac{\mu \sigma^2 + \tau^2 x}{\sigma^2 + \tau^2}$</td>
</tr>
<tr>
<td>$\mathcal{N}(\theta, \sigma^2)$</td>
<td>$\mathcal{N}(\mu, \tau^2)$</td>
<td>$\frac{\mu \sigma^2 + \tau^2 x}{\sigma^2 + \tau^2}$</td>
</tr>
<tr>
<td>Poisson</td>
<td>Gamma</td>
<td>$\frac{\alpha + x}{\beta + 1}$</td>
</tr>
<tr>
<td>$\mathcal{P}(\theta)$</td>
<td>$\mathcal{G}(\alpha, \beta)$</td>
<td>$\frac{\alpha + \nu}{\beta + x}$</td>
</tr>
<tr>
<td>Gamma</td>
<td>Gamma</td>
<td>$\frac{\alpha + x}{\alpha + \beta + n}$</td>
</tr>
<tr>
<td>Gamma</td>
<td>Beta</td>
<td>$\frac{\alpha + x}{\alpha + \beta + n}$</td>
</tr>
<tr>
<td>Binomial</td>
<td>Beta</td>
<td>$\frac{\alpha + n}{\alpha + \beta + x + n}$</td>
</tr>
<tr>
<td>$\mathcal{B}(n, \theta)$</td>
<td>$\mathcal{B}(\alpha, \beta)$</td>
<td>$\frac{\alpha + x}{\alpha + \beta + n}$</td>
</tr>
<tr>
<td>Negative binomial</td>
<td>Beta</td>
<td>$\frac{\alpha + n}{\alpha + \beta + x + n}$</td>
</tr>
<tr>
<td>$\mathcal{N}eg(n, \theta)$</td>
<td>$\mathcal{B}(\alpha, \beta)$</td>
<td>$\frac{\alpha + n}{\alpha + \beta + x + n}$</td>
</tr>
<tr>
<td>Multinomial</td>
<td>Dirichlet</td>
<td>$\frac{\alpha_i + x_i}{\sum_j \alpha_j + n}$</td>
</tr>
<tr>
<td>$\mathcal{M}_k(n; \theta_1, \ldots, \theta_k)$</td>
<td>$\mathcal{D}(\alpha_1, \ldots, \alpha_k)$</td>
<td>$\frac{\alpha + 1}{\beta + (\mu - x)^2}$</td>
</tr>
</tbody>
</table>

Example 4.2.4 If $x_1, \ldots, x_n$ are independent observations from $\mathcal{N}eg(m, \theta)$ and if $\theta \sim \mathcal{B}(\alpha, \beta)$, the posterior distribution of $\theta$ is the beta distribution $\mathcal{B}(\alpha + mn, \sum_{i=1}^n x_i + \beta)$ and

$$
\delta^\theta(x_1, \ldots, x_n) = \frac{\alpha + mn}{\alpha + \beta + mn + \sum_{i=1}^n x_i}.
$$

This result is a straightforward consequence of $\sum_{i=1}^n x_i \sim \mathcal{N}eg(mn, \theta)$.

Example 4.2.5 Consider $n$ observations $x_1, \ldots, x_n$ from $\mathcal{U}([0, \theta])$ and $\theta \sim \mathcal{P}a(\theta_0, \alpha)$. Then

$$
\theta | x_1, \ldots, x_n \sim \mathcal{P}a(\max(\theta_0, x_1, \ldots, x_n), \alpha + n)
$$

and

$$
\delta^\theta(x_1, \ldots, x_n) = \frac{\alpha + n}{\alpha + n - 1} \max(\theta_0, x_1, \ldots, x_n).
$$

Therefore, compared with the maximum likelihood estimator,

$$
\delta_0(x_1, \ldots, x_n) = \max(x_1, \ldots, x_n),
$$
the Bayes estimator gives a more optimistic estimation of $\theta$, since
\[
\frac{\alpha + n}{\alpha + n - 1} > 1.
\]
On the contrary, the best equivariant estimator of $\theta$ under squared error loss is $\frac{n}{n-1} \delta_0(x_1, \ldots, x_n)$ (see Chapter 9), larger than $\delta^\pi$ when $\theta_0$ is small. This shrinking behavior of $\delta^\pi$ is explained by the choice of $\pi$, which decreases with $\theta$, thus favoring values of $\theta$ close to $\theta_0$.

Similarly, recall that the estimation of a function of $\theta$, $g(\theta)$, under quadratic loss gives $\delta^\pi(x) = \mathbb{E}^\pi[g(\theta)|x]$ as the Bayes estimator.

**Example 4.2.6** Consider $x \sim G(\nu, \theta)$, where the shape parameter $\nu$ is known, and $\theta \sim G(\alpha, \beta)$. The parameter of interest is $1/\theta$, the expectation of $x$. Under the quadratic loss
\[
L(\theta, \delta) = \left( \delta - \frac{1}{\theta} \right)^2,
\]
the Bayes estimator is then
\[
\delta^\pi_1(X) = \frac{(\beta + x)^{\alpha + \nu}}{\Gamma(\alpha + \nu)} \int_0^{+\infty} \frac{1}{\theta} \theta^{\alpha + \nu - 1} e^{-(\beta + x)\theta} \, d\theta = \frac{\beta + x}{\alpha + \nu - 1}.
\]

Under a renormalized (or weighted) quadratic loss,
\[
L(\theta, \delta) = w(\theta) \parallel \delta - \theta \parallel^2_Q,
\]
where $Q$ is a $p \times p$ nonnegative symmetric matrix, the corresponding Bayes estimator is
\[
\delta^\pi(x) = \frac{\mathbb{E}^\pi[\theta w(\theta)|x]}{\mathbb{E}^\pi[w(\theta)|x]}.
\]

**Example 4.2.7** (Example 4.2.6 continued) A scale-invariant loss does not depend on the unit of measurement and may be more relevant for the estimation of $1/\theta$. For instance, the loss
\[
L(\theta, \delta) = \theta^2 \left( \delta - \frac{1}{\theta} \right)^2
\]
gives the Bayes estimator
\[
\delta^\pi_2(x) = \frac{\mathbb{E}^\pi[\theta^2/\theta | x]}{\mathbb{E}^\pi[\theta^2 | x]} = \frac{\int_0^{+\infty} \theta^{\alpha + \nu - 1} e^{-(\beta + x)\theta} \, d\theta}{\int_0^{+\infty} \theta^{\alpha + \nu + 1} e^{-(\beta + x)\theta} \, d\theta} = \frac{\beta + x}{\alpha + \nu + 1} = \frac{\alpha + \nu - 1}{\alpha + \nu + 1} \delta^\pi_1(x).
\]
Let us stress again that, even for conjugate distributions, the fact that the Bayes estimator of any function of $\theta$ involves posterior expectations does not necessarily avoid numerical computations because analytical integration may be impossible, especially in multidimensional problems.

**Example 4.2.8** Consider $x \sim \mathcal{N}_p(\theta, I_p)$ and $h(\theta) = ||\theta||^2$. The loss considered in Saxena and Alam (1982) is

$$L(\theta, \delta) = \frac{(\delta - ||\theta||^2)^2}{2||\theta||^2 + p}$$

since, if $\delta_0(x) = ||x||^2 - p$,

$$R(\delta_0, \theta) = \frac{1}{2||\theta||^2 + p} \mathbb{E}(||x||^2 - ||\theta||^2 - p)^2 = 2$$

and $\delta_0$ has a constant risk. Without this renormalization, all estimators have a maximum risk equal to $+\infty$, while under $L$, the estimator $\delta_0$ is minimax. Then, even for the conjugate distributions, $\mathcal{N}_p(0, \tau^2 I_p)$, the computation of $\delta^\pi(x) = \mathbb{E}[||\theta||^2/(2||\theta||^2 + p)|x]/\mathbb{E}[1/(2||\theta||^2 + p)|x]$ cannot be conducted analytically.

In the previous examples, we resorted rather heavily to the quadratic loss since it constitutes a standard loss and allows, as much as possible, for explicit computations. We refer the reader to Chapter 2 for criticisms about the arbitrariness of standard losses and the opposition between bounded concave and unbounded convex losses, the former leading to the risk-lover paradox and the latter to more instability in the resulting procedures (see Kadane and Chuang (1978), Smith (1988), and Exercises 4.1 and 4.14). Even so, it bears mentioning that, when the loss function is truly determined by the decision-maker, it is usually complex and most often calls for a numerical minimization to determine the Bayes estimator.

**4.2.3 Loss estimation**

For a given loss function, $L(\theta, \delta)$, it may also be of interest to assess the performance of the Bayes estimator $\delta^\pi(x)$. This evaluation can be perceived from a decision-theoretic point of view as the estimation of the loss $L(\theta, \delta^\pi(x))$ by $\gamma(x)$ under a loss function, like

$$\tilde{L}(\theta, \delta^\pi, \gamma) = [\gamma(x) - L(\theta, \delta^\pi(x))]^2. \quad (4.2.2)$$

Again, the quadratic loss (4.2.2) is no more justified as an automatic loss in this context than in other estimation settings. But, apart from tractability reasons, the choice of the quadratic loss can be grounded on a lack of utility foundations, and thus a closer perception of the error as a variance. Under
(4.2.2), the Bayesian evaluation of the performances of \( \delta^\pi \) is given by the following result.

**Proposition 4.2.9** The Bayes estimator of the loss \( L(\theta, \delta^\pi(x)) \) under (4.2.2) for the prior distribution \( \pi \) is

\[ \gamma^\pi(x) = \mathbb{E}^\pi[L(\theta, \delta^\pi(x)) | x]. \]

This result directly follows from Proposition 2.5.1, since, conditional upon \( x \), the purpose is to estimate a particular function of \( \theta \) under quadratic loss. Notice that the dependence of this function on \( x \) does not matter from a Bayesian perspective since, once \( x \) is observed, \( x \) is fixed. Similarly, for the absolute error loss, the Bayes estimator of the loss is the median of the posterior distribution of \( L(\theta, \delta^\pi(x)) \), which is usually more difficult to obtain. When \( L \) is the quadratic loss, the posterior variance, \( \text{var}^\pi(x) \), is thus the Bayes estimator of the loss associated with \( \delta^\pi \).

From a frequentist perspective, loss estimation has been studied by Johnstone (1988) and Rukhin (1988a,b), the former establishing that, for a minimax estimator with constant risk \( p \), the evaluation \( \gamma(x) = p \) is not necessarily admissible under (4.2.2). Berger (1984b, 1985b) (see also Lu and Berger (1989a,b)) develops an additional concept for loss estimation, called **frequentist validity**: an estimator \( \gamma \) of the loss \( L(\theta, \delta(x)) \) is said to be **frequency valid** if

\[ \mathbb{E}_\theta[\gamma(x)] \geq R(\theta, \delta(x)), \quad \theta \in \Theta, \]

i.e., if, in the long run, this estimator never underestimates the error resulting from the use of \( \delta \). Such a restriction may seem intuitively appealing, but it is based on an intuition at the basis of the notion of **unbiased estimation**, and this restriction comes to contradict the Likelihood Principle. Robert and Casella (1994) propose a purely decision-theoretic approach of loss estimation in the setting of confidence regions (see Chapter 5). If \( C(x) \) is a confidence region for \( \theta \), the usual loss underlying the estimation process is the \( 0 - 1 \) loss,

\[ L(C(x), \theta) = 1 - \mathbb{I}_{C(x)}(\theta), \]

and a loss estimator \( \gamma(x) \) thus evaluates the coverage rate of \( C(x) \), i.e., somehow approximates the coverage probability of the confidence region. Hwang and Brown (1991) have shown that, for the usual confidence regions \( C_0 \), in the normal setting, the constant estimator

\[ \alpha = P(\theta \notin C_0(x)) \]

is admissible among frequency valid estimators, while inadmissible for \( p > 5 \) without the restriction (see Section 5.5).

**Example 4.2.10** Consider \( x \sim N_p(\theta, \sigma^2 I_p) \) and \( \theta \sim N_p(0, \tau^2 I_p) \). Under quadratic loss,

\[ \delta^\pi(x) = \frac{\sigma^2}{\sigma^2 + \tau^2} x \quad \text{and} \quad V^\pi(x) = \frac{\sigma^2 \tau^2}{\sigma^2 + \tau^2} p. \]
On the contrary, the frequentist approach gives $+\infty$ as the maximal risk for $\delta^\pi$ and is thus poorly adapted to this problem.

### 4.3 Sampling models

In this section, we consider three sampling problems in which a Bayesian approach is easy to implement. Notice that, in general, discrete models require less prior information to build up a prior distribution. The first problem we consider is related to the *Laplace succession rule*, introduced in 1774 by Laplace. The second problem was studied under the name of the *tramcar problem* by Neyman in the 1930s. The last section studies *capture-recapture* models, which are of interest in animal biology and other population estimation modelings. The three problems have in common that they involve an inference on a finite population or subpopulation. These are cases where some prior information is usually available, or where the choice of a noninformative prior can be made rather unambiguously.

#### 4.3.1 Laplace succession rule

Consider a population of known size $N$ divided into two subpopulations, of respective sizes $N_1$ and $N_2 = N - N_1$, which are unknown. When sampling without replacement $x$ individuals from this population, $x_1$ individuals belong to the first subpopulation and $x_2 = x - x_1$ to the second. When no information is available on $N_1$, a noninformative distribution is

$$
\pi(N_1) = \frac{1}{N+1} \mathbb{I}_{\{0,1,\ldots,N\}}(N_1)
$$

and the corresponding posterior distribution of $N_1$ is ($x_1 \leq N_1 \leq N - (x - x_1)$)

$$
\pi(N_1|x_1) = \frac{\binom{N_1}{x_1} \binom{N-N_1}{x-x_1}}{\sum_{i=0}^{N} \binom{x_1}{i} \binom{N-x}{x-i}} = \frac{\binom{N_1}{x_1} \binom{N-N_1}{x-x_1}}{(N+1)}.
$$

Let $E$ be the event that the next draw will give an individual from the first subpopulation, $p$ being the probability of $E$. Then

$$
P(E|N_1, x_1) = \frac{N_1 - x_1}{N - x}.
$$

Therefore,

$$
P(E, N_1|x_1) = \frac{N_1 - x_1 \binom{N_1}{x_1} \binom{N-N_1}{x-x_1}}{N - x \binom{N+1}{x+1}} = \frac{x_1 + 1 \binom{N_1}{x_1+1} \binom{N-N_1}{x-x_1}}{N - x \binom{N+1}{x+1}},
$$
and

\[ p = P(E|x_1) = \frac{x_1 + 1 \times \binom{N+1}{x+2}}{N - x \times \binom{N+1}{x+1}} = \frac{x_1 + 1}{x + 2}, \]

which does not depend on \( N \). Therefore, the predictive distribution of the outcome of the \((x+1)\)th draw is a Bernoulli distribution, \( B(1, (x_1 + 1)/(x + 2)) \). Laplace considered the special case \( x = x_1 \) and derived his succession rule: \textit{If \( n \) first draws all give an outcome from the same subpopulation, the probability that the next draw will also give an outcome from this population is \( \frac{n+1}{n+2} \)}. A consequence of the Laplace succession rule is that the probability that the whole population is of the same kind as the \( n \) first observations is \( \frac{n+1}{N+1} \). Some criticized this succession rule as being biased in favor of the most common subpopulation, since rare populations will not be detected (see also Popper (1983)). On the contrary, Jeffreys (1961, §3.3.3) maintains that, in Physics at least, this rule leads quite often to rejection of the proposed distributions.

### 4.3.2 The tramcar problem

Jeffreys (1961, p. 238) mentions the following problem, attributed to Neyman: \textit{“A man traveling in a foreign country has to change trains at a junction, and goes into the town, the existence of which he has only just heard. He has no idea of its size. The first thing that he sees is a tramcar numbered 100. What can he infer about the number of tramcars in the town? It may be assumed that they are numbered consecutively from 1 upwards.”} Clearly, this problem has less anecdotal applications. For instance, it is related to many coincidence problems as described in Diaconis and Mosteller (1989).

**Example 4.3.1** Consider a cyclic phenomenon with unknown period \( T \) and \( K \) possible states (stock market crises, comet occurrences, genetic mutations, traffic lights, etc.) and the observation that, at times \( t_1 \) and \( t_2 \), the phenomenon is in the same state. The inferential problem is to derive \( T \) from the observation of the difference \( t_2 - t_1 \).

In the case of the tramcar problem, the total number \( N \) can take the values 1, 2, \ldots. Instead of a uniform distribution on \( \mathbb{N}^* \), it is preferable to consider the noninformative distribution

\[ \pi(N) = \frac{1}{N}, \]

since \( N \) can be interpreted as a scale parameter. Moreover, the uniform prior does not lead to a defined posterior distribution. If \( T \) is the observed tramcar number, it is distributed as

\[ f(t|N) = P(T = t|N) = \frac{1}{N} \quad (t = 1, 2, \ldots, N). \]

Therefore,

\[ \pi(N|T) \propto \frac{1}{N^2} \text{1}_{(N \geq T)} \]
Table 4.3.1. Probability parameters for a capture-recapture experiment.

<table>
<thead>
<tr>
<th>Sample 1</th>
<th>captured</th>
<th>missed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$p_{i1}$</td>
<td>$p_{i2}$</td>
</tr>
<tr>
<td></td>
<td>$p_{21}$</td>
<td>$p_{22}$</td>
</tr>
</tbody>
</table>

and

$$P^\pi(N \geq n_0 | T) = \frac{\sum_{n=n_0}^{+\infty} 1/n^2}{\sum_{n=T}^{+\infty} 1/n^2} \approx \frac{\int_{n_0}^{+\infty} (1/x^2) dx}{\int_{T}^{+\infty} (1/x^2) dx} = \frac{T}{n_0}.$$  

In this case, the posterior median is approximately $N^\pi(T) \approx 2T$, which is the estimator usually considered in the tramcar problem. In fact, notice that the mean of $T$ conditional upon $N$ is $\frac{N-1}{2} \approx \frac{N}{2}$.

### 4.3.3 Capture-recapture models

When working with an hypergeometric distribution $\mathcal{H}(N, n, p)$, the parameter $p$ is most often the parameter of interest but it may also occur that the population size, $N$, is unknown and has to be estimated. More generally, in cases where the census of a population is impossible (or too costly), it is necessary to provide estimation methods for its size.

**Example 4.3.2** An herd of deer is living on an island of Newfoundland that is isolated from any predator. To prevent the deer from disturbing the ecological equilibrium of the island, it is necessary to keep the number of deer under 40 by culling. An annual census of all deer is, however, too time-consuming.

We could mention many examples in biology, sociology, psychology, meteorology, ecology, etc., where an evaluation of a population size is necessary. For instance, the capture-recapture methods exposed here are used in the U.S. census to account for undercount on some populations badly estimated by usual census techniques, such as nomads, homeless people or illegal immigrants. The usual approach is called capture-recapture because it relies on taking at least two successive samples from the population of interest, and because it was first implemented in animal biology, where individuals were actually captured. See Seber (1983, 1986) and Pollock (1991) for surveys.

We use in this section the general framework of Wolter (1986), who shows that most capture-recapture models can be described by a multinomial distribution for each individual $i$ in the population ($1 \leq i \leq N$). Table 4.3.3 describes the probabilities of capture, with $p_{11}^i + p_{12}^i + p_{21}^i + p_{22}^i = 1$. For instance, $p_{12}^i$ represents the probability of being captured only in the first
Table 4.3.2. Population division corresponding to the model of Table 4.3.3.

<table>
<thead>
<tr>
<th>Sample 1</th>
<th>captured</th>
<th>missed</th>
<th>Sample 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n_{11}$</td>
<td>$n_{12}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n_{21}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>$n_{22}$</td>
<td></td>
</tr>
</tbody>
</table>

sample. After the two capture experiments, the population is divided as in Table 4.3.3, with $n_{11} + n_{12} + n_{21} + n_{22} = N$ (the fourth sample size $n_{22}$ being unknown). For the simplest model, called uniform, each individual has the same probability $p$ of being captured in both experiments. Therefore, $p_{11} = p^2$, $p_{12} = p_{21} = p(1 - p)$, and $p_{22} = (1 - p)^2$. The likelihood can be written

$$L(N, p|n_{11}, n_{12}, n_{21}) = \binom{N}{n_{11}, n_{21}} p^{n_1} (1 - p)^{2N - n},$$

where $n_\cdot = 2n_{11} + n_{12} + n_{21}$ is the total number of captured individuals and

$$\binom{N}{n_{11}, n_{12}, n_{21}} = \frac{N!}{n_{11}! n_{21}! n_{12}! n_{22}!}$$

is the multinomial coefficient. For $\pi(N, p) = \pi(N)\pi(p)$ with $\pi(p)$ a beta distribution $\text{Be}(\alpha, \beta)$, the conditional posterior distribution on $p$ is

$$\pi(p|N, n_\cdot) \propto p^{\alpha + n_\cdot - 1} (1 - p)^{\beta + 2N - n_\cdot - 1},$$

i.e.,

$$p|N, n_\cdot \sim \text{Be}(\alpha + n_\cdot, \beta + 2N - n_\cdot).$$

Unfortunately, the marginal posterior distribution of $N$ is quite complicated. For instance, if $\pi(N) = 1$, it satisfies

$$\pi(N|n_\cdot) \propto \binom{N}{n_+} \frac{B(\alpha + n_+, \beta + 2N - n_\cdot)}{B(\alpha, \beta)},$$

where $n_+ = n_{11} + n_{12} + n_{21}$ is the number of different captured individuals. This distribution is sometimes called a beta-Pascal distribution (see Raiffa and Schlaifer (1961)), but it is intractable. The same complexity occurs if $\pi(N) = 1/N$ as in Castledine (1981) or if $\pi(N)$ is a Poisson distribution $\mathcal{P}(\lambda)$ as in Raftery (1988), George and Robert (1992), and Dupuis (1995). Obviously, $N$ being an integer, it is always possible to approximate the normalizing factor in (4.3.1) by summing out on $N$. But, apart from the required computing time, the approximation errors can become important when $N$ and $n_+$ are large. Notice that, for the Poisson prior,

$$N - n_+|n_+, p \sim \mathcal{P}((1 - p)^2\lambda),$$

therefore the conditional posterior distributions are available (Chapter 6 makes use of this property). Extensions of the uniform model are described in Wolter (1986), George and Robert (1992) and Dupuis (1995).
A simpler model used in capture-recapture settings is the hypergeometric model, also called the Darroch model (Darroch (1958)), in which the two sample sizes \( n_1 = n_{11} + n_{12} \) and \( n_2 = n_{11} + n_{21} \) are fixed. In this case, the above description does not apply and the only remaining random variable is \( n_{11} \), with distribution \( \mathcal{H}(N, n_2, \frac{n_1}{N}) \). In fact, the values \( n_1 \) and \( n_2 \) are not fixed in advance, but rather determined by a stopping rule that is generally unknown. However, if the prior distribution on \( N \) is noninformative and with a countable support, the computation of the Bayes estimators is of the same order of complexity. But, since the Darroch model can be written as a particular case of the Wolter model (see Exercise 4.34), it is then possible to extend the approximation techniques developed for Wolter’s modeling to this setting (see Dupuis (1995) and Chapter 6).

For the Darroch model, the classical estimator of \( N \) is the maximum likelihood estimator 
\[
\hat{N} = \frac{n_1}{(n_{11}/n_2)},
\]
which identifies the proportion in the population \( (n_1/N) \) and the proportion in the sample \( (n_{11}/n_2) \). This estimator presents an important drawback: it cannot be used when \( n_{11} = 0 \). This situation would call for a third draw of \( n_3 \) individuals, and the observation of \( n_{111} \) individuals common with the first or the second sample. Since the number of tagged individuals increases with the number of samples, the probability of observing only new individuals at each draw decreases. It is nonetheless unreasonable to call for additional sampling when the initial objective of the statistical modeling was to reduce sampling costs.

A Bayesian analysis does not suffer from this defect because it reaches a conclusion even when \( n_{11} = 0 \). Given a prior distribution \( \pi \) on \( N \), it is formally easy to derive the posterior \( \pi(N = n|n_{11}) \) and draw an inference on \( N \).

Example 4.3.3 (Example 4.3.2 continued) Birth and death patterns for the deer imply that the number of deer varies between 36 and 50. A more thorough biological study of the deer life expectancy could certainly help to refine the prior modeling on \( N \), but we will use here a uniform distribution on \{36, \ldots, 50\}. Considering \( n_1 = n_2 = 5 \), the Bayes formula,
\[
\pi(N = n|n_{11}) = \frac{\binom{n_1}{n_{11}} \binom{n_2}{n_2 - n_{11}} / \binom{n}{n_2}}{\sum_{k=36}^{50} \binom{n_1}{n_{11}} \binom{n_2}{n_2 - n_{11}} / \binom{k}{n_2} \pi(N = k)},
\]
leads to Table 4.3.3, which provides the posterior distribution of \( N \).

Since the complete posterior distribution of \( N \) is available, we can derive the posterior mean, median, or mode of \( N \) (or any other Bayes estimator). Table 4.3.3 gives the posterior means for different values of \( n_{11} \) (to be compared with the classical estimator \( 25/n_{11} \) for \( n_{11} \neq 0 \), which varies
Table 4.3.3. Posterior distribution of the deer population size, \( \pi(N|n_{11}) \).

<table>
<thead>
<tr>
<th>( N )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>36</td>
<td>0.058</td>
<td>0.072</td>
<td>0.089</td>
<td>0.106</td>
<td>0.125</td>
<td>0.144</td>
</tr>
<tr>
<td>37</td>
<td>0.059</td>
<td>0.072</td>
<td>0.085</td>
<td>0.098</td>
<td>0.111</td>
<td>0.124</td>
</tr>
<tr>
<td>38</td>
<td>0.061</td>
<td>0.071</td>
<td>0.081</td>
<td>0.090</td>
<td>0.100</td>
<td>0.108</td>
</tr>
<tr>
<td>39</td>
<td>0.062</td>
<td>0.070</td>
<td>0.077</td>
<td>0.084</td>
<td>0.089</td>
<td>0.094</td>
</tr>
<tr>
<td>40</td>
<td>0.063</td>
<td>0.069</td>
<td>0.074</td>
<td>0.078</td>
<td>0.081</td>
<td>0.082</td>
</tr>
<tr>
<td>41</td>
<td>0.065</td>
<td>0.068</td>
<td>0.071</td>
<td>0.072</td>
<td>0.073</td>
<td>0.072</td>
</tr>
<tr>
<td>42</td>
<td>0.066</td>
<td>0.068</td>
<td>0.067</td>
<td>0.067</td>
<td>0.066</td>
<td>0.064</td>
</tr>
<tr>
<td>43</td>
<td>0.067</td>
<td>0.067</td>
<td>0.065</td>
<td>0.063</td>
<td>0.060</td>
<td>0.056</td>
</tr>
<tr>
<td>44</td>
<td>0.068</td>
<td>0.066</td>
<td>0.062</td>
<td>0.059</td>
<td>0.054</td>
<td>0.050</td>
</tr>
<tr>
<td>45</td>
<td>0.069</td>
<td>0.065</td>
<td>0.060</td>
<td>0.055</td>
<td>0.050</td>
<td>0.044</td>
</tr>
<tr>
<td>46</td>
<td>0.070</td>
<td>0.064</td>
<td>0.058</td>
<td>0.051</td>
<td>0.045</td>
<td>0.040</td>
</tr>
<tr>
<td>47</td>
<td>0.071</td>
<td>0.063</td>
<td>0.056</td>
<td>0.048</td>
<td>0.041</td>
<td>0.035</td>
</tr>
<tr>
<td>48</td>
<td>0.072</td>
<td>0.063</td>
<td>0.054</td>
<td>0.045</td>
<td>0.038</td>
<td>0.032</td>
</tr>
<tr>
<td>49</td>
<td>0.073</td>
<td>0.062</td>
<td>0.052</td>
<td>0.043</td>
<td>0.035</td>
<td>0.028</td>
</tr>
<tr>
<td>50</td>
<td>0.074</td>
<td>0.061</td>
<td>0.050</td>
<td>0.040</td>
<td>0.032</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Table 4.3.4. Posterior mean of the deer population size, \( N \).

<table>
<thead>
<tr>
<th>( n_{11} )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{E}(N</td>
<td>n_{11}) )</td>
<td>43.32</td>
<td>42.77</td>
<td>42.23</td>
<td>41.71</td>
<td>41.23</td>
</tr>
</tbody>
</table>

much more widely with \( n_{11} \).

If, instead of the squared error, we use the loss

\[
L(N, \delta) = \begin{cases} 
10(\delta - N) & \text{if } \delta > N, \\
N - \delta & \text{otherwise ,}
\end{cases}
\]

in order to avoid an overestimation of the number of deer (this would be more dramatic for the future of the herd than an underestimation), the Bayes estimator is the \((1/11)\)-quantile of \( \pi(N|n_{11}) \), given in Table 4.3.3 for different values of \( n_{11} \). Notice that, in this case, the estimators are necessarily integers.

A very interesting Bayesian application of capture-recapture inference is given by Mosteller and Wallace (1984). It deals with author identification by statistical linguistics when the origin of some literary work is uncertain. For instance, Mosteller and Wallace (1984) study the Federalist Papers, a collection of articles written in 1787 in order to support the new American constitution. Twelve of these articles can be attributed to either Hamilton or Madison. Using authenticated writings of the two authors, Mosteller and
Wallace derive the frequencies of thirty current words and deduce from a capture-recapture approach that the twelve articles should be attributed to Madison. Efron and Thisted (1976) have also used capture-recapture to study Shakespeare’s vocabulary and later identify in Thisted and Efron (1987) a recently discovered poem as quite likely to have been written by Shakespeare.

4.4 The particular case of the normal model

4.4.1 Introduction

When Gauss introduced the normal distribution around 1810, Laplace thought this was actually the ideal error distribution (see Example 1.2.5). Later, relying on the Central Limit Theorem, statisticians in the first half of the nineteenth century were almost always referring to the normal distribution (Stigler (1986)). There are obviously many phenomena for which a normal model is not applicable, but it is still extensively used, in particular, in econometrics and in fields where the Central Limit Theorem approximation can be justified (particle physics, etc.). In fact, the normal approximation is often justified for asymptotic reasons (see also Cox and Reid (1987)). Therefore, it is of interest to study in detail this particular distribution from a Bayesian viewpoint.

Given one observation from a multivariate normal distribution, $N_p(\theta, \Sigma)$, with known covariance matrix $\Sigma$, the conjugate distribution is also normal, $N_p(\mu, A)$, and the posterior distribution $\pi(\theta|x)$ is

$$ N_p\left( x - \Sigma(\Sigma + A)^{-1}(x - \mu), (A^{-1} + \Sigma^{-1})^{-1} \right). $$

Under quadratic loss, the Bayes estimator is then the posterior mean

$$ \delta^\pi(x) = x - \Sigma(\Sigma + A)^{-1}(x - \mu) \\
= \left( \Sigma^{-1} + A^{-1} \right)^{-1} \left( \Sigma^{-1}x + A^{-1}\mu \right); $$

notice that $\delta^\pi(x)$ can be written as a convex combination of the observation, $x$, and of the prior mean, $\mu$, the weights being proportional to the inverses of the covariance matrix.

The more accurate the prior information on $\theta$ is, the closer to $\mu$ the Bayes estimator is. Notice also that the prior information (resp., the observation of $x$) brings a reduction of the variance from $\Sigma$ (respectively, from $A$) to $\left( \Sigma^{-1} + A^{-1} \right)^{-1}$. For repeated observations of the above normal model,
4.4 The particular case of the normal model

\[ x_1, \ldots, x_n, \] the sufficient statistic

\[ \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \sim \mathcal{N}_p \left( \theta, \frac{1}{n} \Sigma \right) \]

directly extends the previous analysis.

A criticism already mentioned in Chapter 3 is that the conjugate normal prior distributions are not sufficiently robust, and that it would be preferable to use Student’s \( t \)-distributions for \( \pi(\theta) \). The Cauchy distribution, the limiting case of a Student’s \( t \)-distribution, can then be used because of its heavier tails, but it still prohibits exact computation (see Example 4.2.1), although Angers (1992) proposes an analytical resolution using confluent hypergeometric functions.

4.4.2 Estimation of variance

In most cases, the variance of the model is partly or totally unknown. It is then necessary to consider prior distributions on the parameter \( (\theta, \Sigma) \). If the variance is known up to a multiplicative constant, \( \sigma^2 \), it is usually possible to get back to the unidimensional case, that is, when \( x_1, \ldots, x_n \) are i.i.d. \( \mathcal{N}(\theta, \sigma^2) \), by sufficiency reasons. (The particular case where \( \sigma^2 \) only is unknown is treated in Tables 3.3.4 and 4.3.3). If we define the statistics \( \bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i \) and \( s^2 = \sum_{i=1}^{n} (x_i - \bar{x})^2 \), the likelihood can be written

\[
\ell(\theta, \sigma \mid \bar{x}, s^2) \propto \sigma^{-n} \exp \left[ -\frac{1}{2\sigma^2} \left\{ s^2 + n (\bar{x} - \theta)^2 \right\} \right]
\]

and the Bayes estimators only depend on \( \bar{x} \) and \( s^2 \). We showed in Example 3.5.5 that the Jeffreys distribution for this model is \( \pi^\ast(\theta, \sigma) = \frac{1}{\sigma} \) and mentioned that it is better to consider the alternative \( \tilde{\pi}(\theta, \sigma) = \frac{1}{\sigma} \) for invariance reasons. In this case,

(4.4.1) \[
\ell(\theta, \sigma \mid \bar{x}, s^2)\tilde{\pi}(\theta, \sigma) \propto \sigma^{-n-1} \exp \left[ -\frac{1}{2\sigma^2} \left\{ s^2 + n (\bar{x} - \theta)^2 \right\} \right].
\]

Therefore,

**Proposition 4.4.1** If \( x_1, \ldots, x_n \) are i.i.d. \( \mathcal{N}(\theta, \sigma^2) \), the posterior distribution of \( (\theta, \sigma) \) associated with \( \tilde{\pi} \) is

\[
\theta \mid \sigma, \bar{x}, s^2 \sim \mathcal{N} \left( \bar{x}, \frac{\sigma^2}{n} \right),
\]

(4.4.2) \[
\sigma^2 \mid \bar{x}, s^2 \sim \mathcal{I}G \left( \frac{n-1}{2}, \frac{s^2}{2} \right).
\]

Equation (4.4.2) really defines the posterior distribution of \( (\theta, \sigma^2) \), since it provides the marginal distribution of \( \sigma^2 \) and the distribution of \( \theta \) conditional on \( \sigma^2 \). The proof of this proposition is a direct consequence of (4.4.1),
as
\[ \tilde{\pi}(\theta, \sigma^2 | \bar{x}, s^2) \propto \sigma^{-1} e^{-n(\bar{x}-\theta)^2/2\sigma^2} \sigma^{-n-1} e^{-s^2/2\sigma^2}, \]
and the inverse gamma distribution \( \mathcal{I}G(\alpha, \beta) \) has the density
\[ \pi(x|\alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} x^{\alpha-1} e^{-\beta/x} \mathbb{I}_{(0, +\infty)}(x). \]

Thus, the marginal posterior distribution of \( \sigma^2 \) is of the same type than when \( \theta \) is known. On the contrary, the marginal posterior distribution of \( \theta \) is modified, since it follows from (4.4.2) that
\[ \tilde{\pi}(\theta | \bar{x}, s^2) \propto \{ s^2 + n(\bar{x} - \theta)^2 \}^{-n/2}, \]
i.e.,
\[ \theta | \bar{x}, s^2 \sim T_1 \left( n - 1, \bar{x}, \frac{s^2}{n(n-1)} \right). \]

For the Jeffreys distribution, \( \pi^* \), the equivalent of (4.4.4) is a Student’s \( t \)-distribution with \( n \) degrees of freedom, which is always defined, while (4.4.4) is only defined for \( n \geq 2 \). (Notice that the exclusion of \( n = 1 \) could be seen as an additional argument in favor of \( \tilde{\pi} \) since, in a noninformative setting, it seems difficult to propose an inference about the whole parameter \((\theta, \sigma)\) with a single observation.)

Conjugate posterior distributions have the same form as (4.4.2). They exhibit a puzzling peculiarity, namely, that \( \theta \) and \( \sigma^2 \) are not a priori independent. Therefore, the prior distribution on the mean \( \theta \) depends on the precision associated with the measure of the mean. Some settings can justify this dependence,\(^2\) but it cannot hold for every estimation problem, and can even less be argued to be a representative standard prior distribution (see Berger (1985a)). However, these subjective criticisms are not seconded by particularly negative properties of the resulting estimators.

Consider then
\[ \pi(\theta, \sigma^2) = \pi_1(\theta|\sigma^2)\pi_2(\sigma^2), \]
where \( \pi_1 \) is a normal distribution \( \mathcal{N}(\mu, \sigma^2/n_0) \) and \( \pi_2 \) is an inverse gamma distribution \( \mathcal{I}G(\nu/2, s_0^2/2) \). The posterior distribution satisfies
\[ \pi(\theta, \sigma^2|x) \propto \sigma^{-n-\nu-3} \exp \left\{ -\frac{1}{2} \left[ s^2 + s_0^2 + n_0(\theta - \mu)^2 + n(\bar{x} - \theta)^2 \right] / \sigma^2 \right\} \]
\[ = \sigma^{-n-\nu-3} \exp \left\{ -\frac{1}{2} \left[ s_1^2 + n_1(\theta - \theta_1)^2 \right] / \sigma^2 \right\}, \]
where
\[ n_1 = n + n_0, \quad \theta_1 = \frac{1}{n_1} (n_0 \theta_0 + n \bar{x}), \]
\[ s_1^2 = s^2 + s_0^2 + (n_0^{-1} + n^{-1})^{-1} (\theta_0 - \bar{x})^2. \]
\(^2\) When the prior distribution is built from previous observations, it makes sense that the prior variance of \( \theta \) involves \( \sigma^2 \) (conditionally).
These distributions are actually conjugate since
\[
\pi \left( \theta | \bar{x}, s^2, \sigma \right) \propto \frac{1}{\sigma} \exp \left\{ -\frac{n_1 (\theta - \theta_1)^2}{2\sigma^2} \right\},
\]
\[
\pi \left( \sigma^2 | \bar{x}, s^2 \right) \propto \sigma^{-n-\nu-2} \exp \left\{ -\frac{s_1^2}{2\sigma^2} \right\}.
\]
As in the noninformative case, the marginal posterior distribution of \( \theta \) is a Student’s \( t \)-distribution. Notice that, except when \( \pi \) is built from previous (or virtual) observations, \( n_0 \) is not a sample size. Rather, \( n_0/n \) characterizes the relative precision of the determination of the prior distribution as compared with the precision of the observations. In general, \( n_0 \) is smaller than the sample size \( n \). Notice also that, if \( n_0/n \) goes to 0, we get the limiting case \( \theta | \bar{x}, \sigma^2 \sim \mathcal{N} (\bar{x}, \sigma^2/n) \), corresponding to the posterior distribution associated with the Jeffreys prior. This fact is yet another illustration of the phenomenon that noninformative distributions often occur as limits of conjugate distributions.

Statistical inference based on the above conjugate distribution requires a careful determination of the hyperparameters \( \theta_0, s_0^2, n_0, \nu \), in order to express the Bayes estimators. If the determination of \( \theta_0 \) and \( n_0 \) is rather classical, it is usually more difficult to get a prior information on \( \sigma^2 \). Recall that, if \( \sigma^2 \sim \mathcal{IG}(\nu/2, s_0^2/2) \), the first two moments are given by
\[
\mathbb{E}^\pi [\sigma^2] = \frac{s_0^2}{\nu - 2}, \quad \text{var}^\pi (\sigma^2) = \frac{2s_0^4}{(\nu - 2)^2(\nu - 4)}.
\]
These formulas can then be used to model a prior information into the conjugate form, i.e., to determine \( s_0^2 \) and \( \nu \).

When the parameter \((\theta, \Sigma)\) is totally unknown, it is still possible to derive conjugate prior distributions. Given \( n \) observations \( x_1, \ldots, x_n \) of \( \mathcal{N}_p(\theta, \Sigma) \), a sufficient statistic is
\[
\bar{x} = \frac{1}{n} \sum_{i=1}^{n} x_i, \quad S = \sum_{i=1}^{n} (x_i - \bar{x})(x_i - \bar{x})^t,
\]
and
\[
\ell(\theta, \Sigma | \bar{x}, S) \propto |\Sigma|^{-n/2} \exp -\frac{1}{2} \left\{ n(\bar{x} - \theta)^t \Sigma^{-1} (\bar{x} - \theta) + \text{tr}(\Sigma^{-1} S) \right\}.
\]
The form of the likelihood function then suggests the following conjugate distributions:
\[
\theta | \Sigma \sim \mathcal{N}_p \left( \mu, \frac{\Sigma}{n_0} \right),
\]
\[
(4.4.5) \quad \Sigma^{-1} \sim \mathcal{W}_p(\alpha, W),
\]
where \( \mathcal{W}_p \) denotes the Wishart distribution, defined in Exercise 3.21. The posterior distributions are then
\[
\theta | \Sigma, \bar{x}, S \sim \mathcal{N}_p \left( \frac{n_0 \mu + n \bar{x}}{n_0 + n}, \frac{\Sigma}{n_0 + n} \right),
\]
\[ \Sigma^{-1} | \bar{x}, S \sim \mathcal{W}_p(\alpha + n, W_1(\bar{x}, S)), \]

with

\[ W_1(\bar{x}, S)^{-1} = W^{-1} + S + \frac{nn_0}{n + n_0}(\bar{x} - \mu)(\bar{x} - \mu)^t. \]

Notice that this multidimensional case is the generalization of the unidimensional case considered above, since the Wishart distribution \( \mathcal{W}_p \) is the generalization in dimension \( p \) of chi-squared distributions. Let us recall here that the first two moments of \( \Xi = (\xi_{ij}) \sim \mathcal{W}_p(\alpha, W) \) are

\[ \mathbb{E}[\Xi] = \alpha W, \quad \text{var}(\xi_{ij}) = 2 \alpha w_{ij}, \]

and that the hyperparameters of the prior distribution of \( \Sigma \) can be derived from

\[ \mathbb{E}[\Sigma] = \frac{W^{-1}}{\alpha - p - 1}, \quad \text{var}(\sigma_{ij}) = \frac{2(w_{ij})^2}{(\alpha - p - 3)(\alpha - p - 1)^2}, \]

if \( \Sigma^{-1} \sim \mathcal{W}_p(\alpha, W) \) and \( W^{-1} = (w_{ij}) \) (see Eaton (1982) and Anderson (1984)).

In this setting, the Jeffreys distribution is also a limiting case of conjugate distributions since Geisser and Cornfield (1963) have shown that it is

\[ \pi^J(\theta, \Sigma) = \frac{1}{|\Sigma|^{(p+1)/2}}, \]

therefore corresponding to the limit of the Wishart distribution \( \mathcal{W}_p(\alpha, W) \) on \( \Sigma^{-1} \) when \( W^{-1} \) goes to \( \mathbf{O} \) and \( \alpha \) to 0. In fact, the density of \( \Sigma \) when \( \Sigma^{-1} \sim \mathcal{W}_p(\alpha, W) \) is

\[ f(\Sigma|\alpha, W) \propto |\Sigma|^{-(\alpha+p+1)/2} \exp \left\{ -\frac{1}{2} \text{tr}(W^{-1}\Sigma^{-1}) \right\} \]

(see Anderson (1984)).

### 4.4.3 Linear models and G-priors

The usual regression model,

\[ y = X\beta + \epsilon, \tag{4.4.6} \]

with \( \epsilon \sim \mathcal{N}_k(0, \Sigma), \ \beta \in \mathbb{R}^p \), can be analyzed as above if the covariance matrix \( \Sigma \) is known, when working conditional upon \( X \). In fact, a sufficient statistic is then \( \hat{\beta} = (X^t\Sigma^{-1}X)^{-1}X^t\Sigma^{-1}y \), the maximum likelihood estimator and the least-squares estimator of \( \beta \). It is distributed according to a \( \mathcal{N}_p(\beta, (X^t\Sigma^{-1}X)^{-1}) \) distribution. Lindley and Smith (1972) have studied conjugate distributions of the type

\[ \beta \sim \mathcal{N}_p(A\theta, C), \]

where \( \theta \in \mathbb{R}^q \) (\( q \leq p \)). In this model, the regressor matrix \( X \) is considered to be constant. In other words, the inference is made conditional upon \( X \). (Usually, \( X \) is also partly random, but this conditioning is justified by the
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Likelihood Principle as long as the distribution of $X$ does not depend on the parameters of the regression model.) Therefore, $A$, $C$, or $\theta$ can depend on $X$ (see below for the example of the $G$-priors of Zellner (1971)). When the stochastic nature of $X$ has to be considered, the usual approach is to study a random-effect model,

$$y = X_1\beta_1 + X_1X_2\beta_2 + \epsilon,$$

which can be decomposed as

$$y|\theta_1 \sim \mathcal{N}_k(X_1\theta_1, \Sigma_1),$$

$$\theta_1|\theta_2 \sim \mathcal{N}_p(X_2\theta_2, \Sigma_2),$$

with a prior distribution

$$\theta_2|\theta_3 \sim \mathcal{N}_q(X_3\theta_3, \Sigma_3).$$

Smith (1973) analyzes this model and shows that

$$\theta_1|y, \theta_3 \sim \mathcal{N}_p(\theta_1^*, D_1),$$

with

$$\theta_1^* = \frac{\hat{D}_1^{-1}\hat{\theta}_1 + (\Sigma_2 + X_2\Sigma_3X_2^t)^{-1}X_2X_3\theta_3}{\hat{D}_1^{-1} + (\Sigma_2 + X_2\Sigma_3X_2^t)^{-1}}.$$

Therefore, the Bayes estimator $\theta_1^*$ is a convex combination of the least-squares estimator, $\hat{\theta}_1$, and of the prior mean, $X_2X_3\theta_3$.

We introduce below an example where an unknown variance structure still allows for closed-form derivation of the Bayes estimators. However, if the variance $\Sigma$ is totally unknown, it is not possible to derive conjugate prior distributions, as noticed by Lindley and Smith (1972). Press (1989) proposes a resolution in a particular case when independent observations are available for every component of $\beta$. In the general case, the Jeffreys prior is again (see Geisser and Cornfield (1963))

$$\pi_J(\beta, \Sigma) = \frac{1}{|\Sigma|^{(k+1)/2}}.$$

The likelihood

$$\ell(\beta, \Sigma|y) \propto |\Sigma|^{-n/2} \exp \left\{ -\frac{1}{2} \text{tr} \left[ \Sigma^{-1} \sum_{i=1}^n (y_i - X_i\beta)(y_i - X_i\beta)^t \right] \right\},$$

then suggests the use of Wishart distributions, but the posterior marginal distributions on $\beta$ are only defined for sufficiently large sample sizes and, moreover, are not explicit, whatever the sample size (see Exercise 4.44).
In the particular case when the variance of the model (4.4.6) is known up to a multiplicative factor \( \sigma^2 \), it is possible to rewrite the model as 
\[
\epsilon \sim N_k(0, \sigma^2 I_k)
\]
and the least-squares estimator \( \hat{\beta} \) has a normal distribution \( N_p(\beta, \sigma^2 (X^t X)^{-1}) \). A family of conjugate distributions on \((\beta, \sigma^2)\) is then

\[
\beta | \sigma^2 \sim N_p \left( \mu, \frac{\sigma^2}{n_0} (X^t X)^{-1} \right),
\]

\[
\sigma^2 \sim IG(\nu/2, s_0^2/2),
\]

since, if \( s_0^2 = \| y - X \hat{\beta} \|^2 \), the posterior distributions are

\[
\beta | \hat{\beta}, s_0^2, \sigma^2 \sim N_p \left( \frac{n_0 \mu + \hat{\beta}}{n_0 + 1}, \frac{\sigma^2}{n_0 + 1} (X^t X)^{-1} \right),
\]

\[
\sigma^2 | \hat{\beta}, s_0^2 \sim IG \left( \frac{k - p + \nu}{2}, \frac{s_0^2 + \frac{n_0}{n_0 + 1} (\mu - \hat{\beta})^t X^t X (\mu - \hat{\beta})}{2} \right).
\]

Indeed,

\[
\pi(\beta, \sigma^2 | \hat{\beta}, s_0^2) \propto (\sigma^2)^{-k/2} \exp \left[ -\frac{1}{2\sigma^2} \left\{ (\beta - \hat{\beta})^t X^t X (\beta - \hat{\beta}) + s_0^2 \right\} \right] 
\times \exp \left( -\frac{n_0}{2\sigma^2} (\beta - \mu)^t X^t X (\beta - \mu) \right) \sigma^2^{-\nu/2 - 1} \exp \left( -\frac{s_0^2}{2\sigma^2} \right) 
\times (\sigma^2)^{-p/2} \exp \left\{ -\frac{n_0 + 1}{2\sigma^2} \left( \beta - \frac{n_0 \mu + \hat{\beta}}{n_0 + 1} \right)^t X^t X \left( \beta - \frac{n_0 \mu + \hat{\beta}}{n_0 + 1} \right) \right\} 
\times \sigma^{-(k-p+\nu+2)} \exp \left[ -\frac{1}{2\sigma^2} \left\{ s_0^2 + s_0^2 + \frac{n_0}{n_0 + 1} (\mu - \hat{\beta})^t X^t X (\mu - \hat{\beta}) \right\} \right].
\]

Although (4.4.7) is only a particular case of conjugate distribution, many criticisms have been raised about this choice, developed by Zellner (1971, 1984) under the name of \( G \)-priors. These criticisms do not usually address the problem of the reductive aspect of conjugate modeling, a quite legitimate argument already mentioned in Chapter 3, but rather the dependency of the prior distribution on \( X \). It can be argued that \( X \) is also a random variable and therefore that an a priori modeling should not depend on \( X \).

In fact, the alternative prior distributions

\[
\beta | \sigma \sim N_p(\beta_0, \sigma^2 A)
\]

also constitute a conjugate family which is less arguable if \( A \) is fixed. However, we consider the debate to be rather vacuous because:

(1) The whole regression model is conditional on the explanatory variables. The prior distribution (4.4.7) can then be seen as a posterior distribution with respect to these variables (or to extend the usual hypothesis of independence between the explanatory variables and the errors to the hypothesis of Bayesian independence with the parameters). This approach is thus justified from both the conditional and Bayesian points
of view, the conditioning being operated in two steps.

(2) The \textit{G-prior} distribution suggests a constant distribution on the mean of \( y, \theta = \mathbb{E}_\theta[y|X] \), rather than on \( \beta \). The prior distribution is then determined with respect to the subspace spanned by the columns of \( X \), not with respect to a special basis of this subspace.

(3) This modeling is appropriate to take into account the problems of \textit{multicollinearity}, since it allows for a large prior variance on the components affected by multicollinearity (hence, the most difficult to estimate). (See Zellner (1971), Casella (1985b), or Steward (1987), for references on multicollinearity.)

(4) From both practical and subjective viewpoints, the determination of a matrix \( A \) instead of a scalar \( n_0 \) requires a larger amount of prior information. Because the use of conjugate distributions indicates a setting where the prior information is sparse and where the derivation of hyperparameters is quite difficult, the resort to the covariance matrix \( \sigma^2(X^t X)^{-1}/n_0 \) prevents a possibly unrealistic determination of \( A \).

Again, notice that these attacks on \textit{G-priors} hardly ever consider its major drawback, namely, that its choice is not based on prior information. For applications of \textit{G-priors} in regression settings, see Ghosh et al. (1989), or Blattberg and George (1991). See Bauwens, Lubrano and Richard (1999, Chapter 4) for alternatives to the conjugate priors in the linear model such as \textit{poly-t} priors (see Note 4.7.5 below).

\section*{4.5 Dynamic models}

\subsection*{4.5.1 Introduction}

Dynamic (or \textit{time series}) models appear as a particular case of a parametric model where the distribution of the observed variables \( x_1, \ldots, x_T \) varies over time, that is,

\begin{equation}
    f(x_1, \ldots, x_T|\theta) = \prod_{t=1}^{T} f_t(x_t|x_{1:(t-1)}, \theta),
\end{equation}

where \( x_{1:(t-1)} \) denotes the vector of the previous variables \( x_1, \ldots, x_{t-1} \), with the convention that \( x_{1:0} \) is either empty or represents the initial value \( x_0 \) of the series of observations (it is then implicit on the lhs of (4.5.1)). While the representation (4.5.1) seems to be unnecessarily restrictive, the inclusion of unobserved components in \( x_t \) provides a fairly large scope for this model, as will be made clearer in the paragraph on state-space representations.

These models are obviously special cases of parametric models and, as such, they can be processed like other parametric models by Bayesian tools, once a prior distribution has been chosen, following the guidelines provided in the previous sections. They are singled out in this section for several reasons: first, they are some of the most commonly used models in applications,
ranging from finance and economics to reliability to medical experiments to ecology. Most of the models encountered in practice enjoy a temporal dimension that can sometimes be concealed, but which must most often be taken into account. This is clearly the case, for instance, for series of pollution data, such as ozone concentration levels, or stock market prices, whose value at time $t$ depends on the previous value at time $t-1$ and also on the previous values, for instance through their trend.

**Example 4.5.1 (Example 4.1.6 continued)** A finite time version of the autoregressive AR(1) model is generally defined through the distribution of $x_t$ conditional on $x_{1:(t-1)}$ ($1 \leq t \leq T$) as

\begin{equation}
    x_t = \mu + \varrho (x_{t-1} - \mu) + \epsilon_t,
\end{equation}

where $\epsilon_t$ is independent from $x_{1:(t-1)}$ and can be chosen as, say, a normal $\mathcal{N}(0, \sigma^2)$ perturbation. This conditional distribution only depends on $x_{t-1}$, which shows that $(x_t)_{t \geq 1}$ is a Markov chain (Meyn and Tweedie (1993)).

The likelihood function of the AR(1) model is then

\begin{equation}
    \sigma^{-T} \exp \left\{ -\frac{1}{2\sigma^2} \sum_{i=1}^{T} (x_t - \mu - \varrho (x_{t-1} - \mu))^2 \right\},
\end{equation}

and thus depends on the initial condition $x_0$. Either $x_0$ is known and the model is then conditional on $x_0$, or $x_0$ has to be integrated out by taking a prior distribution $\pi(x_0|\theta)$, since $x_0$ is then an additional parameter of the model. For instance, if $x_0 = 0$, it is straightforward to see that $\mathbb{E}_\theta[x_t] = 0$ and that $\text{var}(x_t) = \varrho^2 \text{var}(x_{t-1}) + \sigma^2$, thus, if $\varrho^2 \neq 1$,

\begin{equation}
    \text{var}(x_t) = \frac{1 - \varrho^2 t}{1 - \varrho^2} \sigma^2,
\end{equation}

which implies that $\text{var}(x_t)$ converges to $\sigma^2/(1 - \varrho^2)$ if $\varrho^2 < 1$ and goes to $+\infty$ otherwise.

The second reason for studying dynamic models is that they are more challenging than the static models studied above, owing to stationarity constraints. While we cannot present a rigorous introduction to the notion of stationarity for stochastic processes chains (and refer the reader to Meyn and Tweedie (1993) for a general coverage of Markov processes and to Box and Jenkins (1976) or Brockwell and Davis (1998) for the special case of time series), let us recall here that a process $(x_t)$ is stationary (or, more exactly, strictly stationary) if the distribution of $(x_{t+1}, \ldots, x_{t+d})$ is the same as the distribution of $(x_1, \ldots, x_d)$ for every $(t, d)$. The stationarity problem can be illustrated in the setting of Example 4.5.1: when $\varrho^2 \geq 1$, not only the variance $\text{var}(x_t)$ goes to infinity with $t$, but the limiting behavior of the chain $(x_t)$ cannot be characterized unless a dependence between $x_t$ and $\epsilon_t$ is introduced (Brockwell and Davis (1998)). There is no limiting distribution for the process $(x_t)$, because the Markov chain has no stationary distribution, that is, there is no density $f$ such that, if $x_t \sim f$, ...
$x_{t+1} \sim f$ (Exercise 4.50). For instance, if $\varrho = 1$, $(x_t)$ is the random walk on $\mathbb{R}$ and, on average, it takes the chain an infinite time to come back to the set it started from (Meyn and Tweedie (1993)).

To impose the stationarity condition on a model is objectionable on the ground that the data itself should indicate whether the underlying model is stationary. However, for reasons ranging from asymptotics to causality to identifiability (see below) to common practice, it is customary to impose stationarity constraints, even though a Bayesian inference on a non-stationary process can be conducted in principle (see Note 4.7.2). Such constraints appear in the prior distribution as a restriction on the values of $\theta$. For instance, for the AR(1) model of Example 4.5.1, the constraint is $|\varrho| < 1$. The practical difficulty is that, for more complex models, the stationarity constraints may become much more involved and even be unknown in some cases, as in general threshold models (Tong (1991)).

**Example 4.5.2** The AR($p$) model generalizes the AR(1) model by increasing the lag dependence on the past values, that is ($1 \leq t \leq T$),

\[
(4.5.4) \quad x_t - \mu = \sum_{i=1}^{p} \varrho_i (x_{t-i} - \mu) + \epsilon_t, \quad \epsilon_t \sim \mathcal{N}(0, \sigma^2).
\]

The stochastic process defined by (4.5.4) can then be stationary\(^3\) only if the roots of the polynomial

\[ P(x) = 1 - \sum_{i=1}^{p} \varrho_i x^i \]

are all outside the unit circle in the complex plane. While this condition is clearly defined, it is also implicit with respect to the vector $(\varrho_1, \ldots, \varrho_p)$: to verify that a given vector satisfies this condition, it is necessary either to find the roots of the $p$th degree polynomial $P$ and check that they all are of modulus greater than 1, or to compute the partial autocorrelations (see below in Section 4.5.2) and apply Schur’s lemma to check they are all between $-1$ and 1.

**Example 4.5.3** A switching AR($p$) model is defined as an AR($p$) model whose parameters change with time according to a hidden (unobserved) finite state Markov process, that is

\[
(4.5.5) \quad x_t = \sum_{i=1}^{p} \varrho_i (z_{t-i}) x_{t-i} + \sigma (z_t) \epsilon_t, \quad \epsilon_t \sim \mathcal{N}(0, 1),
\]

with $(z_t)$ being the unobserved Markov chain,

\[ P(z_t = i | z_{t-1} = j, z_{t-2}, \ldots) = \pi_{j,i}, \quad i, j = 1, \ldots, K. \]

\(^3\) That (4.5.4) is stationary obviously depends on the distribution of the initial values $x_{(-p+1):-1}$. We refer the reader to Brockwell and Davis (1998, §3.1) for a more detailed coverage of this issue, where the case of a stochastic process $(x_t)_{t \in \mathbb{Z}}$ is also studied, resulting in different stationarity conditions.
This model was introduced by Hamilton (1989) as a way to represent series with different dynamics over time, such as the series in Figure 4.5.1 that plots a transformation of IBM stock prices from 1992 to 1997. The difficulty with the model (4.5.5) is that there was no known necessary and sufficient condition for stationarity when the number of states $K$ of the hidden Markov chain $(z_t)$ is larger than 2, till the recent derivation by Francq and Zakoïan (2001) and Yao and Attali (2000) of such conditions.

We develop in Sections 4.5.2–4.5.4 some features of the standard dynamic models, namely the AR, MA and ARMA models, focusing on representation problems and prior modeling under stationarity. Notes 4.7.3 and 4.7.4 present two other dynamic models often encountered in practice. See West and Harrison (1997) for a general approach to the Bayesian processing of time series and Bauwens et al. (1999) for an econometric monograph on this topic. Marin and Robert (2007, Chapter 7) also cover the practical aspects of prior determination and Bayesian inference for those models.

4.5.2 The AR model

As introduced in Example 4.5.2, the AR($p$) model expresses the conditional distribution of $x_t$ given the past $x_{1:(t-1)}$ as a normal linear regression on the $p$ more recent variables, that is $(t = 1, 2, \ldots)$,

$$x_t \sim \mathcal{N} \left( \mu + \sum_{i=1}^{p} \varphi_i (x_{t-i} - \mu), \sigma^2 \right),$$

where the location parameter $\mu$ is introduced for more generality. This model is thus Markovian, since the distribution of $x_t$ only depends on a
4.5 Dynamic models 197

fixed number of past values, \( x_{(t-p):(t-1)} \). It can be expressed as a regular Markov chain when considering the vector \( z_t = x_{t:(t-p+1)} \), since

\[
(4.5.7) \quad z_t = \mu 1 + B(z_{t-1} - \mu 1) + \varepsilon_t,
\]

where

\[
1 = (1, \ldots, 1)^t, \quad B = \begin{pmatrix}
\varrho_1 & \varrho_2 & \cdots & \varrho_p \\
1 & 0 & \cdots & 0 \\
& \ddots & \ddots & \ddots \\
0 & 0 & \cdots & 0
\end{pmatrix} \quad \text{and} \quad \varepsilon_t = (\epsilon_t, 0, \ldots, 0)^t.
\]

Because the likelihood conditional on the negative time values \( x_0, \ldots, x_{-p+1} \), can be written as

\[
(4.5.8) \quad L(\mu, \varrho_1, \ldots, \varrho_p, \sigma | x_{1:T}, x_{0:(-p+1)}) = \sigma^{-T} \prod_{t=1}^{T} \exp \left\{ -\left( x_t - \mu + \sum_{i=1}^{p} \varrho_i (x_{t-i} - \mu) \right)^2 / 2\sigma^2 \right\},
\]

a natural conjugate prior can be found for the parameter \( \theta = (\mu, \varrho_1, \ldots, \varrho_p, \sigma^2) \), that is, a normal distribution on \((\mu, \varrho_1, \ldots, \varrho_p)\) and an inverse gamma distribution on \(\sigma^2\). Instead of the Jeffreys prior, which is controversial in this setting (see Note 4.7.2), we can also propose a more conventional non-informative prior like \(\pi(\mu, \sigma, \varrho) = 1 / \sigma\).

If we impose the stationarity constraint that all the roots of \( P \) are outside the unit circle, the parameter space is too complex for values of \( p \) larger than 3 to propose as a prior distribution the normal conjugate prior restricted to this space. For instance, to simulate from such a prior is too costly. A solution, called the Durbin–Levinson recursion (see Monahan (1984)), is to propose a reparameterization from the parameters \( \varrho_i \) to the partial autocorrelations \( \psi_i \) (Exercise 4.53) which satisfy, under the stationarity constraint,

\[
\psi_i \in (-1, 1), \quad i = 1, \ldots, p,
\]

and thus allow for a uniform prior. The following result provides a constructive connection between \((\varrho_1, \ldots, \varrho_p)\) and \((\psi_1, \ldots, \psi_p)\).

**Lemma 4.5.4** Under stationarity of the model (4.5.6), the coefficients \( \varrho_i \) are deduced from the coefficients \( \psi_i \) by the algorithm

1. Define \( \varphi^{ii} = \psi_i \) and \( \varphi^{ij} = \varphi^{(i-1)j} - \psi_i \varphi^{(i-1)(i-j)} \), for \( i > 1 \) and \( j = 1, \ldots, i - 1 \) .

2. Take \( \varrho_i = \varphi^{pi} \) for \( i = 1, \ldots, p \).

---

\(^4\) The partial autocorrelations, also called reflection coefficients in the signal processing literature, can be used to test for stationarity since, according to Schur’s lemma they must all be between \(-1\) and \(1\) for the Markov kernel (4.5.6) to have a stationary distribution.
While the resulting prior (and posterior) distribution on \((\varrho_1, \ldots, \varrho_p)\) is not explicit, in the sense that the computation of the prior (or of the posterior) at a given value of the parameter is quite time-consuming, this representation can be exploited for simulation purposes, as in Chapter 6 (see Barnett et al. (1996)), because of the linearity of the relation between the \(\varrho_j\)’s and a given \(\psi_i\), conditional upon the other \(\psi_\ell\)’s. Huerta and West (2000) propose a different approach via the real and complex roots of the polynomial \(P\), whose inverses are also within the unit circle. (See also Marin and Robert (2007, Chapter 7) for an implementation of this approach.)

4.5.3 The MA model

A fundamental result in the theory of stochastic processes is the \textit{Wold decomposition}, which states that most stationary processes \((x_t)_{t\geq 1}\) can be represented as

\[
x_t = \mu + \sum_{i=0}^{\infty} \psi_i \epsilon_{t-i},
\]

where \(\psi_0 = 1\) and \((\epsilon_t)_{t \in \mathbb{Z}}\) is a \textit{white noise}, that is, a sequence of random variables with zero mean, fixed variance and zero covariance. See Box and Jenkins (1976) for theoretical details.

\textbf{Example 4.5.5 (Example 4.1.6 continued)} If \(x_t = \varrho x_{t-1} + \epsilon_t\), \(x_t\) can also be written as

\[
x_t = \epsilon_t + \varrho \epsilon_{t-1} + \varrho^2 \epsilon_{t-2} + \ldots
\]

if \(|\varrho| < 1\).

The \textit{MA}(q) model, where MA stands for \textit{moving average}, is a special case of (4.5.9) when the \(\psi_i\)’s are equal to 0 for \(i > q\), that is,

\[
x_t = \mu + \epsilon_t - \sum_{j=1}^{q} \vartheta_j \epsilon_{t-j}, \quad \epsilon_t \sim \mathcal{N}(0, \sigma^2)
\]

In contrast with the AR(1) model, where the covariance between the terms of the series is exponentially decreasing to 0 but always remains different from 0, the MA(q) process is then such that the autocovariances

\[
\gamma_s = \text{cov}(x_t, x_{t+s})
\]

are equal to 0 for \(|s| > q\). According to the Wold decomposition, the MA(q) process is stationary, whatever the vector \((\vartheta_1, \ldots, \vartheta_q)\). However, invertibility and identifiability considerations (see Exercise 4.58) lead to the condition that the polynomial

\[
Q(x) = 1 - \sum_{j=1}^{q} \vartheta_j x^j
\]

must have all its roots outside the unit circle.
Example 4.5.6 In the particular case of the MA(1) model, \( x_t = \mu + \epsilon_t - \vartheta_1 \epsilon_{t-1} \) and \( \text{var}(x_t) = (1 + \vartheta_1^2)\sigma^2 \), while \( \gamma_1 = \vartheta_1 \sigma^2 \). Then \( x_t \) can also be written as
\[
x_t = \mu + \tilde{\epsilon}_{t-1} \frac{1}{\vartheta_1} \tilde{\epsilon}_t, \quad \tilde{\epsilon} \sim N(0, \vartheta_1^2\sigma^2),
\]
which shows that the couples \((\vartheta_1, \sigma)\) and \((1/\vartheta_1, \vartheta_1 \sigma)\) lead to two alternative representations of the same model. This somehow justifies the restriction to \(|\vartheta_1| < 1\).

Contrary to the AR\((p)\) model, this model is not Markovian per se (even though it can be represented as a Markov process using the state-space representation introduced below). While the whole vector \( x_{1:T} \) is a normal random variable with constant mean \( \mu \) and covariance matrix
\[
\Sigma = \begin{pmatrix}
\sigma^2 & \gamma_1 & \gamma_2 & \ldots & \gamma_q & 0 & \ldots & 0 & 0 \\
\gamma_1 & \sigma^2 & \gamma_1 & \ldots & \gamma_{q-1} & \gamma_q & \ldots & 0 & 0 \\
\vdots & & \ddots & & & & & \ddots & \ddots \\
0 & 0 & 0 & \ldots & 0 & 0 & \ldots & \gamma_1 & \sigma^2 \\
\end{pmatrix},
\]
with \((|s| \leq q)\)
\[
(4.5.11) \quad \gamma_s = \sigma^2 \sum_{i=0}^{q-|s|} \vartheta_i \vartheta_{i+|s|},
\]
and thus provides an explicit likelihood function, the computation and obviously the integration (or maximization) of this likelihood for a given value of the parameter is quite costly, since it involves inverting the \((n, n)\) matrix \( \Sigma \). A more manageable representation is to use the likelihood of \( x_{1:T} \) conditional on \((\epsilon_0, \ldots, \epsilon_{-q+1})\),
\[
(4.5.12) \quad L(\mu, \vartheta_1, \ldots, \vartheta_q, \sigma|x_{1:T}, \epsilon_0, \ldots, \epsilon_{-q+1}) = \sigma^{-T} \prod_{t=1}^{T} \exp \left\{ -\frac{1}{2\sigma^2} \left( x_t - \mu + \sum_{j=1}^{q} \vartheta_j \hat{\epsilon}_{t-j} \right)^2 \right\},
\]
where \((t > 0)\)
\[
(4.5.13) \quad \hat{\epsilon}_t = x_t - \mu + \sum_{j=1}^{q} \vartheta_j \hat{\epsilon}_{t-j}
\]
and \(\hat{\epsilon}_0 = \epsilon_0, \ldots, \hat{\epsilon}_{1-q} = \epsilon_{1-q}\). This recursive definition of the likelihood is still costly, since it involves \(T\) sums of \(q\) terms. Nonetheless, even though the problem of the conditioning values \((\epsilon_0, \ldots, \epsilon_{-q+1})\) must be treated separately, for instance via an MCMC step (Chapter 6), the complexity of this representation is much more manageable than the normal representation given above.

Another approach of interest to the representation of the MA\((q)\) model is to use the so-called state-space representation, inspired by the Kalman filter, which provides recursive linear formulas for prediction, smoothing and
filtering. Brockwell and Davis (1996, Chapter 8) provide a general coverage of this technique, while West and Harrison (1997) present its Bayesian version, but the general idea is to represent a time series \((x_t)_{t \geq 1}\) as a system of two equations,

\[
x_t = G_y y_t + \varepsilon_t, \tag{4.5.14}
\]

\[
y_{t+1} = F_t y_t + \xi_t, \tag{4.5.15}
\]

where the vectors \(\varepsilon_t\) and \(\xi_t\) are multivariate normal vectors with general covariance matrices that may depend on \(t\) and \(\mathbb{E}[\varepsilon_u \xi'_v] = 0\) for all \((u, v)\)'s. Equation (4.5.14) is called the observation equation and (4.5.15) is called the state equation. This representation projects the process of interest \((x_t)_{t \geq 1}\) into a larger space, the state space, where the process \((y_t)_{t \geq 1}\) is Markovian and linear. For instance, (4.5.7) is a state-space representation of the AR\((p)\) model.

The MA\((q)\) model can be written that way by defining \(y_t = (\varepsilon_{t-q}, \ldots, \varepsilon_{t-1}, \varepsilon_t)'\). Then the state equation is

\[
y_{t+1} = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 1 \\
0 & 0 & 0 & \ldots & 0
\end{pmatrix}
\begin{pmatrix}
y_t + \varepsilon_{t+1} \\
0 \\
\vdots \\
0 \\
1
\end{pmatrix}
\tag{4.5.16}
\]

while the observation equation is

\[x_t = \mu - (\vartheta_q \vartheta_{q-1} \ldots \vartheta_1 - 1) y_t.\]

This decomposition thus involves no vector \(\varepsilon_t\) in the observation equation, while \(\xi_t\) is degenerate in the state equation. This degeneracy phenomenon is quite common in state-space representations, but this is not a hindrance in conditional uses of the model, as in the MCMC algorithms of Chapter 6. Notice also that the state-space representation of a model is not unique.

**Example 4.5.7 (Example 4.5.6 continued)** For the MA\((1)\) model, the observation equation can also be \(x_t = (1 \ 0)y_t\) with \(y_t = (y_{1t} \ y_{2t})'\) directed by the state equation

\[
y_{t+1} = \begin{pmatrix}
0 & 1 \\
0 & 0
\end{pmatrix}
y_t + \varepsilon_{t+1} \begin{pmatrix} 
1 \\
\vartheta_1
\end{pmatrix}.
\]

Whatever the representation chosen for the MA\((q)\) model, the identifiability condition on \(Q(x)\) imposes to the \(\vartheta_j\)'s to vary in a complex space, which cannot be directly described for values of \(q\) larger than 3. The reparameterization described in Lemma 4.5.4 also formally applies in this case, with a different interpretation of the \(\psi_i\)'s which are then the inverse partial auto-correlations (Jones (1987)). A uniform prior on the \(\psi_i\)'s can be used for the estimation of the \(\vartheta_j\)'s, which necessarily goes through an MCMC step (see Chapter 6, Chib and Greenberg (1994), Barnett et al. (1996), Billio et al. (1999), Marin and Robert (2007, Chapter 7)).
4.5.4 The ARMA model

A straightforward extension of the previous model is the ARMA\((p, q)\) model, where \((t = 1, 2, \ldots)\)

\[
(4.5.17) \quad x_t = \mu + \sum_{i=1}^{p} \varphi_i (x_{t-i} - \mu) + \epsilon_t - \sum_{j=1}^{q} \vartheta_j \epsilon_{t-j},
\]

where the \(\epsilon_t\)'s are i.i.d. \(\mathcal{N}(0, \sigma^2)\). The role of such models, as compared with both AR and MA models, is to aim towards parsimony, that is, to use much smaller values of \(p\) and \(q\) than in a pure AR or a pure MA modeling.

As detailed in Box and Jenkins (1976), the stationarity and identifiability conditions still correspond to the roots of the polynomials \(P\) and \(Q\) being outside the unit circle, with a further condition that both polynomials have no common root. (But this almost surely never happens under a continuous prior on the parameters.) The reparameterization of Lemma 4.5.4 (1984) can therefore be implemented for both the \(\vartheta_i\)'s and the \(\varphi_j\)'s, still calling for MCMC techniques owing to the complexity of the posterior distribution.

State-space representations also exist for ARMA\((p, q)\) models, one possibility being (Brockwell and Davis (1997, Example 8.3.2))

\[
(4.5.18) \quad y_{t+1} = \begin{pmatrix} 0 & 1 & 0 & \ldots & 0 \\ 0 & 0 & 1 & \ldots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ \varphi_r & \varphi_{r-1} & \varphi_{r-2} & \ldots & \varphi_1 \\ 0 & 0 & 0 & \ldots & 1 \end{pmatrix} \begin{pmatrix} y_t \\ \vdots \\ \epsilon_{t+1} \\ 0 \\ 1 \end{pmatrix},
\]

for the state equation, with \(r = \max(p, q + 1)\) and the convention that \(\varphi_t = 0\) if \(t > p\) and \(\vartheta_t = 0\) if \(t > q\). As for the MA\((q)\) models, this representation is handy to devise MCMC algorithms (see Chapter 6) to handle the simulation of the posterior distribution of the parameters of the ARMA\((p, q)\) model.

4.6 Exercises

Section 4.1

4.1 (Smith (1988)) Consider \(x\), a random variable with mean \(\mu\), c.d.f. \(F\), and density \(f\). The two functions \(f\) and \(f'\) are supposed to be bounded. Define a sequence of random variables \(y_n\) with c.d.f.'s

\[
G_n(y) = \left(1 - \frac{1}{n}\right) F(y) + \frac{1}{n} H_n(y),
\]

satisfying

(i) \(\mathbb{E}[H_n] = n^2\); and
(ii) $H'_n = h_n$ and $h'_n$ are bounded.

Show that $G_n \to F$, $G'_n = g_n \to f$, and $g'_n \to f'$, but that $|\mu - \mathbb{E}[y_n]| \to \infty$.

4.2 If $\psi(\theta|x)$ is a posterior distribution associated with $f(x|\theta)$ and a (possibly improper) prior distribution $\pi$, show that

$$\frac{\psi(\theta|x)}{f(x|\theta)} = k(x)\pi(\theta).$$

a. Deduce that, if $f$ belongs to an exponential family, the posterior distribution also belongs to an exponential family, whatever $\pi$ is.

b. Show that if $\psi$ belongs to an exponential family, the same holds for $f$.

4.3 *(Berger and Wolpert (1988)) In the following setting, Stein (1962b) points out some limitations of the Likelihood Principle. Assume that a value $\theta > 0$ can be assessed either by $x \sim N(\theta, \sigma^2)$ (with known $\sigma^2$) or by $y \sim f(y|\theta) = cy^{-1}\exp\{-\frac{d^2}{2}\left(1 - \frac{\theta}{y}\right)^2\}I_{[0,b\theta]}(y),$ where $b$ is huge and $d$ large (50, say).

a. Show that the two maximum likelihood estimators of $\theta$ are $\delta_1(x) = x$ and $\delta_2(y) = y$.

b. Consider the special case $x = y = \sigma d$. Explain why the inference on $\theta$ should be the same in both cases.

c. Explain why $[x - 1.96\sigma, x + 1.96\sigma]$ could be proposed as a confidence interval on $\theta$ at the level 95%.

d. Deduce that $[y - (1.96)(y/d), y + (1.96)(y/d)]$ can be used as a confidence interval if $y$ is observed.

e. Show that $P(y - (1.96)(y/d) < \theta < y + (1.96)(y/d))$ can be made as small as wished for an adequate choice of $b$.

f. Conclude that the above confidence interval is not appropriate for large values of $x = y$ and $\sigma$ and discuss the relevance of a confidence interval for the Likelihood Principle.

g. Study the problem with the prior distribution $\pi(\theta) = 1/\theta$.

4.4 Show that, if $p \in [0, 1]$, $\theta = p/(1-p)$ and if $\pi(\theta) = 1/\theta$, the prior distribution $\pi(p)$ is Haldane distribution.

4.5 Show that a setting opposite to Example 4.1.2 may happen, namely, a case when the prior information is negligible. *(Hint: Consider $\pi(\theta)$ to be $C(\mu, 1)$ and $f(x|\theta) \propto \exp -|x - \theta|$, and show that the MAP estimator does not depend on $\mu$.)

4.6 In the setting of Example 4.2, consider $\pi(\theta) \propto \exp -a|\theta|$ and show that, for a small enough, the MAP estimator is not always equal to 0.
A contingency table is a \( k \times \ell \) matrix such that the \((i, j)\)-th element is \( n_{ij} \), the number of simultaneous occurrences of the \( i \)th modality of a first characteristic, and of the \( j \)th modality of a second characteristic in a population of \( n \) individuals \((1 \leq i \leq k, 1 \leq j \leq \ell)\). The probability of this occurrence is denoted by \( p_{ij} \).

a. Show that these distributions belong to an exponential family.

b. Determine the distributions of the margins of the table, i.e., of \( n_i = n_{i1} + \ldots + n_{i\ell} \) and \( n_j = n_{1j} + \ldots + n_{kj} \). Deduce the distributions of \((n_1, \ldots, n_k)\) and of \((n_1, \ldots, n_\ell)\).

c. Derive conjugate priors on \( p = (p_{ij}) \) and the Jeffreys prior.

d. In the particular case of independence between the two variables, the parameters are supposed to satisfy the relations \( p_{ij} = p_i \cdot p_j \) where \((p_1, \ldots, p_k)\) \((p_1, \ldots, p_\ell)\) are two vectors of probabilities. Relate these vectors to the distributions derived in b. and construct the corresponding conjugate priors.

e. Compare the posterior expectations of \( p_{ij} \) for the conjugate priors of c. and d. [Note: See Santner and Duffy (1989) for a detailed presentation of the Bayesian processing of these models.]

4.8 Determine whether the following distributions are possible posterior distributions:

(i) \( T_1(k, \mu(x), \tau^2(x)) \) when \( x \sim N(\theta, \sigma^2) \) and \( \sigma^2 \) is known;

(ii) a truncated normal distribution \( N(\mu(x), \tau^2(x)) \) when \( x \sim P(\theta) \); and

(iii) \( P(a(x), \mu(x)) \) when \( x \sim B(n, 1/\theta) \).

4.9 *(Exercise 4.8 cont.) Given a sample distribution \( f(x|\theta) \) and a conditional distribution \( g(\theta|x) \), give a necessary and sufficient condition for \( g(\theta|x) \) to be a posterior distribution associated with \( f(x|\theta) \) and an arbitrary prior distribution \( \pi(\theta) \).

4.10 Let \((x_n)_n \) be a Markov chain with finite state space \( \{1, \ldots, p\} \) and transition matrix \( P \).

a. If the sample is \( x_1, \ldots, x_n \), express the likelihood function and derive conjugate priors for the components of \( P \).

b. The Markov chain is now observed at random times \( t_1 < \cdots < t_n \). Give the likelihood function \( \ell(P|x_{t_1}, \ldots, x_{t_n}) \) when the distribution of the \( t_i \)’s does not depend on \( P \) and examine whether the above prior distributions are still manageable for posterior computations.

c. A random variable \( y_t \) is observed for \( t = 1, \ldots, n \) with conditional distribution \( f(y|\theta x_t) \). We assume the \( y_t \)’s to be independent conditional on the \( x_t \)’s. Show that the marginal distribution of the \( y_t \)’s is a mixture of the distributions \( f(y|\theta_k) \).

d. If only the \( y_t \)’s are observed, the model is called a hidden Markov chain. When \( f(y|\theta) \) belongs to an exponential family, give the likelihood function and the conjugate priors on \((P, \theta_1, \ldots, \theta_p)\).

e. Consider the special case \( p = 2 \) and \( f(y|\theta) = \theta \exp(-\theta y) I_{\mathbb{R}^+}(y) \) to examine whether the above priors are manageable.

4.11 Consider \( x \sim B(m, p) \) and \( p \sim Be(1/2, 1/2) \).
a. Show that this prior is equivalent to an uniform prior on \( \theta = \arcsin(\sqrt{p}) \).
   How can you justify this transformation? [Note: See Feller (1970) for details on the arcsine distribution.]

b. Let \( y \sim B(n, q) \) an independent observation with \( q \sim Be(1/2, 1/2) \). Use the approximation \( \arcsin x \sim N(\theta, 1/4m) \) to give an approximate posterior distribution of \( \arcsin(\sqrt{p}) - \arcsin(\sqrt{q}) \).

c. Deduce an approximation of
   \[
   \pi(\left| \arcsin(\sqrt{p}) - \arcsin(\sqrt{q}) \right| < 0.1 | x, y).$$
\]

4.12 The logistic distribution is defined by the density
   \[
e^{-\left(x-\theta\right)}/(1+e^{-\left(x-\theta\right)})^2
\]
on \( \mathbb{R} \).

a. Show that the above function is truly a density and derive the maximum likelihood estimator of \( \theta \).

b. Show that this distribution does not belong to an exponential family (i) directly; and (ii) using Exercise 3.20. Deduce that there is no associated conjugate prior and propose a noninformative prior.

c. What is the maximum likelihood estimator of \( \theta \) for a sample \( x_1, \ldots, x_n \)? Show through an example that the likelihood can be multimodal.

d. Relate logistic regression and logistic distribution by exhibiting latent logistic random variables in the logistic regression model. Is there a contradiction between b. and the fact that the logistic regression model belongs to an exponential family, as shown in Example 3.3.15?

4.13 For the AR model of Example 4.1.6, show that the joint posterior distribution \( \pi(\varrho, \sigma^2 | x_1; (T-1)) \) is explicit under the conjugate prior
   \[
   \varrho \sim N(0, \kappa \sigma^2), \quad \sigma^2 \sim IG(\alpha, \beta).
\]
Deduce the predictive density \( \pi(x_T | x_1; (T-1)) \).

Section 4.2

4.14 (Smith (1988)) A usual justification of quadratic losses is that they provide a second-order approximation for symmetric losses. Consider the loss
   \[
   L(\theta, \delta) = 1 - e^{-(\delta - \theta)^2/2},
\]
and \( \pi(\theta | x) = (1/2)\{\varphi(\theta; 8, 1) + \varphi(\theta; -8, 1)\} \), a mixture of two normal distributions with means 8 and -8, and variance 1.

a. Show that \( \pi(\theta | x) \) can actually be obtained as a posterior distribution.

b. Show that \( \mathbb{E}^\pi[\theta | x] \) is a local maximum of the posterior loss.

c. Relate the loss \( L(\theta, \delta) \) with the intrinsic losses of §2.5.4.

4.15 Consider \( x \sim \mathcal{P}(\lambda) \) and \( \pi(\lambda) = e^{-\lambda} \). The purpose of the exercise is to compare the estimators \( \delta_c(x) = cx \) under the quadratic loss \( L(\lambda, \delta) = (\delta - \lambda)^2 \).

a. Compute \( R(\delta_c, \lambda) \) and show that \( \delta_c \) is not admissible for \( c > 1 \).

b. Compute \( r(\pi, \delta_c) \) and deduce the optimal \( \delta^* \).

c. Derive the best estimator \( \delta_c \) for the minimax criterion.
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d. Solve the above questions for the loss

\[ L'(\lambda, \theta) = \left( \frac{\delta}{\lambda} - 1 \right)^2. \]

4.16 Show that a Bayes estimator associated with a quadratic loss and a proper prior distribution cannot be unbiased. Does this result hold for generalized Bayes estimators? For other losses?

4.17 Consider \( x \sim B(n, p) \) and \( p \sim Be(\alpha, \beta) \).

a. Derive the posterior and marginal distributions. Deduce the Bayes estimator under quadratic loss.

b. If the prior distribution is \( \pi(p) = p(1-p)^{-1}I_{(0,1)}(p) \), give the generalized Bayes estimator of \( p \) (when it is defined).

c. Under what condition on \((\alpha, \beta)\) is \( \delta^\pi \) unbiased? Is there a contradiction with Exercise 4.16?

d. Give the Bayes estimator of \( p \) under the loss

\[ L(p, \delta) = (\delta - p)^2 p(1-p). \]

4.18 Using the estimators in Table 4.2.1, show that the estimators corresponding to noninformative prior distributions can be written as limits of conjugate estimators. Does this convergence extend to other posterior quantities for the same sequence of conjugate hyperparameters? Try to derive a general result.

4.19 Consider \( x \sim N(\theta, 1) \), \( \theta \sim N(0, 1) \), and \( L(\theta, \delta) = I_{\{\delta < \theta\}} \). Show that, in this case, there is no Bayes estimator.

4.20 Consider \( x \sim P(\theta) \), with \( \Theta = \{\theta_1, \theta_2\} \) and \( D = \{d_1, d_2, d_3\} \). The loss function is defined by the matrix

\[
L = \begin{pmatrix}
0 & 20 & 10 \\
50 & 0 & 20
\end{pmatrix}
\]

(\( L_{ij} = L(\theta_i, d_j) \), \( i = 1, 2 \), \( j = 1, 2, 3 \)). Show that the Bayes estimators are of the form

\[ \delta^\pi(x) = \begin{cases} 
  d_1 & \text{if } x < k - \log_2 3, \\
  d_2 & \text{if } x > k - 1, \\
  d_3 & \text{otherwise},
\end{cases} \]

and define \( k \) in terms of the prior distribution \( \pi \).

4.21 (Ferguson (1967)) Consider \( x \) from the renormalized negative binomial distribution,

\[ f(x|\theta) = \frac{(r + x - 1)}{x} \theta^x (1 + \theta)^{-(r+x)}, \quad x = 0, 1, \ldots, \quad \theta \in \mathbb{R}^+_0, \]

so that \( \mathbb{E}_{\theta}[x] = r\theta \) (i.e., \( \theta = p/(1 - p) \)). The loss function is the weighted squared error

\[ L(\theta, \delta) = \frac{(\theta - \delta)^2}{\theta(1 + \theta)}. \]

a. Give the maximum likelihood estimator of \( \theta \).

b. Show that \( \delta_0(x) = x/r \) has a constant risk and is a generalized Bayes estimator for \( \pi(\theta) = 1 \) if \( r > 1 \). What happens for \( r = 1 \)?
c. Show that
\[ \delta_{\alpha,\beta}(x) = \frac{\alpha + x - 1}{\beta + r + 1} \]
is a Bayes estimator for
\[ \pi(\theta|\alpha, \beta) \propto \theta^{\alpha-1}(1 + \theta)^{-(\alpha+\beta)} \]
and that this distribution is conjugate for \( f(x|\theta) \).
d. Deduce that \( \delta_1(x) = x/(r + 1) \) is a minimax estimator.

4.22 \textit{(Ferguson (1967))} Consider \( \Theta = [0, 1] \) and \( L(\theta, \delta) = (\theta - \delta)^2 \), for the geometric distribution
\[ f(x|\theta) = \theta^x(1 - \theta), \quad (x \in \mathbb{N}). \]
a. Give a power series representation of \( R(\theta, \delta) \).
b. Show that the unique nonrandomized estimator with constant risk is \( \delta_0 \) such that \( \delta_0(0) = 1/2, \delta_0(x) = 1 \) if \( x \geq 1 \).
c. Show that, if \( \delta^\pi \) is the Bayes estimator associated with \( \pi, \delta^\pi(n) = \mu_{n-1}/\mu_n \), where \( \mu_i \) is the \( i \)th moment of \( \pi \).
d. Show that \( \delta_0 \) is minimax.

4.23 \textit{* (Casella and Strawderman (1981))} Consider \( x \sim N(\theta, 1) \) with \( |\theta| \leq m \) \((m < 1)\).
a. Show that \( \delta^m(x) = m \tanh(mx) \) is a Bayes estimator associated with
\[ \pi^m(\theta) = \frac{1}{2} [\theta - m, m] \]
b. Show that, for the quadratic loss, \( r(\pi^m, \delta^m) = R(\delta^m, \pm m) \) and deduce that \( \delta^m \) is minimax. \textit{[Note: This is actually the unique minimax estimator in this case.]} 

c. Compare with the estimator \( \delta^U \) associated with the uniform prior
\[ \pi(\theta) = \frac{1}{2m} [\theta - m, m], \]
in terms of \( m \). \textit{[Note: Gatsonis et al. (1987) give a detailed study of the performance of \( \delta^U \) in term of minimaxity.]} 

4.24 \textit{(Casella and Berger (1990))} Consider \( x \sim U\{1, 2, \ldots, \theta\} \) and \( \theta \in \Theta = \mathbb{N}^* \).
a. If \( D = \Theta \), show that, under quadratic loss, \( \mathbb{E}_\pi[\theta|x] \) is not necessarily the Bayes estimator.
b. If \( D = [1, +\infty) \), show that \( \mathbb{E}_\pi[\theta|x] \) is the Bayes estimator (when it exists).
c. Show that \( \delta_0(x) = x \) is admissible, for every choice of \( D \). \textit{(Hint: Start with \( R(1, \delta_0) \).)}
d. Show that \( \delta_0 \) is a Bayes estimator and that there exist other Bayes estimators for this prior distribution with different risk functions.

4.25 Consider \( x_1, x_2 \) i.i.d. with distribution \( f(x|\theta) = (1/2) \exp(-|x - \theta|) \) and \( \pi(\theta) = 1 \). Determine the Bayes estimators associated with the quadratic and absolute error losses. Same question for an additional observation. \textit{[Note: See Example 1.2.5 for an historical motivation.]}
Section 4.3.1

4.26 Chrystal (1891) writes: “No one would say that, if you simply put two white balls into a bag containing one of unknown color, equally likely to be black or white, this action raised the odds that the unknown ball is white from even to 3 to 1,” as an argument against the Laplace succession rule. Do you consider this criticism as acceptable? (See Zabell (1989).)

4.27 (Jeffreys (1961))

a. Show that
\[ \sum_{i=1}^{N} \binom{i}{x_1} \binom{N-i}{x-x_1} = \binom{N+1}{x+1} \]

(i) algebraically, and
(ii) using combinatorics.

b. If the sample contains \( x = x_1 + x_2 \) individuals, show that the probability that the following \( y = y_1 + y_2 \) draws will contain \( y_1 \) individuals from the first and \( y_2 \) from the second population is
\[ P(y_1, y_2|x_1, x_2) = \frac{y_1!}{y_1! y_2!} \frac{(x_1+1)(x_1+y_1)(x_2+1)(x_2+y_2)}{(x+2)(x+y+1)}. \]

c. If \( x = x_1 \), deduce that the probability that the \( y \) next draws are of the same type is
\[ \frac{x+1}{x+y+1}. \]

4.28 Generalize the Laplace succession rule for a multinomial model.

Some problems similar to the Laplace succession rule were considered by Lewis Carroll in his Pillow Problems. Seneta (1993) gives a detailed commentary on these problems, two of which are given below.

4.29 Consider two bags, \( H \) and \( K \), with two balls each. Each ball is either black or white. A white ball is added to bag \( H \) and a hidden ball is transferred at random from bag \( H \) to bag \( K \).

a. What is the chance of drawing a white ball from bag \( K \)?

b. A white ball is then added to bag \( K \) and a hidden ball is transferred from bag \( K \) to bag \( H \). What is the chance now of drawing a white ball from bag \( H \)?

4.30 “If an infinity of rods is broken, find the chance that one at least is broken in the middle.” While this question is poorly formulated, a discrete solution is proposed below.

a. Assume that each rod has \( 2m+1 \) breaking points and that there are exactly \( 2m+1 \) rods. Give the probability that no rod breaks in the middle and derive the limiting value when \( m \) goes to infinity.

b. Study the dependence of this limit upon the assumption that the number of breaking points is equal to the number of rods.
Section 4.3.2

4.31 In the setting of Example 4.3.1, develop a Bayesian model for the distribution of \((t_2 - t_1)\). Extend to the following problem: Given that a traffic light has been red for one minute, what is the probability that it will turn green in the next minute?

4.32 Show that, for the tramcar problem, the maximum likelihood estimator \(\hat{N} = T\) is admissible under any loss function of the form \(L(|\hat{N} - N|)\) where \(L\) is strictly increasing. (Hint: Consider the case where \(N = 1\) first.)

Section 4.3.3

4.33 During the launch of a new campus journal, \(n_1 = 220\) and \(n_2 = 570\) persons bought the two test issues \(-1\) and \(0\). The number of persons who bought both issues is \(n_{11} = 180\). Give a Bayes estimator of \(N\), total number of readers, assuming that a capture-recapture modeling applies here and that \(\pi(N)\) is \(P(1000)\).

4.34 (Castledine (1981)) For the Wolter modeling introduced in Section 4.3.3, i.e., when \(n_1\) and \(n_2\) are random variables, the temporal model considers the case when all individuals have the same probability of capture for a given experiment, but where the probability varies between the first and the second captures. These two probabilities are denoted \(p_1\) and \(p_2\).

a. Give the likelihood and the maximum likelihood estimator associated with this model when \(p_1\) and \(p_2\) are known.

b. Show that the posterior distribution of \(N\) given \(p_1\) and \(p_2\) only depends on \(n_+ = n_1 + n_2 - n_{11}\) and \(\mu = 1 - (1 - p_1)(1 - p_2)\). If the prior distribution of \(N\) is \(\pi(N) = 1/N\), show that \(\pi(N|n_+, \mu)\) is \(Neg(n_+, \mu)\).

c. Give the posterior marginal distribution of \(N\) if \(p_1 \sim B(\alpha, \beta)\) and \(p_2 \sim B(\alpha, \beta)\).

d. Show that, if \(\alpha = 0, \beta = 1\), we recover the Darroch model as the marginal distribution of \(N\). Does this decomposition facilitate the derivation of a Bayes estimator?

Section 4.4.1

4.35 *(Robert (1990a)) The modified Bessel function \(I_\nu (\nu \geq 0)\) is a solution to the differential equation \(z^2 f'' + zf' - (z^2 + \nu^2) f(z) = 0\) and can be represented by the power series

\[
I_\nu(z) = \left(\frac{z}{2}\right)^\nu \sum_{k=0}^{\infty} \frac{(z/2)^{2k}}{k! \Gamma(\nu + k + 1)}.
\]

a. Show that the above series converges in \(\mathbb{R}\).

b. Developing

\[
\int_0^\pi e^{z\cos(\theta)} \sin^{2\nu}(\theta) \, d\theta
\]

in a power series, show that \(I_\nu\) can be written as

\[
I_\nu(z) = \frac{(z/2)^\nu}{\pi^{1/2} \Gamma(\nu + 1/2)} \int_0^\pi e^{z\cos(\theta)} \sin^{2\nu}(\theta) \, d\theta.
\]

(4.6.1)
c. Establish the following recurrence formulas:
\[
\begin{align*}
I_{\nu+1}(z) &= I_{\nu-1}(z) - (2\nu/z)I_{\nu}(z), \\
I'_{\nu}(z) &= I_{\nu-1}(z) - (\nu/z)I_{\nu}(z).
\end{align*}
\]

d. Derive from (4.6.1) by an integration by parts that, for \( z > 0 \),
\[ I_{\nu+1}(z) \leq I_{\nu}(z). \]

e. Derive from the power series representation of \( I_{\nu} \) that \( t^{-\nu}I_{\nu}(t) \) is increasing in \( t \). If we define \( r_{\nu} \) as
\[ r_{\nu}(t) = \frac{I_{\nu+1}(t)}{I_{\nu}(t)}, \]
show that \( r_{\nu} \) is increasing, concave, and that \( r_{\nu}(t)/t \) is decreasing.
f. Show that
\[ \lim_{t \to 0} r_{\nu}(t) = 1, \quad \lim_{t \to \infty} \frac{r_{\nu}(t)}{t} = \frac{1}{2(\nu + 1)}, \]
and that
\[ r'_{\nu}(t) = 1 - \frac{2\nu + 1}{t}r_{\nu}(t) - r_{\nu}^2(t). \]

g. Show that the density of the noncentral chi-squared distribution with noncentrality parameter \( \lambda \) and \( \nu \) degrees of freedom can be expressed using a modified Bessel function, namely,
\[ p_{\lambda,\nu}(x) = \frac{1}{2} \left( \frac{x}{\lambda} \right)^{\frac{\nu + 2}{2}} I_{\nu+2}(\sqrt{\lambda x}) e^{-\frac{x + \lambda}{2}}. \]

4.36 *(Bock and Robert (1991)) On \( \mathbb{R}^p \), the sphere of radius \( c \) is defined by
\[ S_c = \{ z \in \mathbb{R}^p; ||z||^2 = c \}. \]
a. If \( x \sim \mathcal{N}_p(\theta, I_p) \), with \( p \geq 3 \), and \( \theta \) has the prior distribution \( \pi_c \), uniform distribution on \( S_c \), show that the marginal density of \( x \) is proportional to
\[ m_c(x) = e^{-||x||^2/2}e^{-c^2/2} \frac{I_{\nu-2}(||x||c)}{(c||x||)^{\nu-2}}. \]
b. Show that the proportionality coefficient is independent of \( c \) and recall why it does not appear in the posterior distribution.
c. Derive from a. the posterior mean \( \delta_c \) by a differential computation. (Hint: See Lemma 4.2.2.)
d. Show that, if \( c \geq \sqrt{p}, \delta_c \) is a shrinkage estimator outside the ball \( \{ x; ||x|| \leq \varrho \} \) and an expander within this ball. Determine the boundary value \( \varrho \).
e. Show that \( \delta_c \) cannot be minimax. Is this estimator admissible?
f. Explain why \( \delta_c \) never belongs to the sphere \( S_c \) while \( \pi_c \) is concentrated on \( S_c \). Is \( \delta_c \) the “true” Bayes estimator then?
g. Using the recurrence relations of Exercise 4.35, show that
\[ \delta_c(x) = \left( 1 - \frac{p - 2}{||x||^2} \right) x + h_c(||x||^2)x, \]
where \( h_c(t) > 0 \) when \( t \leq \max(c^2, p - 2) \). Try to propose a more interesting estimator.
4.37 Consider \( x_1, \ldots, x_{10} \) i.i.d. \( N(\theta, \theta^2) \), with \( \theta > 0 \), which represents ten observations of the speed of a star. Justify the choice \( \pi(\theta) = 1/\theta \) and determine the generalized Bayes estimator associated with the invariant loss

\[
L(\theta, \delta) = \left( \frac{\delta}{\theta} - 1 \right)^2.
\]

(Hint: Use Exercise 3.33.)

4.38 *(Lindley (1965)) Consider \( x_1, \ldots, x_n \) a sample from \( N(\theta, \sigma^2) \) with \( \sigma^2 \) known. The prior density \( \pi(\theta) \) is such that there exist \( \epsilon, M, c \) such that

\[
c(1 - \epsilon) \leq \pi(\theta) \leq c(1 + \epsilon)
\]

for \( \theta \in I = [\bar{x} - 1.96 \sigma/\sqrt{n}, \bar{x} + 1.96 \sigma/\sqrt{n}] \) and \( \pi(\theta) \leq M c \) otherwise.

a. Show that these constraints are compatible, i.e., that there exists such a prior distribution.

b. Show that

\[
(1 - \epsilon)[0.95(1 + \epsilon) + 0.05M]^{-1} \frac{e^{-(x-\theta)^2n/2\sigma^2}}{\sqrt{2\pi\sigma^2/n}} \leq \pi(\theta|x)
\]

\[
\leq (1 + \epsilon)[(1 - \epsilon)0.95]^{-1} \frac{e^{-(x-\theta)^2n/2\sigma^2}}{\sqrt{2\pi\sigma^2/n}}
\]

if \( \theta \in I \) and

\[
\pi(\theta|x) \leq \frac{M}{0.95(1 - \epsilon)} \frac{e^{-1.96^2/2}}{\sqrt{2\pi\sigma^2/n}}
\]

otherwise.

c. Discuss the interest of the approximations when \( \theta \in I \) and when \( \theta \notin I \). Can you derive a conservative confidence region?

4.39 Consider a normal random variable, \( x \sim N(\theta, 1) \) and the one-to-one transform \( \eta = \sinh(\theta) \).

a. When \( \pi(\eta) = 1 \), show that the resulting posterior distribution on \( \theta \) is

\[
\pi(\theta|x) \propto e^x N(x + 1, 1) + e^{-x} N(x - 1, 1).
\]

b. Compare the behavior of this posterior distribution with the usual Jeffreys posterior \( N(x, 1) \) in term of posterior variance, posterior quantiles and modes. In particular, determine the values of \( x \) for which the posterior distribution is bimodal and those for which there are two global maxima.

c. Consider the behavior of \( \pi(\theta|x) \) for large values of \( x \) and conclude that the prior \( \pi(\eta) = 1 \) is unreasonable.
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4.40 *(Jeffreys (1961)) Consider \( x_1, \ldots, x_{n_1} \) i.i.d. \( N(\theta, \sigma^2) \). Let \( \bar{x}_1, s_1^2 \) be the associated statistics. For a second sample of observations, give the predictive distribution of \( (\bar{x}_2, s_2^2) \) under the noninformative distribution \( \pi(\theta, \sigma) = 1/\sigma \). If \( s_2^2 = s_1^2/y \) and \( y = e^z \), deduce that \( z \) follows a Fisher’s \( F \) distribution.

4.41 Show that, if \( x \sim G(\alpha, \beta), 1/x \sim JG(\alpha, \beta) \) as defined in (4.4.3).

4.42 *(Ghosh and Yang (1996)) As in Exercise 3.46, consider \( x_{11}, \ldots, x_{1n_1} \) and \( x_{21}, \ldots, x_{2n_2} \), two independent samples with \( x_{ij} \sim N(\mu_i, \sigma^2) \).
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a. Show that the Fisher information matrix is

\[ I(\mu_1, \mu_2, \sigma) = \sigma^{-2} \begin{pmatrix} n_1 & 0 & 0 \\ 0 & n_2 & 0 \\ 0 & 0 & 2(n_1 + n_2) \end{pmatrix}. \]

b. Welch and Peers’s (1963) matching prior (see Section 3.5.5) for the quantity of interest \( \theta = (\mu_1 - \mu_2)/\sigma \) is

\[ \frac{\partial}{\partial \mu_1} (\eta_1 \pi) + \frac{\partial}{\partial \mu_2} (\eta_2 \pi) + \frac{\partial}{\partial \sigma} (\eta_3 \pi) = 0, \]

where

\[ (\eta_1, \eta_2, \eta_3) = I^{-1} \nabla \theta / (\nabla \theta^t I^{-1} \nabla \theta)^{1/2}. \]

Show that a class of solutions to (4.6.2) are of the form

\[ \left[ n_1^{-1} + n_2^{-1} + \frac{1}{2} (\mu_1 - \mu_2)^2 / ((n_1 + n_2) \sigma^2) \right]^{1/2} g(\mu_1, \mu_2, \sigma) \]

(4.6.3) where

\[ g(\mu_1, \mu_2, \sigma) \propto \left[ d_1 (\mu_1 - \mu_2)^2 + d_2 (n_1 \mu_1^2 + n_2 \mu_2^2) + d_3 \sigma^2 \right]^c, \]

c is an arbitrary constant, and \((d_1, d_2, d_3)\) satisfy

\[ d_1 (n_1^{-1} + n_2^{-1}) + d_2 = \frac{1}{2} d_3 (n_1 + n_2)^{-1}. \]

c. Deduce that the matching prior for \((\theta, \mu_2, \sigma)\) is

\[ \pi(\theta, \mu_2, \sigma) \propto \sigma^{2c+1} \left[ n_1^{-1} + n_2^{-1} + \frac{1}{2} \theta^2 (n_1 + n_2)^{-1} \right]^{c+1/2}. \]

d. Show that

\[ \pi(\theta|\bar{x}_1, \bar{x}_2, s) \propto \left[ n_1^{-1} + n_2^{-1} + \frac{1}{2} \theta^2 (n_1 + n_2)^{-1} \right]^{c+1/2} \int_0^\infty v^{n_1+n_2-2c-4} \exp \left\{ -\frac{1}{2} \left( v^2 + \frac{n_1 n_2 (v z - \theta)^2}{n_1 + n_2} \right) \right\} dv \]

where \( z = (\bar{x}_1 - \bar{x}_2)/s. \)

e. Show that the distribution of \( z \) only depends on \( \theta. \)

f. Show that the only choice of \( c \) which avoids the marginalization paradox of Exercises 3.44–3.50 is \( c = -1. \)
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4.43 a. If \( x \sim N_p(\theta, \Sigma) \), show that, for every prior distribution \( \pi, \)

\[ \delta^\pi(x) = x + \Sigma \nabla \log m_\pi(x). \]

b. (Bock (1988)) Pseudo-Bayes estimators are defined as the estimators of the form

\[ \delta(x) = x + \nabla \log m(x) \]

when \( x \sim N_p(\theta, I_p). \) Show that the truncated James–Stein estimator given in Example 4.2.3 is a pseudo-Bayes estimator (i.e., define the corresponding \( m) \). Can this estimator be a Bayes estimator?

4.44 *For a normal model \( N_q(X\beta, \Sigma) \) where the covariance matrix \( \Sigma \) is totally unknown, give the noninformative Jeffreys prior.
a. Show that the posterior distribution of $\Sigma$ conditional upon $\beta$ is a Wishart distribution and deduce that there is no proper marginal posterior distribution on $\beta$ when the number of observations is smaller than $k$.

b. Explain why it is not possible to derive a conjugate distribution in this setting. Consider the particular case when $\Sigma$ has a Wishart distribution.

c. What is the fundamental difference in this model which prevents what was possible in Section 4.4.2?

4.45 *Consider a linear regression prediction setting, where $y = X\beta + \epsilon$ has been observed with $\beta \in \mathbb{R}^k$ and $\epsilon \sim \mathcal{N}_p(0, \Sigma)$, and $z = T\beta + \epsilon'$ is to be predicted (with $T$ known and $\epsilon' \sim \mathcal{N}_p(0, \Sigma)$ independent of $\epsilon$).

a. If $\delta$ is the predictor and the prediction error is evaluated through the loss $L(z, \delta) = ||z - \delta||^2$, show that the frequentist expected error is

$$\mathbb{E}^z_{x}[L(z, \delta(x))] = \text{tr}(\Sigma) + \mathbb{E}^x[||\delta(x) - T\beta||^2].$$

b. Show that the problem can be expressed as the estimation of $\beta$ under the quadratic loss associated with $Q = T^t T$. (Hint: Show first that $\delta(x)$ is necessarily of the form $T\gamma(x)$, with $\gamma(x) \in \mathbb{R}^k$, or dominated by an estimator of this form.)

c. Deduce from the fact that $Q$ is degenerate with a single eigenvalue different from 0 that a Stein effect cannot occur in this setting.

d. Consider now that $T$ is a random matrix with mean 0 and $\mathbb{E}[T^t T] = M$. Show that, when $\delta(x) = T\gamma(x)$, the frequentist risk is

$$\mathbb{E}^z_{x,T}[L(z, \delta(x))] = \text{tr}(\Sigma) + \mathbb{E}^x[(\gamma(x) - \beta)^t M(\gamma(x) - \beta)],$$

and therefore that a Stein effect is possible when $M$ has at least three positive eigenvalues. [Note: This phenomenon is related to the ancillarity paradoxes developed in Brown (1990). See also Foster and George (1996).]

e. Let $\beta \sim \mathcal{N}_k(0, \sigma^2 I_k)$. Derive the Bayes predictor of $z$ when $T$ is fixed and when $T$ is random. Conclude.

4.46 Tobit models are used in econometrics (see Gouri´eroux and Monfort (1996)) to represent truncated settings. Consider $y|x \sim \mathcal{N}(\beta^t x, \sigma^2)$, which is only reported when $y$ is positive, $x$ being an explanatory variable in $\mathbb{R}^p$.

a. Show that tobit models are a mixture of probit models (when $y < 0$) and of regular regression models (when $y \geq 0$).

b. Give the likelihood function $\ell(\beta, \sigma^2|y_1, \ldots, y_n)$ associated with a sample $y_1, \ldots, y_n, x_1, \ldots, x_n$ and derive sufficient statistics for this model.

c. Conditional upon $(x_1, \ldots, x_n)$, show that this model belongs to an exponential family and propose a conjugate prior on $(\beta, \sigma)$. Are the corresponding computations tractable?

4.47 *The inverse regression (or calibration) model is given by

$$y \sim \mathcal{N}_p(\beta, \sigma^2 I_p), \quad z \sim \mathcal{N}_p(\lambda_0 \beta, \sigma^2 I_p), \quad s^2 \sim \sigma^2 \chi^2_q,$$

with $\beta \in \mathbb{R}^p$, $\lambda_0 \in \mathbb{R}$.

a. Give the maximum likelihood estimator of $\lambda$ and show that its quadratic risk can be infinite.
b. Compute the Jeffreys prior on \((\beta, \sigma^2, \lambda_0)\) and show that the corresponding posterior expectation of \(\lambda_0\) is the inverse regression estimator, \(\delta^I(y, z, s) = y^t z / (s + ||y||^2)\).

c. Using the technique of the reference prior introduced in Section 3.5, propose an alternative prior distribution \(\pi(\lambda_0, (\beta, \sigma^2))\) when \((\beta, \sigma^2)\) is considered as a nuisance parameter. Derive the corresponding posterior expectation of \(\lambda_0\), \(\delta^R(y, z, s)\).

d. Show that, when \(q\) goes to infinity, \(\delta^I\) a.s. converges to 0, but that \(\delta^R\) is free of this inconsistency. [Note: See Osborne (1991) for a survey of calibration models and Kubokawa and Robert (1994) for decision-theoretic perspectives on these estimators.]
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4.48 For the AR(1) model (4.5.2), give the covariance matrix of \((x_1, \ldots, x_T)\).

4.49 (Exercise 4.48 cont.)

a. Show that the variance of \(x_t\) is given by (4.5.3).

b. What happens in the case \(\varrho = 1\), since (4.5.3) has no meaning?

c. Extend to the case when \(x_0\) is an arbitrary value.

4.50 (Exercise 4.49 cont.) We want to establish that there exists no stationary distribution for our AR(1) model when \(|\varrho| \geq 1\), that is, no density \(f\) such that, if \(x_t \sim f\), then \(x_{t+1} \sim f\).

a. Show that, when \(|\varrho| < 1\), the stationary distribution is the normal distribution \(N(0, \sigma^2 / (1 - \varrho^2))\).

b. For the case \(|\varrho| = 1\), show that the Lebesgue measure is the stationary measure of the chain \((x_t)\), that is, for every measurable set \(A\),

\[
\int_A dx = \int_A \int f(y|x) dxdy,
\]

where \(f(y|x)\) denotes the conditional distribution of \(x_t\) given \(x_{t-1}\), that is, \(N(x_{t-1}, \sigma^2)\) in this case. Deduce from the unicity of the stationary measure that there cannot exist a stationary distribution.

c. Extend to the case when \(|\varrho| \geq 1\), by writing \(x_t\) as

\[
x_t = \sum_{i=0}^{t-1} \varrho^i \epsilon_{t-i} + \varrho^t x_0
\]

and deducing that \(x_t\) is almost surely infinite when \(t\) goes to infinity. (Hint: When \(x_0 = 0\), replace the above decomposition with the corresponding decomposition conditional on \(x_1\).)
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4.51 (Bernardo and Smith (1994)) Show that, for a two dimensional vector,

\[
(\begin{bmatrix} x_1 \\ x_2 \end{bmatrix})^t \sim \mathcal{N}_2 \left( \begin{pmatrix} \mu_1 \\ \mu_2 \end{pmatrix}, \begin{bmatrix} \sigma_1^2 & \rho \sigma_1 \sigma_2 \\ \rho \sigma_1 \sigma_2 & \sigma_2^2 \end{bmatrix} \right),
\]

the Jeffreys prior is \(\pi(\theta) \propto (1 - \varrho^2)^{-1} / \sigma_1 \sigma_2\).

4.52 (Bauwens et al. (1999)) For the AR(1) model (4.5.2),
a. Show that $\mu$ is a location parameter and, therefore, that it does not appear in the Jeffreys prior.

b. Show that
\[ \mathbb{E} \left[ \frac{\partial^2 \log L(\theta | x_{1:T})}{\partial \sigma^2} \right] = -\frac{T}{2\sigma^4}, \quad \mathbb{E} \left[ \frac{\partial^2 \log L(\theta | x_{1:T})}{\partial \varrho^2} \right] = -\frac{1}{\sigma^2} \mathbb{E} \left[ \sum_{t=0}^{T-1} x_t^2 \right]. \]

c. Using the stationary distribution of the $y_t$'s, deduce from $\mathbb{E}[\hat{y}_t^2] = \sigma^2/(1 - \varrho^2)$ that the Jeffreys prior $\pi_J(\sigma^2, \varrho) = 1/\sigma^2 \sqrt{1 - \varrho^2}$.

4.53 *(Brockwell and Davis (1996)) The Durbin–Levinson algorithm derives the partial autocorrelations as follows: define $\phi_{nn}, \ldots, \phi_{nn}$ recursively from the autocovariances $\gamma(s)$ as
\[ \phi_{nn} = \left( \gamma(n) - \sum_{j=1}^{n-1} \phi_{n-1,j} \gamma(n_j) \right) v_{n-1}^{-1} \]
and
\[ \begin{pmatrix} \phi_{n1} \\ \vdots \\ \phi_{n(n-1)} \end{pmatrix} = \begin{pmatrix} \phi_{(n-1)1} \\ \vdots \\ \phi_{(n-1)(n-1)} \end{pmatrix} - \phi_{nn} \begin{pmatrix} \phi_{(n-1)(n-1)} \\ \vdots \\ \phi_{(n-1)(n-1)} \end{pmatrix}, \]

where $v_n = v_{n-1}(1 - \phi_{nn})^2$, $\phi_{11} = \gamma(1)/\gamma(0)$ and $v_0 = \gamma(0)$.

a. Show that, if $\psi_n = \phi_{nn}$, the reverse of the Durbin–Levinson algorithm is given by Lemma 4.5.4.

b. Show that the partial autocorrelations $\psi_n$ of an MA($q$) process are 0 for $n > q$.

c. Show that the partial autocorrelations $\psi_n$ of a AR(1) process are given by $\psi_n = \left(-1\right)^{n+1} \varrho_1^n / (1 + \varrho_1^2 + \ldots + \varrho_1^{2n})$.

4.54 (Bauwens et al. (1999)) For the AR(1) model (4.5.2),

a. Using the Wold decomposition (4.5.9) obtained in Example 4.5.5, show that
\[ \mathbb{E} \left[ x_t^2 \right] = \mathbb{E} \left[ \left( \varrho^t x_0 + \sum_{i=0}^{t-1} \varrho^i \epsilon_{t-i} \right)^2 \right] = \frac{1 - \varrho^{2t}}{1 - \varrho^2} \sigma^2 \]
when $x_0 = 0$.

b. Deduce the Jeffreys prior $\pi_J$. 
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4.55 *Give the Wold decomposition for the stationary AR($p$) model. *(Hint: Use the lag polynomial representation of the AR($p$) model, that is, $P(B)x_t = \epsilon_t$, where $B^d x_t = x_{t-d}$.)

4.56 Show that the autocorrelations $\gamma_s$ for the MA($q$) model are given by (4.5.11).

4.57 Show that that the representation (4.5.16) holds. Give an extension of the representation in Example 4.5.7 to the general MA($q$) model.
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4.58 *An ARMA($p,q$) model ($t \geq 1$)

\[ x_t - \mu = \sum_{i=1}^{p} q_i (x_{t-i} - \mu) + \sum_{j=1}^{q} \vartheta_j \epsilon_{t-j} + \epsilon_t, \]

is invertible (Brockwell and Davis (1996, §3.1)) if there exists a sequence $(\varpi_j)_j$ such that

\[ \sum_{j} |\varpi_j| < \infty \quad \text{and} \quad \epsilon_t = \sum_{j=0}^{\infty} \varpi_j x_{t-j}. \]

Show that invertibility is equivalent to the condition that $Q(x)$ must have its roots outside the unit circle. (*Hint: Use the lag polynomial representation of the ARMA($p,q$) model, that is, $P(B)x_t = Q(B)\epsilon_t$, where $B^d x_t = x_{t-d}$.)

4.59 *An ARMA($p,q$) model is causal (Brockwell and Davis (1996, §3.1)) if there exists a sequence $(\varphi_j)_j$ such that

\[ \sum_{j} |\varphi_j| < \infty \quad \text{and} \quad x_t = \sum_{j=0}^{\infty} \varphi_j \epsilon_{t-j}. \]

Show that causality is equivalent to the condition that $P(x)$ must have its roots outside the unit circle. (*Hint: Use the lag polynomial representation of Exercise 4.58.)*

4.60 Show that the representation (4.5.18) holds. Propose an alternative representation.

4.61 Propose a state-space representation similar to (4.5.18) for the ARIMA model

\[ (4.6.4) \quad z_t - \mu = \sum_{i=1}^{p} q_i (z_{t-i} - \mu) + \sum_{j=1}^{q} \vartheta_j \epsilon_{t-j} + \epsilon_t, \]

where $z_t$ is the difference of the observations, $z_t = x_t - x_{t-d}$, $d \in \mathbb{N}^*$. [Note: As detailed in Brockwell and Davis (1996, §6.5), the general ARIMA($p,d,q$) is given as an ARMA($p,q$) model on the difference $x_t - \Psi_1 x_{t-d} - \ldots - \Psi_p x_{t-pd}$.]

Note 4.7.1

4.62 (Deely and Gupta (1968)) Consider $x_1 \sim \mathcal{N}(\theta_1, \sigma_1^2), \ldots, x_k \sim \mathcal{N}(\theta_k, \sigma_k^2)$ when the quantity of interest is $\theta_{[k]}$, the largest mean among $\theta_1, \ldots, \theta_k$. The loss function is $L(\theta, \varphi) = \theta_{[k]} - \varphi$.

a. Show that, if $\sigma_1 = \ldots = \sigma_k$ are known and $\pi(\theta_1) = \ldots = \pi(\theta_k) = 1$, the Bayes estimator selects the population with the largest observation.

b. Generalize to the case where the $\theta_i$’s have an exchangeable prior distribution $\mathcal{N}(0, \tau^2)$.

4.63 *(Goel and Rubin (1977)) Show that the $s_j^*$’s truly constitute a complete class when the prior distribution on $\theta = (\theta_1, \ldots, \theta_k)$ is symmetric. (*Hint: Show that $s_j^*$ is optimal among the subsets of size $|s_j^*|$.)

4.64 (Exercise 4.63 cont.) Extend this result to the distributions $f(x|\theta)$ with monotone likelihood ratio property in $\theta$. 

4.65 Show that the representation (4.5.18) holds. Propose an alternative representation.
4.65 (Chernoff and Yahav (1977)) Extend the complete class result of Exercise 4.63 to the loss function

\[ L(\theta, s) = c(\theta_k) - \frac{1}{s} \sum_{j \in s} \theta_j. \]

(Hint: Show that, if \( \theta_{i_1} \leq \ldots \leq \theta_{i_j} \), \( s = \{i_1, \ldots, i_j\} \) is dominated by the set \( \{i_j\} \).)

**Note 4.7.2**

4.66 *For the AR(1) model (4.5.2), assume the quantity of interest is \( x_0 \), the starting value of the chain. Compute a reference prior for \( (x_0, (\varrho, \sigma^2)) \) and derive an estimator of \( x_0 \) under quadratic loss.

**Note 4.7.3**

4.67 Consider the factor model \( (t = 1, \ldots, T) \),

\[
\begin{align*}
y^*_t &= [\alpha + \beta(y^*_{t-1})^2]^{1/2} \epsilon^*_t \\
y_t &= y^*_{t} \mu + \sigma \epsilon_t,
\end{align*}
\]

with \( \epsilon^*_t \sim N(0, 1) \), and only the \( y_t \in \mathbb{R}^p \) are observed.

a. Write the (complete) likelihood associated with the couples \( (y_t, y^*_t) \).

b. Show that the \( y^*_t \)’s cannot be analytically integrated out.

c. Deduce that the factor model cannot be expressed as a special case of an ARCH model (4.7.1).

4.68 (Bauwens et al. (1999)) Show that the ARCH(\( p \)) model is useless when \( \alpha = 0 \). (Hint: Show that \( \text{var}(y_t) = 0 \).)

4.7 Notes

4.7.1 Ranking and selection

A great deal of effort has been dedicated to the problem of estimating and comparing several normal means. We mention briefly a few approaches here to illustrate the interest of the Bayes treatment, referring the reader to the literature for a more developed discussion. See, for instance, Gibbons et al. (1977), Gupta and Panchapakesan (1979), and Dudewicz and Koo (1982), following the introductory papers of Bechofer (1954) and Gupta (1965). As described by Berger and Deely (1988), ranking and selection techniques also appear as substitutes for the analysis of variance approach (Chapter 10).

Given \( x_1 \sim \mathcal{N}(\theta_1, \sigma_1^2), \ldots, x_k \sim \mathcal{N}(\theta_k, \sigma_k^2) \), the problem is to select the population with the highest mean, \( \theta_k \). The variances \( \sigma_1^2, \ldots, \sigma_k^2 \) are supposed to be known but the more general setting where they are estimated by \( \hat{\sigma}_1^2, \ldots, \hat{\sigma}_k^2 \) can be treated similarly by the Bayesian paradigm. Berger and Deely (1988) rewrite the problem to answer the following questions: (a) Can we accept the hypothesis \( H_0 : \theta_1 = \cdots = \theta_k \)? (b) In the event of a negative answer to (a), what is the largest mean? They solve the first question by computing the Bayes factor against \( H_0 \) and then the posterior probabilities \( p_j \) that \( \theta_j \) is the largest mean \( (1 \leq j \leq k) \). (Chapter 5 covers definition and computation of these quantities.) The prior distributions they use are hierarchical

\[
\begin{align*}
\theta_1 | \beta, \sigma_\pi^2 &\sim \mathcal{N}(\beta, \sigma_\pi^2), \\
\beta &\sim \mathcal{N}(\beta^0, A) \quad \text{and} \\
\sigma_\pi^2 &\sim \gamma \mathbb{I}_0(\sigma_\pi^2) + (1 - \gamma) \pi_{22}^* (\sigma_\pi^2).
\end{align*}
\]
The special form of the prior distribution on $\sigma_\pi^2$ is necessary to test whether the $\theta_i$’s are actually identical. For $\pi_{22}^*$, Berger and Deely (1988) suggest the informative choice

$$
\pi_{22}^*(\sigma_\pi^2) = (m - 1)C(1 + C\sigma_\pi^2)^{-m},
$$

where $C$ and $m$ can be derived from prior quantiles. For a noninformative choice, possibilities are $\pi_{22}^*(\sigma_\pi^2) = 1$ and

$$
\pi_{22}^*(\sigma_\pi^2) = \prod_{i=1}^k (\sigma_i^2 + \sigma_\pi^2)^{-1/k},
$$

although these priors may lead to difficulties in the derivation of the posterior probability of $H_0$ (see Chapter 5).

Goel and Rubin (1977) adopt a more decision-theoretic perspective, considering as decision space $D$ the set of all nonempty parts of $\{1, \ldots, k\}$, denoted $\{s_1, s_2, \ldots, s_K\}$ where $K = 2^k - 1$. They introduce the loss function

$$
L(\theta, s) = c|s| + \theta[|s| - \theta_s],
$$

where $|s|$ denotes the cardinality of $s$ and $\theta_s = \max_{j \in s} \theta_j$. This loss includes a penalization cost $c$ for each population involved in the decision set $s$. This is quite logical because a parsimony requirement forces the decision set $s$ to be as small as possible, the ideal setting being $|s| = 1$. Goel and Rubin (1977) first show that a Bayes rule associated with this loss and a symmetric prior distribution has to be chosen among the sets $s_j^* = \{\omega_k, \ldots, \omega_{k-j+1}\}$ ($1 \leq j \leq k$), where $\omega_j$ denotes the population of $x(j)$. The Bayes rule $s^*$ is then a solution of

$$
\varrho(\pi, s^*|x) = \min_{j=1,\ldots,k} \varrho(\pi, s_j^*|x),
$$

where $\varrho(\pi, s|x) = c|s| + \mathbb{E}[\theta[|s| - \theta_s]|x]$. Introducing

$$
\Delta_m = \varrho(\pi, s_{m+1}^*|x) - \varrho(\pi, s_m^*|x) \quad (1 \leq m \leq k - 1),
$$

the Bayes rule is $s_k^*$ if $A = \{j; \Delta_j \geq 0\}$ is empty and $s_m^*$ otherwise, where $m = \min(A)$. A difficult point in the derivation of $s^*$ is obviously the computation of the posterior expectations $\mathbb{E}[\theta[|s| - \theta_s]|x]$. The authors detail the particular case of a normal exchangeable prior on the $\theta_j$’s, which still depends on the function

$$
t_m(z) = \int_{-\infty}^{+\infty} \Phi(m(z + x))\Phi(-x) \ dx.
$$

Nonetheless, they show that, in the noninformative case, when $\sigma_1 = \cdots = \sigma_k$, the Bayes rule is $s_1^*$ when $c/\sigma_1 \geq 1/\pi^2$.

4.7.2 Jeffreys prior for the AR(1) model

There is a controversy surrounding the Jeffreys prior in this case, owing to the debate of whether to include the stationarity condition and the discrepancy between both cases. If we assume $x_t = \mu + \varrho(x_{t-1} - \mu) + \epsilon_t$ with $x_0 = 0$, the Jeffreys prior associated with the stationary representation is (Exercise 4.52)

$$
\pi_1^*(\mu, \sigma^2, \varrho) \propto \frac{1}{\sigma^2} \frac{1}{\sqrt{1 - \varrho^2}}.
$$
When moving to the non-stationary region $|\varrho| > 1$, Phillips (1991) has shown that the Jeffreys prior is then (Exercise 4.54)

$$\pi_J^2(\mu, \sigma^2, \varrho) \propto \frac{1}{\sigma^2} \frac{1}{\sqrt{1 - \varrho^2}} \left| 1 - \frac{1 - \varrho^{2T}}{T(1 - \varrho^2)} \right|. $$

While $\pi_J^2(\mu, \sigma^2, \varrho)$ is equivalent to $\pi_J^1(\mu, \sigma^2, \varrho)$ for large values of $T$ and $|\varrho| < 1$, the dominant part of the prior is the non-stationary region, since it is equivalent to $\varrho^{2T}$ (Bauwens et al. (1999)). Berger and Yang (1994a) have also shown that the reference prior is $\pi_J^1$, and is only defined when the stationary constraint holds. They then suggest to symmetrize this prior to the region $|\varrho| > 1$, taking

$$\pi_B(\mu, \sigma^2, \varrho) \propto \frac{1}{\sigma^2} \begin{cases} 1/\sqrt{1 - \varrho^2} & \text{if } |\varrho| < 1, \\ 1/|\varrho|\sqrt{\varrho^2 - 1} & \text{if } |\varrho| > 1, \end{cases}$$

which has a more reasonable shape that $\pi_J^2$, as shown by Figure 4.7.2.

As detailed in Bauwens et al. (1999, §6.8), it is also possible to come up with the Jeffreys priors in the stationary and non-stationary cases, when including the distribution of the initial value $x_0$, with priors similar to $\pi_J^1$ and $\pi_J^2$.

### 4.7.3 ARCH models

ARCH models, as introduced by Engle (1982), are used to represent processes, particularly in finance, with independent errors with time-dependent variances, as in the ARCH($p$) process ($t \geq 1$),

$$(4.7.1) \quad x_t = \sigma_t \epsilon_t, \quad \sigma_t^2 = \alpha + \sum_{i=1}^{p} \beta_i x_{t-i}^2,$$

where the $\epsilon_t$'s are i.i.d. $N(0, 1)$. The acronym ARCH stands for autoregressive conditional heteroscedasticity, heteroscedasticity being a term used by econometricians for heterogeneous variance. Gouriéroux (1997) provides a general reference on these models, as well as classic inferential methods of estimation. See Bauwens et al. (1999, §7.4) for Bayesian extensions to GARCH processes.

As shown in Nelson (1991) and Kleibergen and van Dijk (1993), a stationarity condition for the ARCH(1) model is that $\mathbb{E}[\log(\beta_1 \epsilon_t^2)] < 0$, which is equivalent to $\beta_1 < 3.4$. 

Figure 4.7.1. Graphs of the priors $\pi_J^1(\varrho)$ and $\pi_B(\varrho)$ for $T = 10$. 

[Graph showing the priors $\pi_J^1(\varrho)$ and $\pi_B(\varrho)$ for $T = 10$.]
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Figure 4.7.2. Simulated sample from the stochastic volatility model (4.7.2) with \( \sigma = 1 \) and \( \varrho = .9 \). (Source: Robert and Casella (2004).)

Contrary to the stochastic volatility models of Note 4.7.4, ARCH\((p)\) models enjoy closed-form likelihoods, when conditioning on the initial values \( x_1, \ldots, x_p \). However, because of the non-linearities in the variance terms, approximations methods as those of Chapter 6 must be used.

4.7.4 Stochastic volatility models

Stochastic volatility models are modeling the volatility, \( \log(\sigma_t^2) \), of a series \((x_t)_{t \geq 1}\) as a random variable. While such models are more complex to study than their ARCH counterparts, they are often used in finance to represent series with sudden variations in scale (see, for instance, Jacquier et al. (1994)).

A simple illustration of such models is the SV\((1)\) model, where \((t = 1, \ldots, T)\)

\[
\begin{align*}
  y_t^* &= \alpha + \varrho y_{t-1}^* + \sigma \epsilon_{t-1}^*, \\
  y_t &= e^{y_t^*/2} \epsilon_t,
\end{align*}
\]

and the \( \epsilon_t \)’s and \( \epsilon_t^* \)’s are i.i.d. \( N(0,1) \). The unobserved quantity \((y_t^*)\) thus represents the volatility. (An usual assumption on the initial condition is that \( y_0^* \sim N(\alpha, \sigma^2) \).) Figure 4.7.4 plots a simulated series of stochastic volatilities for \( \sigma = 1 \) and \( \varrho = .9 \).

The difficulty with this model is that the unobserved volatilities contain the information about the parameters \((\alpha, \varrho, \sigma)\) because, conditional upon \( y_t^* \), they are independent from \( y_t \). (Obviously, the parameters do depend on the data, albeit marginally.) Moreover, the observed likelihood \( L(\alpha, \varrho, \sigma|y_0, \ldots, y_T) \) cannot be expressed in closed form because the \( y_t^* \)’s cannot be integrated out analytically. On the opposite, the completed likelihood is explicit, that is,

\[
L^c(\alpha, \varrho, \sigma|y_0, y_0^*, \ldots, y_T, y_T^*) \propto \sigma^{-T+1} \exp \left\{ \left( y_0^* - \alpha \right)^2 + \sum_{t=1}^{T} \left( y_t^* - \alpha - \varrho y_{t-1}^* \right)^2 \right\} / 2\sigma^2 \\
\exp \left\{ \sum_{t=0}^{T} \left( y_t^2 e^{-y_t^*} + y_t^* \right) / 2 \right. .
\]

It can then be used in simulation based methods (Chapter 6), in alternance with a simulation of the unobserved volatilities \( y_t^* \). Figure 4.7.4 illustrates this
Figure 4.7.3. Allocation map (top) and average allocations versus true volatilities (bottom) for the model (4.7.2). The true volatilities are represented by broken lines. (Source: Mengersen et al. (1998).)

Simulation for the simulated dataset of Figure 4.7.4, where the true values of the \( y_i^* \)'s are known. (The blurred image on top of the graph is called an allocation map and represents successive values of the \( y_i^* \)'s as grey levels along iterations of the sampling method.)

4.7.5 Poly-t priors

Poly-t priors were proposed by Drèze (1978) and Richard and Tompa (1980) as robust alternatives to the conjugate priors for linear regressions. Their motivation is given by the following example, developed in Bauwens et al. (1999, §4.5). Consider two independent regressions,

\[
y_1 = X_1 \beta + \sigma_1 \varepsilon_1, \quad y_2 = X_2 \beta + \sigma_2 \varepsilon_2, \quad \varepsilon_1 \sim N_{T_1}(0, I_{T_1}), \quad \varepsilon_2 \sim N_{T_2}(0, I_{T_2}).
\]

If \( \pi(\beta, \sigma_1, \sigma_2) = 1/\sigma_1 \sigma_2 \), integration of the \( \sigma_i \)'s leads to the marginal posterior

\[
\pi(\beta | y_1, y_2) \propto \left[ S_1 + (\beta - \hat{\beta}_1)^t M_1 (\beta - \hat{\beta}_1) \right]^{-T_1/2} \\
\times \left[ S_2 + (\beta - \hat{\beta}_2)^t M_2 (\beta - \hat{\beta}_2) \right]^{-T_2/2},
\]

where \( \hat{\beta}_i \) is the OLS estimator \( (X_i^t X_i)^{-1} X_i y_i, \quad M_i = (X_i^t X_i) \) and \( S_i = ||y_i - X_i - \hat{\beta}_i||^2 \) \((i = 1, 2)\). This distribution is a 2 − 0 poly-t distribution.

In general, an \( m - n \) poly-t distribution is defined as a product of \( m \) Student’s \( t \) densities divided by \( n \) Student’s \( t \) densities,

\[
\varphi_{m,n}(x) \propto \prod_{j=1}^{n} \left[ 1 + (x - \mu_j^0)^t P_j^0 (x - \mu_j^0) \right]^{\nu_j^0/2}
\]
As shown in Bauwens et al. (1999, Theorem A.21), the \( \varphi_{m,0} \) density can be expressed as a (continuous) mixture of regular Student’s \( t \) densities against \( (m - 1) \) auxiliary variables, a property that can be exploited either for direct simulation as in Bauwens (1984), or for MCMC implementation (see Chapter 6), since the direct computation of the normalization constant of \( \varphi_{m,n} \), or of the corresponding posterior mean, is impossible. An additional difficulty with poly-\( t \) priors is that, when compared with conjugate priors, they require the determination of a much larger number of hyperparameters.
Twenty-six more tests were going to take the rest of daylight, maybe more. Heat or no heat, the days still grew shorter as if winter really was coming on, and a failed test would take a few minutes longer than one passed, just to make certain.


### 5.1 Introduction

Although testing theory can be perceived as a special case of Decision Theory for a restricted decision space (and even as an estimation problem), we consider testing inference in a separate chapter because there is much more ambiguity about the real inferential purpose of testing than when estimating a regular function of the parameter. In fact, this part of statistical inference is still incomplete, in the sense that many other answers have been proposed, none being entirely satisfactory. In particular, there are pronounced differences between frequentist and Bayesian testing theories. This is nonetheless a setting where a Bayesian approach is quite appealing because the notion of the probability of a hypothesis, like $\pi(\theta \in \Theta_0|x)$, can only be defined through this approach.

Some Bayesians actually think that there should be no testing, or, at least, that there should be no point-null hypothesis testing (see, for instance, Gelfand et al. (1992)), and we will see in this chapter several philosophical reasons that somehow motivate this radical perspective. These reasons range from the reductive aspect of modeling (*no model is right, but some models are less wrong than others*), to the unnatural modification of the prior imposed by point-null hypotheses, to the lack of problem-motivated decision-theoretic structure, to the subsequent call to rudimentary conventional $0 – 1$ losses and acceptance levels, to the impossibility of using improper priors in both point-null hypotheses and model choice settings (Chapter 7). But pragmatic considerations are such that the Bayesian toolbox must also include testing devices, if only because users of Statistics
have been accustomed to testing as a formulation of their problems, given their strong tendency to take problems at face value.

We first consider in Section 5.2 the usual Bayesian approach to testing, i.e., through an evaluation of decisions by $0 - 1$ losses, and compare the Bayesian procedures with their frequentist counterparts in Section 5.3. We then propose in Section 5.4 an alternative decision-theoretic approach through more adaptive losses which emphasize the “postdata” evaluation of testing procedures (as opposed to Neyman–Pearson procedures for which the evaluation is operated in a “preadata” spirit).

This chapter exhibits a strong contrast between Bayesian and frequentist approaches under different evaluation tools; it is revealing because this shows the incompleteness of the classical modeling, which relies on artificial concepts to derive its optimal procedures. Contrary to point estimation settings, these optimal frequentist procedures are no longer limits of Bayes procedures and differ numerically from their Bayesian counterparts. However, we moderate this rejection in Section 5.3 by showing that classical answers may sometimes lead to similar conclusions than noninformative Bayes procedures. Chapter 7 deals with model choice, which can be seen as a particular case of testing point-null hypotheses, but also enjoys enough peculiarities to deserve a chapter on its own (besides calling almost uniformly for the computational methods presented in Chapter 6).

5.2 A first approach to testing theory

5.2.1 Decision-theoretic testing

Consider a statistical model $f(x|\theta)$ with $\theta \in \Theta$. Given a subset of interest of $\Theta$, $\Theta_0$, which sometimes consists of a single point $\{\theta_0\}$, the question to be answered is whether the true value of the parameter $\theta$ belongs to $\Theta_0$, i.e., to test the hypothesis

$$H_0 : \theta \in \Theta_0,$$

usually called the null hypothesis. In linear models, $\Theta_0$ may be a subspace of the vector space $\Theta$ and the testing problem is then a particular case of a model choice problem (see also Chapter 7).

Example 5.2.1 Consider a logistic regression model,

$$P_\alpha(y = 1) = 1 - P_\alpha(y = 0) = \exp(\alpha^t x)/(1 + \exp(\alpha^t x)),$$

which models the probability of developing a prostate cancer in a lifetime in terms of explanatory variables $x = (x_1, \ldots, x_p)$. Of particular interest is the dependence on work environment variables such as asbestos concentration $x_{i_0}$ and a worker union may want to test whether the coefficient $\alpha_{i_0}$ corresponding to $x_{i_0}$ is null.

$^1$ There is a certain amount of ambiguity involved in the terminology: Test simultaneously denotes the question, and the procedure used to answer the question.
In the Neyman–Pearson perspective (Section 5.3), the testing problem is formalized through a decision space \( D \) restricted to \{yes, no\} or, equivalently, to \{1, 0\}. In fact, it makes sense to perceive testing problems as an inference about the indicator function \( \mathbb{I}_{\Theta_0}(\theta) \) and therefore to propose answers in \( \mathbb{I}_{\Theta_0}(\Theta) = \{0, 1\} \). Of course, the relevance of such a restriction is less obvious when considering that testing settings often occur as components (or preliminary steps) or more complex inferential structures and, in particular, that the answer to a test question has also consequences in terms of (regular) estimation errors. It may then be more interesting to propose procedures taking values in \([0, 1]\). (We discuss this approach in Section 5.4.)

In some cases, additional information is available about the support of \( \theta \), namely, that \( \theta \in \Theta_0 \cup \Theta_1 \neq \Theta \). In such settings, we define the alternative hypothesis against which we test \( H_0 \) as

\( H_1 : \theta \in \Theta_1 \).

Under this formalization, every test procedure \( \varphi \) appears as an estimator of \( \mathbb{I}_{\Theta_0}(\theta) \) and we only need a loss function \( L(\theta, \varphi) \) to derive the Bayes estimators. For instance, the loss function proposed by Neyman and Pearson is the \( 0-1 \) loss

\[
L(\theta, \varphi) = \begin{cases} 1 & \text{if } \varphi \neq \mathbb{I}_{\Theta_0}(\theta), \\ 0 & \text{otherwise}, \end{cases}
\]

introduced in Chapter 2. For this loss, the Bayesian solution is

\[
\varphi^\pi(x) = \begin{cases} 1 & \text{if } P^\pi(\theta \in \Theta_0|x) > P^\pi(\theta \in \Theta_0|x), \\ 0 & \text{otherwise.} \end{cases}
\]

This estimator is easily justified on an intuitive basis since it chooses the hypothesis with the largest posterior probability. A generalization of the above loss is to penalize differently errors when the null hypothesis is true or false. The weighted \( 0-1 \) losses

\[
(5.2.1) \quad L(\theta, \varphi) = \begin{cases} 0 & \text{if } \varphi = \mathbb{I}_{\Theta_0}(\theta), \\ a_0 & \text{if } \theta \in \Theta_0 \text{ and } \varphi = 0, \\ a_1 & \text{if } \theta \notin \Theta_0 \text{ and } \varphi = 1, \end{cases}
\]

are called “\( a_0 - a_1 \)” for obvious reasons. The associated Bayes estimator is then given by the following result.

**Proposition 5.2.2** Under the loss \( (5.2.1) \), the Bayes estimator associated with a prior distribution \( \pi \) is

\[
\varphi^\pi(x) = \begin{cases} 1 & \text{if } P^\pi(\theta \in \Theta_0|x) > \frac{a_1}{a_0 + a_1}, \\ 0 & \text{otherwise.} \end{cases}
\]

**Proof.** Since the posterior loss is

\[
L(\pi, \varphi|x) = \int_\Theta L(\theta, \varphi)\pi(\theta|x)d\theta = a_0P^\pi(\theta \in \Theta_0|x)\mathbb{I}_{\{0\}}(\varphi) + a_1P^\pi(\theta \notin \Theta_0|x)\mathbb{I}_{\{1\}}(\varphi),
\]
the Bayes estimator can be derived directly.

For this class of losses, the null hypothesis \( H_0 \) is rejected when the posterior probability of \( H_0 \) is too small, the acceptance level \( a_1/(a_0 + a_1) \) being determined by the choice of the loss function. Notice that \( \varphi^\pi \) only depends on \( a_0/a_1 \) and that the larger \( a_0/a_1 \) is, i.e., the more important a wrong answer under \( H_0 \) is relative to \( H_1 \), the smaller the posterior probability of \( H_0 \) needs to be for \( H_0 \) to be accepted.

**Example 5.2.3** Consider \( x \sim B(n, p) \) and \( \Theta_0 = [0, 1/2] \). Under the uniform prior distribution \( \pi(p) = 1 \), the posterior probability of \( H_0 \) is

\[
P^\pi(p \leq 1/2|x) = \frac{\int_0^{1/2} p^x (1-p)^{n-x} dp}{B(x+1, n-x+1)}
= \frac{(1/2)^{n+1}}{B(x+1, n-x+1)} \left\{ \frac{1}{x+1} + \frac{n-x}{(x+1)(x+2)} + \ldots + \frac{(n-x)!x!}{(n+1)!} \right\}
\]

which can be easily computed and compared to the acceptance level.

**Example 5.2.4** Consider \( x \sim N(\theta, \sigma^2) \) and \( \theta \sim N(\mu, \tau^2) \). Then \( \pi(\theta|x) \) is the normal distribution \( N(\mu(x), \omega^2) \) with

\[
\mu(x) = \frac{\sigma^2 \mu + \tau^2 x}{\sigma^2 + \tau^2} \quad \text{and} \quad \omega^2 = \frac{\sigma^2 \tau^2}{\sigma^2 + \tau^2}.
\]

To test \( H_0 : \theta < 0 \), we compute

\[
P^\pi(\theta < 0|x) = P^\pi \left( \frac{\theta - \mu(x)}{\omega} < \frac{-\mu(x)}{\omega} \right) = \Phi \left( \frac{-\mu(x)}{\omega} \right).
\]

If \( z_{a_0,a_1} \) is the \( a_1/(a_0 + a_1) \) quantile, i.e., if it satisfies \( \Phi(z_{a_0,a_1}) = a_1/(a_0 + a_1) \), \( H_0 \) is accepted when

\[-\mu(x) > z_{a_0,a_1} \omega,
\]

the upper acceptance bound then being

\[-\frac{\sigma^2}{\tau^2} \mu - \left(1 + \frac{\sigma^2}{\tau^2}\right) \omega z_{a_0,a_1}.
\]

Again, notice that, from a Bayesian point of view, it seems natural to base the decision upon the posterior probability that the hypothesis is true. In Section 5.4, we show that an alternative decision-theoretic approach leads to this posterior probability as the Bayesian estimator itself and thus avoids the comparison to a predetermined acceptance level. In fact, a difficulty with the losses (5.2.1) is the choice of the weights \( a_0 \) and \( a_1 \), since they are usually selected automatically rather than determined from utility considerations.
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5.2.2 The Bayes factor

While from a decision-theoretic point of view the Bayes factor is only a one-to-one transform of the posterior probability, this notion came out to be considered on its own ground in Bayesian testing.

Definition 5.2.5 The Bayes factor is the ratio of the posterior probabilities of the null and the alternative hypotheses over the ratio of the prior probabilities of the null and the alternative hypotheses, i.e.,

$$B_{01}^\pi(x) = \frac{P(\theta \in \Theta_0 \mid x)}{P(\theta \in \Theta_1 \mid x)} \frac{\pi(\theta \in \Theta_0)}{\pi(\theta \in \Theta_1)}.$$  

This ratio evaluates the modification of the odds of $\Theta_0$ against $\Theta_1$ due to the observation and can naturally be compared to 1, although an exact comparison scale can only be based upon a loss function. In the particular case where $\Theta_0 = \{\theta_0\}$ and $\Theta_1 = \{\theta_1\}$, the Bayes factor simplifies to the usual likelihood ratio

$$B_{01}^\pi(x) = \frac{f(x|\theta_0)}{f(x|\theta_1)}.$$  

In general, the Bayes factor depends on prior information, but is still proposed as an “objective” Bayesian answer, since it partly eliminates the influence of the prior modeling and emphasizes the role of the observations. Actually, it can be perceived as a Bayesian likelihood ratio since, if $\pi_0$ is the prior distribution under $H_0$ and $\pi_1$ the prior distribution under $H_1$, $B_{01}^\pi(x)$ can be written as

$$B_{01}^\pi(x) = \frac{\int_{\Theta_0} f(x|\theta_0) \pi_0(\theta) d\theta}{\int_{\Theta_1} f(x|\theta_1) \pi_1(\theta) d\theta} = \frac{m_0(x)}{m_1(x)},$$  

thus replacing the likelihoods with the marginals under both hypotheses. Alternatively, if $\hat{\theta}_0$ is the maximum likelihood estimator on $\Theta_0$ and $\hat{\theta}_1$ the maximum likelihood estimator on $\Theta_1$, the likelihood ratio

$$R(x) = \frac{f(x|\hat{\theta}_0)}{f(x|\hat{\theta}_1)} = \frac{\sup_{\Theta_0} f(x|\theta)}{\sup_{\Theta_1} f(x|\theta)}$$  

appears as a particular case of $B_{01}^\pi(x)$ when $\pi_0$ and $\pi_1$ are Dirac masses at $\hat{\theta}_0$ and $\hat{\theta}_1$. This does not legitimize the use of $R(x)$ in the least, though, because $\pi_0$ and $\pi_1$ both depend on $x$.

As indicated above, the Bayes factor is, from a decision-theoretic point of view, completely equivalent to the posterior probability of the null hypothesis as, under (5.2.1), $H_0$ is accepted when

$$B_{01}^\pi(x) > \frac{a_1}{a_0} / \frac{\varrho_0}{\varrho_1} = \frac{a_1}{a_0} \frac{\varrho_1}{\varrho_0},$$  

where

$$\varrho_0 = \pi(\theta \in \Theta_0) \quad \text{and} \quad \varrho_1 = \pi(\theta \in \Theta_1) = 1 - \varrho_0.$$  

(5.2.3)
This alternative version of Proposition 5.2.2 thus provides an illustration of the duality existing between loss and prior distribution, already mentioned in Chapter 2. Indeed, (5.2.3) shows that it is equivalent to weight both hypotheses equally, \( \varrho_0 = \varrho_1 = 1/2 \), and to modify the error penalties into

\[
\varrho'_0 = \frac{a_0 \varrho_0}{a_0 \varrho_0 + a_1 \varrho_1}, \quad \varrho'_1 = \frac{a_1 \varrho_1}{a_0 \varrho_0 + a_1 \varrho_1}.
\]

Following Good (1958) and Jeffreys (1961), many Bayesians now consider the Bayes factor on its own ground (see, e.g., Kass and Raftery (1995) for a detailed review). In particular, Jeffreys (1961) developed a scale to judge the evidence in favor of or against \( H_0 \) brought by the data, outside a true decision-theoretic setting. The scale goes as follows:

- if \( \log_{10}(B^7_{10}) \) varies between 0 and 0.5, the evidence against \( H_0 \) is poor,
- if it is between 0.5 and 1, it is is substantial,
- if it is between 1 and 2, it is strong, and
- if it is above 2 it is decisive.

Obviously, this scaling of the Bayes factor gives some indication of the strength of the evidence, but the precise bounds separating one strength from another are a matter of convention and they can be arbitrarily changed, as shown in Kass and Raftery (1995). This is a consequence of the lack of decision-theoretic backup via a loss function. (But the same criticism applies to the conventional \( \alpha \) levels of 0.05 or 0.01 used for \( a_0/(a_0 + a_1) \) in (5.2.1).)

Chapter 6 will give precisions on methods used to approximate Bayes factors when the integral in (5.2.2) cannot be computed analytically, which is often the case.

**Example 5.2.6** (Kass and Raftery (1995)) The “hot hand” in basketball is the belief that players have good and bad days, rather than a fixed probability to win a shoot. For a given player, the model under the null hypothesis (no hot hand) is then \( H_0 : y_i \sim B(n_i, p) \) \((i = 1, \ldots, G)\), where \( G \) denotes the number of games and \( n_i (y_i) \) the number of shoots (of good shoots) during the \( i \)th game. The model under the general alternative is \( H_1 : y_i \sim B(n_i, p_i) \), the probability \( p_i \) varying from game to game. Under a conjugate prior \( p_i \sim B(\xi/\omega, (1 - \xi)/\omega) \), the average \( \mathbb{E}[p_i|\xi, \omega] = \xi \) is distributed from a uniform prior \( \mathcal{U}([0, 1]) \), as is \( p \) under \( H_0 \), and \( \omega \) is fixed.

The Bayes factor is then

\[
B_{10} = \frac{\int_0^1 \prod_{i=1}^G \int_0^1 p_i^{y_i} (1 - p_i)^{n_i - y_i} p_i^{a_0 - 1} (1 - p_i)^{\beta - 1} dp_i}{\int_0^1 \sum_i y_i (1 - p) \sum_i (n_i - y_i) dp}
\]

\[
\frac{(\Gamma(1/\omega)/[\Gamma(\xi/\omega)\Gamma((1 - \xi)/\omega)])^G d\xi}{\int_0^1 p \sum_i y_i (1 - p) \sum_i (n_i - y_i) dp}.
\]
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\[
\int_0^1 \prod_{i=1}^G \left[ \frac{\Gamma(y_i + \xi/\omega)\Gamma(n_i - y_i + (1 - \xi)/\omega)}{\Gamma(n_i + 1/\omega)} \right] d\xi
\]

\[
\frac{(\Gamma(1/\omega)/[\Gamma(\xi/\omega)\Gamma((1 - \xi)/\omega)])^G}{\Gamma(\sum_i y_i + 1)\Gamma(\sum_i (n_i - y_i) + 1)/\Gamma(\sum_i n_i + 2)},
\]

where \( \alpha = \xi/\omega \) and \( \beta = (1 - \xi)/\omega \). Formally, the numerator can be computed exactly, despite the gamma functions, because of the simplification

\[
\Gamma(y_i + \xi/\omega)/\Gamma(\xi/\omega) = \prod_{j=1}^{y_i} (j - 1 + \xi/\omega),
\]

\[
\Gamma(n_i - y_i + (1 - \xi)/\omega)/\Gamma((1 - \xi)/\omega) = \prod_{j=1}^{n_i - y_i} (j - 1 + (1 - \xi)/\omega),
\]

but the function of \( \xi \) to be integrated is then a high-degree polynomial. The resolution of the integral thus calls for a software like Maple or Mathematica. For a given player, the value of \( B_{10} \) is 0.16 for \( \omega = 0.005 \) and \( G = 138 \), which does not indicate any conclusive evidence in favor of the hot hand hypothesis.

5.2.3 Modification of the prior

The notion of Bayes factor is also instrumental in pointing out an important aspect of Bayesian testing. In fact, this factor is only defined when \( \varrho_0 \neq 0 \) and \( \varrho_1 \neq 0 \). This implies that, if \( H_0 \) or \( H_1 \) are a priori impossible, the observations will not modify this absolute information: Null probabilities are absorbing states! Therefore, a point-null hypothesis \( H_0 : \theta = \theta_0 \) cannot be tested under a continuous prior distribution. More generally, model choice is incompatible with prior distributions that are absolutely continuous with respect to the Lebesgue measure on the largest space.

Testing of point-null hypotheses and the like thus impose a drastic modification of the prior distribution, since it requires to derive a prior distribution on both subsets \( \Theta_0 \) and \( \Theta_1 \), for instance, the distributions \( \pi_0 \) and \( \pi_1 \) with densities

\[
g_0(\theta) \propto \pi(\theta) \mathbb{I}_{\Theta_0}(\theta), \quad g_1(\theta) \propto \pi(\theta) \mathbb{I}_{\Theta_1}(\theta),
\]

(with respect to the natural measures on \( \Theta_0 \) and \( \Theta_1 \)) although this definition is not always free of ambiguity (see Exercise 5.5). Joined with the prior probabilities \( \varrho_0 \) and \( \varrho_1 \) of \( \Theta_0 \) and \( \Theta_1 \) given by (5.2.4), \( \pi_0 \) and \( \pi_1 \) define the prior \( \pi \). In other words,

\[
\pi(\theta) = \varrho_0 \pi_0(\theta) + \varrho_1 \pi_1(\theta).
\]

(When \( \Theta_0 = \{\theta_0\} \), the prior distribution on \( \Theta_0 \) is just the Dirac mass at \( \theta_0 \).)

This modification of the prior is puzzling from a measure-theoretic point of view, since it puts some weight on a set previously of measure 0. It
also highlights the dichotomy imposed by the usual approach to testing for which the null hypothesis is either right or wrong. However, unless the decision maker is adamant about the prior distribution $\pi$, in which case $H_0$ should be rejected if $\pi$ does not give any weight to $\Theta_0$, the testing problem can be considered as providing some additional (although vague) information about $\theta$. Indeed, to test for $\theta \in \Theta_0$ implies that there is a chance that $\theta$ truly belongs to $\Theta_0$ and therefore that some possibly ill-defined indication has been provided about this fact.

To consider testing settings as sources of information is even more convincing if the final decision is not the answer to the test but the estimation of a function of $\theta$, that is, if the test appears as the choice of a submodel. A preliminary test about the vague information may then improve the estimation step. Moreover, keeping this model choice perspective as the real purpose of the analysis, it also makes sense to build up a separate prior distribution for each subspace because only one of the two $\Theta_i$ will be considered after the testing step. For instance, given a point-null hypothesis, $H_0 : \theta = \theta_0$, the noninformative distribution $\pi(\theta) = 1$ cannot be considered as an acceptable prior on $\Theta$ because the particular value $\theta_0$ has been singled out as a possible value for $\theta$. (In Chapter 7, we shall further defend the perspective that similar parameters appearing in two different models must be considered as separate entities.) In general, to consider that the testing problem occurs because of (unavailable) additional observations may help in the derivation of a noninformative prior, even though there is no consensus on noninformative Bayes modeling for tests (see Section 5.3.5).

5.2.4 Point-null hypotheses

A usual criticism of point-null hypothesis settings is that they are not realistic (see, e.g., Casella and Berger (1987)). For instance, as pointed out by Good (1980), it does not actually make sense to test whether the probability of rain for tomorrow is $0.7163891256\ldots$ However, some statistical problems definitely call for point-null hypothesis testing. For instance, in mixture estimation (see Section 1.1 and Section 6.4), it may be important to know whether a mixture distribution has two or three components, so one may test whether one of the component weights is 0. Similarly, in linear regression, tests on the nullity of the regression coefficients are useful for the elimination of useless exogenous variates, as in Example 5.2.1. Even more to the point, testing whether the Universe is expanding, contracting or stable is akin to testing whether a certain constant is larger, smaller or equal to a specific value.

More generally, two-sided hypotheses such as $H_0 : \theta \in \Theta_0 = [\theta_0 - \epsilon, \theta_0 + \epsilon]$ make sense to test whether the prediction of 75% given by the local weather forecaster is exact, that is, whether the probability of rain for the given day is 0.75, or another of the probabilities announced by the forecaster (see Example 2.3.4).
can be approximated by $H_0 : \theta = \theta_0$, with hardly any modification of the posterior probabilities when $\epsilon$ is small enough. For instance, this happens when the likelihood is constant in a neighborhood of $\theta_0$ (see Berger (1985a) and Berger and Delampady (1987)). Point-null hypotheses are also quite important in practice; for instance, while it makes sense to determine whether a medical treatment has a positive or negative effect, the first issue may be to decide whether it has any effect at all.

Considering the point-null hypothesis $H_0 : \theta = \theta_0$, we denote by $\varrho_0$ the prior probability that $\theta = \theta_0$ and by $g_1$ the prior density under the alternative. The prior distribution is then $\pi_0(\theta) = \varrho_0 \mathbb{I}_{\Theta_0}(\theta) + (1 - \varrho_0) g_1(\theta)$ and the posterior probability of $H_0$ is given by

$$\pi(\Theta_0|x) = \frac{f(x|\theta_0)\varrho_0}{\int f(x|\theta)\pi(\theta) d\theta} = \frac{f(x|\theta_0)\varrho_0}{f(x|\theta_0)\varrho_0 + (1 - \varrho_0) m_1(x)},$$

the marginal distribution on $H_1$ being

$$m_1(x) = \int_{\Theta_1} f(x|\theta) g_1(\theta) d\theta.$$

This posterior probability can also be written as

$$\pi(\Theta_0|x) = \left[1 + \frac{1 - \varrho_0}{\varrho_0} \frac{m_1(x)}{f(x|\theta_0)}\right]^{-1}.$$

Similarly, the Bayes factor is

$$B_{01}^\pi(x) = \frac{f(x|\theta_0)\varrho_0}{m_1(x)(1 - \varrho_0)} \frac{\varrho_0}{1 - \varrho_0} = \frac{f(x|\theta_0)}{m_1(x)},$$

and we derive the following general relation between the two quantities:

$$\pi(\Theta_0|x) = \left[1 + \frac{1 - \varrho_0}{\varrho_0} \frac{1}{B_{01}^\pi(x)}\right]^{-1}.$$

**Example 5.2.7 (Example 5.2.3 continued)** Consider the test of $H_0 : p = \frac{1}{2}$ against $p \neq \frac{1}{2}$. For $g_1(p) = 1$, the posterior probability is then given by

$$\pi(\Theta_0|x) = \left[1 + \frac{1 - \varrho_0}{\varrho_0} 2^n B(x + 1, n - x + 1)\right]^{-1}$$

$$= \left[1 + \frac{1 - \varrho_0}{\varrho_0} \frac{x!(n-x)!}{(n+1)!} 2^n\right]^{-1},$$

since $m(x) = \binom{n}{x} B(x + 1, n - x + 1)$. For instance, if $n = 5$, $x = 3$, and $\varrho_0 = 1/2$, the posterior probability is

$$\left(1 + \frac{1}{120} 2^5\right)^{-1} = \frac{15}{19},$$

and the corresponding Bayes factor is $15/8$, close to 2. So, in the most supporting cases, the posterior probabilities tend to favor $H_0$. When the
Table 5.2.1. Posterior probabilities of $p = 1/2$ when $n = 10$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P(p = 1/2</td>
<td>x)$</td>
<td>0.0106</td>
<td>0.0970</td>
<td>0.3259</td>
<td>0.5631</td>
<td>0.6928</td>
</tr>
</tbody>
</table>

Table 5.2.2. Posterior probabilities of $\theta = 0$ for different values of $z = x/\sigma$ and for $\tau = \sigma$.

<table>
<thead>
<tr>
<th>$z$</th>
<th>0</th>
<th>0.68</th>
<th>1.28</th>
<th>1.96</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi(\theta = 0</td>
<td>z)$</td>
<td>0.586</td>
<td>0.557</td>
<td>0.484</td>
</tr>
</tbody>
</table>

Sample size increases, the range of the possible answers also widens. For instance, if $\pi(p)$ is $\mathcal{B}(1/2, 1/2)$ and $n = 10$, the posterior probabilities are given in Table 5.2.4 and support $H_0$ for $x$ close to 5, even though the prior distribution is rather biased against the null hypothesis (since it heavily weights the extreme values, 0 and 1).

Example 5.2.8 (Example 5.2.4 continued) Consider the test of $H_0 : \theta = 0$. It seems reasonable to choose $\pi_1$ as $\mathcal{N}(\mu, \tau^2)$ and $\mu = 0$, if no additional information is available. Then

$$m_1(x) = \frac{\sigma}{\sqrt{\sigma^2 + \tau^2}} e^{-x^2/2(\sigma^2 + \tau^2)} \frac{1}{\sqrt{\sigma^2 + \tau^2}} \exp \left\{ \frac{\tau^2 x^2}{2\sigma^2(\sigma^2 + \tau^2)} \right\},$$

and the posterior probability can be derived as

$$\pi(\theta = 0 | x) = \left[ 1 + \frac{1 - \varrho_0}{\varrho_0} \sqrt{\frac{\sigma^2}{\sigma^2 + \tau^2}} \exp \left( \frac{\tau^2 x^2}{2\sigma^2(\sigma^2 + \tau^2)} \right) \right]^{-1}.$$

In the special case when $\varrho_0 = 1/2$ and $\tau = \sigma$, Table 5.2.4 gives the posterior probabilities in terms of $z = x/\sigma$.

Consider now the alternative case $\tau^2 = 10\sigma^2$; it is supposed to indicate a more diffuse prior information on $\theta$. The posterior probabilities of $H_0$ are then modified as shown in Table 5.2.4.

5.2.5 Improper priors

The recourse to noninformative prior distributions for testing hypotheses is rather delicate, and DeGroot (1973) states that improper priors should not be used at all in tests. In fact, as noticed previously, the testing setting
5.2 A first approach to testing theory

Table 5.2.3. Posterior probabilities of $\theta = 0$ for $\tau^2 = 10\sigma^2$ and $z = x/\sigma$.

<table>
<thead>
<tr>
<th>$z$</th>
<th>0</th>
<th>0.68</th>
<th>1.28</th>
<th>1.96</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi(\theta = 0</td>
<td>x)$</td>
<td>0.768</td>
<td>0.729</td>
<td>0.612</td>
</tr>
</tbody>
</table>

Table 5.2.4. Posterior probabilities of $|\theta| < 1$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>0.0</th>
<th>0.5</th>
<th>1.0</th>
<th>1.5</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi(</td>
<td>\theta</td>
<td>\leq 1</td>
<td>x)$</td>
<td>0.683</td>
<td>0.625</td>
</tr>
</tbody>
</table>

is not coherent with an absolute lack of information, since it implies at least a division of the parameter space into two subsets, out of which at least one is of measure zero under the conventional Jeffreys prior. However, the inconvenience with the use of improper prior distributions goes deeper, since they are incompatible with most tests of point-null hypotheses.

We illustrate this difficulty in the normal setting, $x \sim \mathcal{N}(\theta, 1)$, for the point-null hypothesis $H_0 : \theta = 0$ to test against $H_1 : \theta \neq 0$. If we use the improper prior $\pi(\theta) = 1$ on $\{\theta \neq 0\}$, i.e., if $\pi$ is

$$
\pi(\theta) = \frac{1}{2} \mathbb{I}_0(\theta) + \frac{1}{2} \cdot 1,
$$

the posterior probability of $H_0$ is

$$
\pi(\theta = 0|x) = \frac{e^{-x^2/2}}{e^{-x^2/2} + \int_{-\infty}^{+\infty} e^{-(x-\theta)^2/2} d\theta} = \frac{1}{1 + \sqrt{2\pi}e^{x^2/2}}.
$$

(The particular choice of the constant 1 in the prior is crucial for the following discussion, while being arbitrary, as seen below.) Therefore, this posterior probability of $H_0$ is bounded from above by $1/(1 + \sqrt{2\pi}) = 0.285$. This implies that the posterior distribution is rather biased against $H_0$, even in the most favorable case. Unless the scale of comparison, that is, the loss, is modified to account for these low values, the null hypothesis will quite often be rejected. A similar phenomenon occurs when $\Theta_0$ is compact. For instance, the test of $H_0 : |\theta| \leq 1$ versus $H_1 : |\theta| > 1$ leads to the following posterior probability:

$$
\pi(|\theta| \leq 1|x) = \frac{\int_{-1}^{1} e^{-(x-\theta)^2/2} d\theta}{\int_{-\infty}^{+\infty} e^{-(x-\theta)^2/2} d\theta} = \Phi(1 - x) - \Phi(-1 - x) = \Phi(x + 1) - \Phi(x - 1),
$$

whose numerical values are given in Table 5.2.5. Therefore, the maximal support of $H_0$, 0.683, is still moderate.
Table 5.2.5. Posterior probabilities of $\theta = 0$ for the Jeffreys prior $\pi(\theta) = 1$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>0.0</th>
<th>1.0</th>
<th>1.65</th>
<th>1.96</th>
<th>2.58</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi(\theta = 0</td>
<td>x)$</td>
<td>0.285</td>
<td>0.195</td>
<td>0.089</td>
<td>0.055</td>
</tr>
</tbody>
</table>

An interesting feature of the Lebesgue prior distribution can be exhibited for the point-null hypothesis $H_0 : \theta = 0$. The resulting procedure agrees with the corresponding classical answer, as shown by Table 5.2.5. The posterior probability $\pi(\theta = 0|x)$ is indeed quite close to the classical significance levels 0.10, 0.05, and 0.01 when $x$ is 1.65, 1.96, or 2.58 (it will be demonstrated in Section 5.3.4 that this comparison is meaningful). This coincidence does not hold for all values of $x$ but shows that, for usual significance levels (and testing purposes), the classical answer could be considered as a noninformative Bayes answer, even though it corresponds to a hardly defendable prior.

Another illustration of the delicate issue of improper priors in testing settings is provided by the Jeffreys–Lindley paradox. In fact, limiting arguments are not valid in testing settings and prevent an alternative derivation of noninformative answers. For instance, considering the conjugate prior distributions introduced in Example 5.2.8, the posterior probabilities are

$$
\pi(\theta = 0|x) = \left\{ 1 + \frac{1 - \varrho_0}{\varrho_0} \sqrt{\frac{\sigma^2}{\sigma^2 + \tau^2}} \exp \left[ \frac{\tau^2 x^2}{2\sigma^2(\sigma^2 + \tau^2)} \right] \right\}^{-1},
$$

which converge to 1 when the prior variance $\tau$ goes to $+\infty$, for every $x$. This limit differs from the “noninformative” answer derived previously $[1 + \sqrt{2\pi} \exp(x^2/2)]^{-1}$ and, more importantly, is totally useless. This phenomenon can also be observed by comparing Tables 5.2.4 and 5.2.4, since the probability is larger when $\tau^2 = 10\sigma^2$ than when $\tau = \sigma$ for all the values of $z$ considered in the tables. See Aitkin (1991) and Robert (1993b) for recent discussions on this paradox.

Paradoxes associated with improper priors like the Jeffreys–Lindley example are actually because of a weighting indeterminacy that does not occur for point estimation, or even for one-sided tests.

**Example 5.2.9** Consider $x \sim N(\theta, 1)$ and $H_0 : \theta \leq 0$ to test versus $H_1 : \theta > 0$. For the diffuse distribution $\pi(\theta) = 1$,

$$
\pi(\theta \leq 0|x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{0} e^{-(x-\theta)^2/2} d\theta = \Phi(-x).
$$

In this case, the generalized Bayes answer is also the classical procedure, called the *p-value* (see Section 5.3.4).

For two-sided problems, if $g_0$ and $g_1$ are $\sigma$-finite measures corresponding
Table 5.2.6. Posterior probabilities of $\theta = 0$ for the Jeffreys prior $\pi(\theta) = 10$.

<table>
<thead>
<tr>
<th>$x$</th>
<th>0.0</th>
<th>1.0</th>
<th>1.65</th>
<th>1.96</th>
<th>2.58</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi(\theta = 0</td>
<td>x)$</td>
<td>0.0384</td>
<td>0.0236</td>
<td>0.0101</td>
<td>0.00581</td>
</tr>
</tbody>
</table>

To truncated noninformative priors on the subspaces $\Theta_0$ and $\Theta_1$, the choice of the normalizing constants will influence the Bayesian estimator. In fact, if $g_i$ is replaced by $c_i g_i$ ($i = 0, 1$), the Bayes factor is multiplied by $c_0/c_1$. For instance, if the Jeffreys prior is uniform and $g_0 = c_0$, $g_1 = c_1$, the posterior probability is

$$
\pi(\theta \in \Theta_0|x) = \frac{\varrho_0 c_0 \int_{\Theta_0} f(x|\theta) d\theta}{\varrho_0 c_0 \int_{\Theta_0} f(x|\theta) d\theta + (1 - \varrho_0) c_1 \int_{\Theta_1} f(x|\theta) d\theta} = \frac{\varrho_0 \int_{\Theta_0} f(x|\theta) d\theta}{\varrho_0 \int_{\Theta_0} f(x|\theta) d\theta + (1 - \varrho_0) [c_1/c_0] \int_{\Theta_1} f(x|\theta) d\theta},
$$

which does depend on the ratio $c_1/c_0$.

It is therefore necessary to extend the noninformative perspective to these testing settings by developing a technique able to derive the weights $c_i$ in a noninformative and acceptable way. Bernardo (1980), Spiegelhalter and Smith (1980), Smith and Spiegelhalter (1982), Aitkin (1991), Pettit (1992), Robert (1993b) and Berger and Pericchi (1996a,b) have made proposals in this direction, as detailed in Section 5.2.6. Notice that Jeffreys (1961) proposed instead to use proper priors in such settings, like $\mathcal{C}(0, \sigma^2)$ or $\mathcal{N}(0, 10\sigma^2)$ in the case of $x \sim \mathcal{N}(\theta, \sigma^2)$ and $H_0 : \theta = 0$. The problem is then that the choice of the proper prior distribution will influence the answer to the test. For instance, the equivalent of Table 5.2.5 for $\pi(\theta) = 10$ are given in Table 5.2.5, with important differences for most values of $x$, since they vary by an order of magnitude.

Before introducing in Section 5.2.6 some of the recent developments linked to the use of improper priors, let us make the following point: it still does not feel right to use improper priors, like the Jeffreys priors, for two-sided tests because they seem to lead to too much arbitrariness, in the sense that many competing solutions abound, with about the same theoretical background and with different numerical values, in contradiction with the Likelihood Principle. In other words, although the solutions proposed in the next section are interesting and overcome, as working principles, the difficulties related to the use of improper priors, they are not, strictly speaking, pertaining to the Bayesian paradigm. We consider in Section 5.3 an alternative approach which defines a least favorable Bayesian answer as a lower bound on the (proper) Bayes estimators.

The difficulties encountered with noninformative priors in testing settings also point out that a testing problem cannot be treated in a coherent way
if no prior information is available, that is, that the information brought by
the observations alone is usually not enough to infer about the truth of a
hypothesis in a categorical fashion \((\text{yes/no})\). This obviously reinforces the
motivation for a Bayesian treatment of such testing problems, since it is
the only coherent approach taking advantage of the residual information.

5.2.6 Pseudo-Bayes factors

Most\(^4\) of the solutions proposed to overcome the difficulties related to the
use of improper priors (see Section 5.2.5) are based on the idea to use part
of the data/information to transform the priors into proper distributions,
or to call to imaginary observations to obtain the same effect.

**Definition 5.2.10** Given an improper prior \(\pi\), a sample \((x_1, \ldots, x_n)\) is a
training sample if the corresponding posterior \(\pi(x_1, \ldots, x_n)\) is proper and
is a minimal training sample if no subsample is a training sample.

**Example 5.2.11** For the \(\mathcal{N}(\mu, \sigma^2)\) model, the minimal training sample
size associated with the improper prior \(\pi_0(\mu, \sigma^2) = 1/\sigma^{2}\) is 2 since

\[
\int e^{-\{(x_1-\mu)^2+(x_2-\mu)^2\}/2\sigma^2} \sigma^{-4} d\mu \, d\sigma^2
= \int_{0}^{\infty} \sigma^{-3} e^{-s^2/2\sigma^2} \, d\sigma^2
= \int_{0}^{\infty} \omega^{3/2-2} e^{-s^2/2\omega} \, d\omega,
\]

while

\[
\int e^{-{(x_1-\mu)^2}/2\sigma^2} \sigma^{-3} d\mu \, d\sigma^2 = \infty.
\]

If we now consider the prior \(\pi_1(\mu, \sigma^2) = 1/\sigma\), the minimal training sample
size is 3 since

\[
\int e^{-\{(x_1-\mu)^2+(x_2-\mu)^2\}/2\sigma^2} \sigma^{-3} d\mu \, d\sigma^2
= \int_{0}^{\infty} \sigma^{-2} e^{-s^2/2\sigma^2} \, d\sigma^2
= \int_{0}^{\infty} \omega^{-1} e^{-s^2/2\omega} \, d\omega = \infty,
\]

which is a good argument in favor of \(\pi_0\) against \(\pi_1\).

The idea is then to use a minimal training sample, \(x_{(\ell)}\) say, to “properize”
the improper prior \(\pi\) into \(\pi(\cdot|x_{(\ell)})\), and then to use this posterior distribution *as if* it were a regular proper prior for the remainder of the sample,

\(^4\) This section, which may be skipped on a first reading, contains more advanced ma-
terial on the so-called intrinsic priors developed by Berger and Pericchi (1996a,b). It
will not be used in the rest of the book, except in Chapter 7. See Berger and Pericchi
(2001) for a much more detailed review, upon which this section is based.
x_{(-\ell)} say, in order to avoid the data twice, as in the proposal of Aitkin (1991). When facing a hypothesis $H_0$ with a prior distribution $\pi_0$, with a broader alternative $H_1$ with a prior distribution $\pi_1$, if the minimal training sample under $H_1$ is such that $\pi_0(\cdot|x_{(\ell)})$ is also proper, the pseudo-Bayes factor
\begin{equation}
B_{10}^{(\ell)} = \frac{\int_{\Theta_1} f_1(x_{(-\ell)}|\theta_1)\pi_1(\theta_1|x_{(\ell)})d\theta_1}{\int_{\Theta_0} f_0(x_{(-\ell)}|\theta_0)\pi_0(\theta_0|x_{(\ell)})d\theta_0}
\end{equation}
is then independent from the normalizing constants used in both $\pi_0$ and $\pi_1$. To see this more clearly, consider the following representation proposed in Berger and Pericchi (2001).

**Lemma 5.2.12** In the case of independent distributions, the pseudo-Bayes factor can be written as
\begin{equation}
B_{10}^{(\ell)} = B_{10}(x) \times B_{01}(x_{(\ell)}),
\end{equation}
with
\begin{equation}
B_{10}(x) = \frac{\int_{\Theta_1} f_1(x|\theta_1)\pi_1(\theta_1)d\theta_1}{\int_{\Theta_0} f_0(x|\theta_0)\pi_0(\theta_0)d\theta_0},
\end{equation}
and
\begin{equation}
B_{01}(x_{(\ell)}) = \frac{\int_{\Theta_0} f_0(x_{(\ell)}|\theta_0)\pi_0(\theta_0)d\theta_0}{\int_{\Theta_1} f_1(x_{(\ell)}|\theta_1)\pi_1(\theta_1)d\theta_1}.
\end{equation}

In this decomposition, $B_{10}(x)$ and $B_{01}(x_{(\ell)})$ are the Bayes factors computed for the unnormalized priors $\pi_1$ and $\pi_0$, for the whole sample $x$ and the training sample $x_{(\ell)}$, respectively, as if these were regular priors. It is then straightforward to see that multiplying $\pi_0$ by $c_0$ and $\pi_1$ by $c_1$ has no influence on $B_{10}^{(\ell)}$ because these constants cancel. Notice the interesting inversion from $B_{10}(x)$ to $B_{01}(x_{(\ell)})$: the training sample effect is removed from the Bayes factor $B_{10}(x)$.

While the normalizing constant problem disappears, a remaining difficulty is that the solution $B_{10}^{(\ell)}$ is not strictly Bayesian. Moreover, besides sequential sampling, there is no obvious choice for $x_{(\ell)}$, while this choice of the training sample influences the resulting value of $B_{10}(x)$ (and thus violates the Likelihood Principle).

**Example 5.2.13 (Example 5.2.11 continued)** If $H_0 : \mu = 0$, with $\pi_0(\sigma^2) = 1/\sigma^2$, and $H_1 : \mu \neq 0$, with $\pi_1(\mu, \sigma^2) = 1/\sigma^2$, the minimal training sample of size 2 under $H_1$. Then
\begin{equation}
\pi_1(\mu, \sigma^2|x_1, x_2) = \frac{1}{\sigma} \exp\{-2(\mu - \bar{x}_1)^2/2\sigma^2\} s_1^5 \sigma^{-3} e^{-s_1^2/2\sigma^2},
\end{equation}
and
\begin{equation}
\pi_0(\sigma^2|x_1, x_2) = \frac{s_0^6}{\sigma^4} e^{-s_0^2/2\sigma^2},
\end{equation}
with the following notations:
\begin{align*}
\bar{x}_1 &= \frac{x_1 + x_2}{2}, & s_1^2 &= \frac{(x_1 - x_2)^2}{2}, & s_0^2 &= x_1^2 + x_2^2.
\end{align*}
Then
\[ B^{(2)}_{10} = \frac{s_1^5 \int_0^{-\frac{1}{2}} e^{-\frac{(n-2)(\bar{x}_2-\mu)^2}{2\sigma^2} - \frac{2(\mu-\bar{x}_1)^2}{2\sigma^2} - \frac{s_1^2-s_2^2}{2\sigma^2} - \frac{1}{2\sigma^2} d\mu d\sigma^2}}}{s_0^6 \int_0^{\infty} e^{-\frac{s_2^2}{2\sigma^2} - \frac{1}{2\sigma^2} d\sigma} \]
depends on the choice of \((x_1, x_2)\) through \((\bar{x}_1 - \bar{x}_2)^2, s_1^2, s_0^2\) (see Exercise 5.14).

A way to remove this dependence on the training sample is to average the different pseudo-Bayes factors (5.2.6) over all the possible training samples \(x(\ell)\). The next difficulty is to decide what kind of averaging should be used here. For instance, Berger and Pericchi (1996a, 1998, 2001) list

- the arithmetic intrinsic Bayes factor,

\[ (5.2.7) \quad B^A_{10} = \frac{1}{L} \sum_{x(\ell)} B^{(\ell)}_{10} = B_{10}(x) \frac{1}{L} \sum_{x(\ell)} B_{01}(x(\ell)), \]

where \(L\) is the number of different training samples;

- the geometric intrinsic Bayes factor,

\[ (5.2.8) B^G_{10} = \exp \frac{1}{L} \sum_{x(\ell)} \log B^{(\ell)}_{10} = B_{10}(x) \exp \frac{1}{L} \sum_{x(\ell)} \log B_{01}(x(\ell)); \]

and

- the median intrinsic Bayes factor,

\[ (5.2.9) \quad B^M_{10} = \text{med} B^{(\ell)}_{10} = B_{10}(x) \text{med} B_{01}(x(\ell)), \]

where \(\text{med} B^{(\ell)}_{10}\) denotes the median of the \(B^{(\ell)}_{10}\) over the different training samples.

Although these solutions all come close to a Bayesian answer, in particular by using the data only once (Exercise 5.15) by separating the part used to “properize” the improper prior and the part used to run the test, none of the above is a true Bayesian answer. We will discuss below more serious drawbacks to these different intrinsic Bayes factors, but it appears that they sometimes correspond to genuine Bayes factors under different prior distributions, called intrinsic priors in Berger and Pericchi (1996a, 1998).\(^5\) (This phenomenon will also occur in Section 5.3.5 with Berger and Sellke’s (1987) lower bounds.)

**Example 5.2.14** (Berger and Pericchi (1998)) In the \(N(\theta, 1)\) case, when \(H_0 : \theta = 0\) and \(\pi_1(\theta) = 1\), for a sample \((x_1, \ldots, x_n)\), the arithmetic intrinsic Bayes factor,

\[ B^A_{10} = B_{10}(x) \frac{1}{\sqrt{2\pi n}} \sum_{i=1}^n e^{-x_i^2/2}, \]

\(^5\) The name *intrinsic* associated with the Bayes factor and the corresponding prior tries to convey an idea of quantities solely derived from the distribution, but the diversity of possible answers shows this is somehow a misnomer!
is almost identical to the regular Bayes factor associated with a normal \( \mathcal{N}(0, 2) \) prior under \( H_1 \).

Example 5.2.15 (Berger and Pericchi (1998)) For \( x_1, \ldots, x_n \) i.i.d. observations from a translated exponential distribution, with density \( \exp(\theta - x) \mathbb{I}_{x \geq \theta} \), if \( H_0 : \theta = \theta_0 \) and \( H_1 : \theta > \theta_0 \), with \( \pi_1(\theta) = 1 \),

\[
B_{10}^A = B_{10}(x) \left( \frac{1}{n} \sum_{i=1}^{n} \left[ e^{x_i - \theta_0} - 1 \right]^{-1} \right),
\]

which corresponds to the regular Bayes factor associated with the proper prior

\[
\pi_2(\theta) = e^{\theta_0 - \theta} \left( 1 - \log \left( 1 - e^{\theta_0 - \theta} \right) \right),
\]

which behaves as indicated on Figure 5.2.6.

O’Hagan (1995) introduces an alternative to intrinsic Bayes factors that avoids the selection of—and the subsequent averaging over—training samples. His idea is to use a fraction \( b \) of the likelihood to properize the prior, that is, to take \( 0 < b < 1 \) such that

\[
\int_{\Theta_0} f_0(x|\theta_0)^b \pi_0(\theta_0) d\theta_0 < \infty
\]
and
\[ \int_{\Theta_1} f_1(x|\theta_1)^b \pi_1(\theta_1) d\theta_1 < \infty. \]
The remaining fraction \((1 - b)\) of the likelihood is then used to run the test, as in the intrinsic Bayes factor case. The \textit{fractional Bayes factor} is thus defined as
\[
B_{10}^F = \frac{\int_{\Theta_1} f_1(x|\theta_1)^{1-b} \pi_1(\theta_1|x) d\theta_1}{\int_{\Theta_0} f_0(x|\theta_0)^{1-b} \pi_0(\theta_0|x) d\theta_0}
\]
(5.2.10)
\[
= B_{10}(x) \frac{\int_{\Theta_0} f_0(x|\theta_0)^b \pi_0(\theta_0) d\theta_0}{\int_{\Theta_1} f_1(x|\theta_1)^b \pi_1(\theta_1) d\theta_1},
\]
where \(\pi_0^b(\theta_0|x)\) and \(\pi_1^b(\theta_1|x)\) denote the pseudo-posteriors associated with \(f_0(x|\theta_0)^b\) and \(f_1(x|\theta_1)^b\), respectively. For exponential families, the fraction \(b\) clearly corresponds to a training sample size, since for \(n\) observations from an exponential family with sufficient statistic \(T\),
\[
\exp\{\theta \cdot n T(x) - n \Psi(\theta)\}^b = \exp\{\theta \cdot [bn] T(x) - [bn] \Psi(\theta)\}.
\]
For other distributions, the fraction \(b\) must be determined through a more ad-hoc approach (see O’Hagan (1995, 1997)).

As in the intrinsic Bayes factor case, there exist occurrences where this solution is equal to a regular Bayes factor with a corresponding “intrinsic” prior.

**Example 5.2.16 (Example 5.2.14 continued)** For any \(0 < b < 1\),
\[
B_{10}^F = \frac{\int e^{-n(1-b)(\bar{x}-\theta)^2/2} \sqrt{b} e^{-n(b(\bar{x}-\theta)^2/2} d\theta}{\sqrt{2\pi} e^{-n(1-b)\bar{x}^2/2}}
\]
(5.2.11)
\[
= \sqrt{b} e^{n(1-b)\bar{x}^2/2},
\]
which is equal to the Bayes factor associated with the proper \(\theta \sim \mathcal{N}(0, (1-b)/nb)\) under \(H_1\).

There are, however, enough difficulties with these pseudo-Bayes factors to make us question their use in testing and model choice problems:

(i) Bayes factors, when associated with proper priors, do satisfy some \textit{coherence} properties such as
\[
B_{12} = B_{10} B_{02} \quad \text{and} \quad B_{01} = 1/B_{10}.
\]
Most pseudo-Bayes factors do not, even though the fractional Bayes factor satisfies \(B_{01}^F = 1/B_{10}^F\).

(ii) When the pseudo-Bayes factors can be expressed as true Bayes factors, the corresponding intrinsic priors are not necessarily appealing, as shown in Example 5.2.14 for the arithmetic Bayes factor and in Example 5.2.16 for the fractional Bayes factor, and these priors do depend on the choice of the improper reference priors \(\pi_0\) and \(\pi_1\), hence are hardly intrinsic.
(iii) Following the above point, the pseudo-Bayes factors may also exhibit a bias in favor of one of the hypotheses, in the sense that they can be expressed as a true Bayes factor multiplied by a certain factor.

**Example 5.2.17 (Example 5.2.15 continued)** For the median intrinsic Bayes factor,

\[
B_{10}^M = B_{10}(x) \left[ e^{\text{med}(x_i) - \theta_0} \right]^{-1}
\]

(5.2.12)

where \( B_{10}(x) \) is the Bayes factor associated with the prior \( \pi_3(\theta) \propto (2 \exp\{\theta - \theta_0\} - 1)^{-1} \), which, while being similar to \( \pi_2 \), does not provide exactly the same coverage of regions near 1.

In such cases, the pseudo-Bayes factors can be seen as modifying the probabilities of both hypotheses from the reference value 1/2, a feature we will also encounter for least favorables bounds in Section 2.5.2.

(iv) Most often, however, the pseudo-Bayes factors do not correspond to any true Bayes factor, and they may give strongly biased solutions. For instance, Berger and Pericchi (2001) state that arithmetic intrinsic Bayes factors do not have intrinsic priors for most one-sided testing problems.

**Example 5.2.18 (Example 5.2.15 continued)** The fractional Bayes factor,

\[
B_{10}^F = B_{10}(x)bn \left\{ e^{-bn(x(1) - \theta_0)} - 1 \right\}^{-1},
\]

(5.2.13)

is always larger than 1, thus, always favors the alternative hypothesis, according to Jeffreys’ scale. This paradoxical behavior can be related to the fact that the fraction \( b \) does not modify the indicator function.

(v) Pseudo-Bayes factors may simply not exist for a whole class of models.

**Example 5.2.19** Mixtures of normal distributions

\[ p\mathcal{N}(\mu_1, \sigma_1^2) + (1 - p)\mathcal{N}(\mu_2, \sigma_2^2) \]

were presented in Example 1.1.6. As shown in Exercise 1.57, improper priors of the form \( \pi_1(\mu_1, \sigma_1)\pi_2(\mu_2, \sigma_2) \) cannot be used in this setting, whatever the sample size \( n \). (The fundamental reason for this is that there is a probability \((1 - p)^n\) that no observation is associated with the first component \( \mathcal{N}(\mu_1, \sigma_1^2) \).) Therefore, standard noninformative priors do not allow for training samples and intrinsic Bayes factors cannot be constructed. The same applies to fractional Bayes factors (see Exercise 5.21).

(vi) As shown in this section, there are many ways of defining pseudo-Bayes factors and, while most are arguably logical, there is no coherent way...
of ordering them. Pseudo-Bayes factors, as defined here, do agree with the Likelihood Principle, but the multiplication of possible answers, even if those are close, is not a good signal to users.\(^6\) Similarly, there is no clear-cut procedure for the choice of the fraction \(b\) in the fractional Bayes factors, since the minimal training sample size is not always clearly defined.

(vii) The issue of computing pseudo-Bayes factors has not been mentioned so far, for lack of appropriate tools, which will be introduced in Chapters 6 and 7. But each Bayes factor \(B_{10}^{(l)}\) may be a complex integral and the derivation of the averaged intrinsic Bayes factor may involve \(\binom{m}{n}\) integrals of this kind, if \(m\) is the minimal training sample size. Fractional Bayes factors are easier to compute in exponential settings, but other distributions are much more difficult to handle (Exercise 5.22).

### 5.3 Comparisons with the classical approach

#### 5.3.1 UMP and UMPU tests

The classical approach to testing theory is the theory of Neyman–Pearson, as presented, for instance, in Lehmann (1986). For the \(0–1\) loss, denoted \(L\) below, the frequentist notion of optimality is based on the power of a test, defined as follows:

**Definition 5.3.1** The power of a testing procedure \(\varphi\) is the probability of rejecting \(H_0\) under the alternative hypothesis, that is, \(\beta(\theta) = 1 - \mathbb{E}_\theta[\varphi(x)]\) when \(\theta \in \Theta_1\). The quantity \(1 - \beta(\theta)\) is called type–two error, while the type–one error is \(\mathbb{E}_\theta[\varphi(x)]\) when \(\theta \in \Theta_0\).

Optimal frequentist tests are then those that minimize the risk \(\mathbb{E}_\theta[L(\theta, \varphi(x))]\) only under \(H_1\):

**Definition 5.3.2** If \(\alpha \in ]0, 1[\) and \(C_\alpha\) is the class of the procedures \(\varphi\) satisfying the following constraint on the type I error:

\[
\sup_{\theta \in \Theta_0} \mathbb{E}_\theta[L(\theta, \varphi(x))] = \sup_{\theta \in \Theta_0} P_\theta(\varphi(x) = 0) \leq \alpha,
\]

a test procedure \(\varphi\) is said to be uniformly most powerful at level \(\alpha\) (UMP) if it minimizes the risk \(\mathbb{E}_\theta[L(\theta, \varphi(x))]\) uniformly on \(\Theta_1\) in \(C_\alpha\).

This optimality is much weaker than the notion of admissibility developed in Section 2.4. In fact, the loss is bidimensional in this setting because of the restriction on the type I error, namely, \(\sup_{\Theta_0} \mathbb{E}_\theta[L(\theta, \varphi)] \leq \alpha\). This

\(^6\) Berger and Pericchi (2001) argue that the multiplicity of intrinsic Bayes factors is no more worrying than the multiplicity of possible default priors. The parallel is slightly flawed, though, because every default prior induces a multiplicity of intrinsic Bayes factors!
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restriction is usually necessary to obtain an optimal test procedure, since the risk functions of admissible procedures do cross, but:

(i) It produces a situation of asymmetry between the null and the alternative hypotheses, which induces an unnatural behavior for the test procedures. In fact, since the type I error is fixed, a balance between the two types of error (acceptance under \( H_1 \) and rejection under \( H_0 \)) is impossible, hence a much bigger type II error. This asymmetry is also responsible for the theory bypassing minimaxity considerations. For instance, this is the case when the two hypotheses \( H_0 \) and \( H_1 \) are contiguous, that is, when it is possible to go from \( \Theta_0 \) to \( \Theta_1 \) by a continuous transformation.

(ii) It implies the selection of a significance level \( \alpha \) by the decision maker, in addition to the choice of the loss function \( L \), and this generally leads to the call to “standard” levels, 0.05 or 0.01, and the drawbacks of these “universal” levels (see below).

(iii) It does not necessarily imply a sufficient reduction of the class of test procedures and does not always allow for the selection of a unique optimal procedure. It is sometimes necessary to impose further constraints on these classes.

In the simplest case, in which null and alternative hypotheses are point hypotheses, \( H_0 : \theta = \theta_0 \) versus \( H_1 : \theta = \theta_1 \), the Neyman–Pearson lemma establishes that there exist UMP test procedures and that they are of the form\(^7\)

\[
\varphi(x) = \begin{cases} 
1 & \text{if } f(x|\theta_1) < kf(x|\theta_0), \\
0 & \text{otherwise},
\end{cases}
\]

\( k \) being related to the selected significance level \( \alpha \). Obviously, the fact that \( \Theta_1 \) is reduced to \( \{\theta_1\} \) is quite helpful, since it allows for a total ordering of the procedures of \( C_\alpha \). For monotone likelihood ratio families, that is, parametrized families for which there exists a statistic \( T(x) \) such that

\[
\frac{f(x|\theta')}{f(x|\theta)}
\]

is increasing in \( T(x) \) for \( \theta' > \theta \), Karlin and Rubin (1956) have established the following extension of the Neyman–Pearson lemma (see Lehmann (1986, p. 79) for a proof).

**Proposition 5.3.3** Consider \( f(x|\theta) \) with a monotone likelihood ratio in \( T(x) \). For \( H_0 : \theta \leq \theta_0 \) and \( H_1 : \theta > \theta_0 \) there exists a UMP test such that

\[
\varphi(x) = \begin{cases} 
1 & \text{if } T(x) < c, \\
\gamma & \text{if } T(x) = c, \\
0 & \text{otherwise},
\end{cases}
\]

\(7\) Conserving the interpretation that a test procedure is an estimator of \( \mathbb{I}_{\Theta_0}(\theta) \), the test procedures in this book are complements to 1 of the classical Neyman–Pearson procedures, for which a value of 1 corresponds to the rejection of \( H_0 \).
\( \gamma \) and \( c \) being determined by the constraint

\[
\mathbb{E}_{\theta_0}[\varphi(x)] = \alpha.
\]

Karlin and Rubin (1956) have also shown that, for the loss functions of the class (5.2.1), the test procedures provided in Theorem 5.3.3 form an essentially complete class, that is, a class of procedures large enough to be at least as good as any other procedure (see Chapter 8). Moreover, if the support of the distribution \( f(x|\theta) \) is independent of \( \theta \), the class obtained in Proposition 5.3.3 is minimal essentially complete: it cannot be reduced any further (see Lehmann (1986, pp. 82-83)), and therefore only contains optimal procedures.

Notice that an important class of monotone likelihood ratio families consists of the exponential families, since

\[
\frac{f(x|\theta')}{f(x|\theta)} = \frac{e^{\theta'x - \psi(\theta')}}{e^{\theta x - \psi(\theta)}} = \frac{e^{(\theta' - \theta)x}}{e^{\psi(\theta') - \psi(\theta)}}
\]

is increasing in \( x \). Pfanzagl (1968) has also established a reciprocal to Proposition 5.3.3 in the spirit of the Pitman–Koopman lemma (see Section 3.3.3), namely, that the existence of a UMP test for every sample size and a given level \( \alpha \) implies that the distribution belongs to an exponential family.

**Example 5.3.4** Consider \( x \sim P(\lambda) \) and \( H_0 : \lambda \leq \lambda_0, H_1 : \lambda > \lambda_0 \). For \( m \) independent observations from this distribution, a sufficient statistic is \( s = \sum_i x_i \sim P(m\lambda) \) and, according to Proposition 5.3.3, a UMP test is given by

\[
\varphi(x) = \begin{cases} 
1 & \text{if } s < k, \\
\gamma & \text{if } s = k, \\
0 & \text{otherwise},
\end{cases}
\]

for \( \mathbb{E}_{\lambda_0}[\varphi(x)] = P_{m\lambda_0}(s > k) + \gamma P_{m\lambda_0}(s = k) = \alpha. \) \( \Box \)

Proposition 5.3.3 and the above example stresses a major difficulty with the Neyman–Pearson approach, namely, that arbitrary significance levels are not necessarily attainable unless one calls for randomization. Indeed, as the decision space is \( D = \{0,1\} \), \( \varphi(x) = \gamma \) means that \( \varphi(x) = 1 \) with probability \( \gamma \) (and 0 otherwise). Such procedures are obviously incompatible with the Likelihood Principle, although they only appear for discrete cases. Lehmann (1986) indicates that the significance level \( \alpha \) should be modified until randomization is avoided, but this modification induces another drawback: the choice of the significance level depends on the observation, not on a utility function.

Moreover, Proposition 5.3.3 only applies to one-sided hypotheses. In a particular case of two-sided hypotheses, we can exhibit an optimality result (see Lehmann (1986, pp. 101–103)).
Proposition 5.3.5  Consider an exponential family

\[ f(x|\theta) = e^{\theta T(x) - \psi(\theta)} h(x) \]

and \( H_0 : \theta \leq \theta_1 \) or \( \theta \geq \theta_2 \), \( H_1 : \theta_1 < \theta < \theta_2 \). There exists a UMP test of the form

\[ \varphi(x) = \begin{cases} 
0 & \text{if } c_1 < T(x) < c_2, \\
\gamma_i & \text{if } T(x) = c_i \quad (i = 1, 2), \\
1 & \text{otherwise},
\end{cases} \]

with \((i = 1, 2)\)

\[ \mathbb{E}_{\theta_i}[\varphi(x)] = \alpha. \]

However, there is no corresponding UMP test for the opposite case, i.e., \( H_0 : \theta_1 \leq \theta \leq \theta_2 \). This paradox illustrates quite forcibly the lack of symmetry—and therefore of coherence—of the UMP criterion, but is also quite puzzling, and casts a doubt on the validity of the Neyman–Pearson analysis or the relevance of a symmetric loss like the \( 0 - 1 \) loss. In these cases, the Neyman–Pearson solution is to propose an additional reduction of the class of test procedures by considering unbiased tests, i.e., those also satisfying

\[ \sup_{\Theta_0} P_{\theta}(\varphi(x) = 0) \leq \inf_{\Theta_1} P_{\theta}(\varphi(x) = 0). \]

In other words, \( \varphi \) must also satisfy

\[ \inf_{\Theta_0} \mathbb{E}_{\theta}[\varphi(x)] \geq \sup_{\Theta_1} \mathbb{E}_{\theta}[\varphi(x)]. \]

The notion of uniformly most powerful unbiased tests (UMPU) then follows. However, this restriction induces a further asymmetry between \( H_0 \) and \( H_1 \). Although intuitively acceptable, this notion of unbiasedness is yet another example of the restrictions imposed by the frequentist approach to optimality which denature the true purpose of Decision Theory.

Example 5.3.6  If, for \( x \sim N(\theta, 1) \), we test \( H_0 : \theta = 0 \) versus \( H_1 : \theta \neq 0 \), there is no UMP test. A UMPU test at level \( \alpha = 0.05 \) is

\[ \varphi(x) = \begin{cases} 
1 & \text{if } |x| \leq 1.96, \\
0 & \text{otherwise}.
\end{cases} \]

5.3.2 Least favorable prior distributions

When no UMPU test is available, it gets quite difficult for the classical approach to defend, or even construct, a specific testing procedure. Apart from restricting any further the class of acceptable procedures, a customary approach is to consider the likelihood ratio

\[ \frac{\sup_{\theta \in \Theta_0} f(x|\theta)}{\sup_{\theta \in \Theta_1} f(x|\theta)} \]

(5.3.1)
and its distribution, or to base the test upon the asymptotic distribution of (5.3.1). This ratio exhibits a link with the Bayesian approach, since, as mentioned above, it appears as a Bayes factor for a prior distribution \( \pi \) that is supported by \( \hat{\theta}_0 \) and \( \hat{\theta}_1 \), maximum likelihood estimators of \( \theta \) on \( \Theta_0 \) and \( \Theta_1 \). This analysis is rather formal, since Dirac masses are artificial priors and, moreover, the \( \hat{\theta}_i \)'s depend on the observation. However, it also indicates that the likelihood ratio has a Bayesian motivation.

Relations between Bayesian testing procedures and Neyman–Pearson optimal tests are given in Lehmann (1986) through the notion of a least favorable distribution, described below.\(^8\) Consider \( H_0 : \theta \in \Theta_0, H_1 : \theta = \theta_1 \) with \( \pi \) a prior distribution on \( \Theta_0 \). From a Bayesian point of view, the test problem can be represented as the test of \( H_\pi : x \sim m_\pi \) versus \( H_1 : x \sim f(x|\theta_1) \), where \( m \) is the marginal distribution under \( H_0 \)

\[
m_\pi(x) = \int_{\Theta_0} f(x|\theta)\pi(\theta) \, d\theta.
\]

Since both hypotheses (\( H_\pi \) and \( H_1 \)) are point hypotheses, the Neyman–Pearson lemma ensures the existence of a UMP test \( \varphi_\pi \), at significance level \( \alpha \), with power \( \beta_\pi = P_{\theta_1}(\varphi_\pi(x) = 0) \). This test is of the form

\[
\varphi_\pi(x) = \begin{cases} 
1 & \text{if } m_\pi(x) > kf(x|\theta_1), \\
0 & \text{otherwise}.
\end{cases}
\]

**Definition 5.3.7** A least favorable distribution is any prior distribution \( \pi \) which maximizes the power \( \beta_\pi \).

This definition is used in the following result (Lehmann (1986, p. 105)).

**Theorem 5.3.8** Consider \( H_0 : \theta \in \Theta_0 \) to be tested against a point alternative \( H_1 : \theta = \theta_1 \). If the UMP test \( \varphi_\pi \) at level \( \alpha \) for \( H_\pi \) versus \( H_1 \) satisfies

\[
\sup_{\theta \in \Theta_0} E_\theta[L(\theta, \varphi_\pi)] \leq \alpha,
\]

then

(i) \( \varphi_\pi \) is UMP at level \( \alpha \);

(ii) if \( \varphi_\pi \) is the unique \( \alpha \)-level test of \( H_\pi \) versus \( H_1 \), \( \varphi_\pi \) is the unique UMP test at level \( \alpha \) to test \( H_0 \) versus \( H_1 \); and

(iii) \( \pi \) is a least favorable distribution.

The constraint in the above theorem may seem unnecessary, but notice that \( \varphi_\pi \) is defined by

\[
\int_{\{m_\pi(x) > kf(x|\theta_1)\}} m_\pi(x) \, dx = \alpha.
\]

\(^8\) The remainder of Section 5.3.2 is not used later. The connection stressed here is of lesser importance than the corresponding relation obtained in minimaxity theory (see Section 2.4.3). Moreover, it only applies to specific cases and does not validate any further the classical answers, which still cannot be obtained as limits of Bayesian procedures (see Section 5.4).
This relation does not guarantee that $E_\theta[L(\theta, \varphi_\pi)] \leq \alpha$ for every $\theta \in \Theta_0$.

5.3.3 Criticisms

Theorem 5.3.8 exhibits a connection between Bayesian and UMP tests in the same vein that least favorable distributions lead to minimax estimators in point estimation problems with a value (see Section 2.4), although the Bayes procedure corresponds to a modified testing problem involving $\pi$. We do not pursue this connection any further because, like other authors, we oppose the Neyman–Pearson approach as a whole. Indeed, in addition to the randomization problems mentioned above, a major drawback of this perspective is to restrict the decision space to the couple $\{0, 1\}$, thus to force a categorical decision. It seems to us that a more adaptive answer is preferable. Moreover, UMP (and UMPT) tests, when they exist, depend on an evaluation measure (the significance level $\alpha$) not reconsidered after the observation. For instance, in Example 5.3.6, the level being fixed at 0.05, the classical answer is identical for $x = 1.96$ and $x = 100$. From a purely decision-theoretic point of view, it also seems paradoxical to force the inferential procedures into a restricted framework, since it can (and does) lead to suboptimal procedures. In particular, the notion of unbiasedness, which has been successfully removed from point estimation tools by the Stein effect (Note 2.8.2), should also disappear from the testing machinery.

A more fundamental criticism of the Neyman–Pearson approach (and, basically, of every frequentist approach) is that it bases rejection of $H_0$ on unlikely events that did not occur, to quote Jeffreys (1961). In fact, a UMP rejection region is of the form

$$\{T(X) \geq T(x)\}$$

if the distribution has monotone likelihood ratio in $T$, since, under the null hypothesis,

$$P(T(X) \geq T(x)) < \alpha. \quad (5.3.2)$$

However, the event which actually occurs is $\{T(X) = T(x)\}$. There is therefore a loss of information in the (classical) decision process which is usually biased against the null hypothesis. Indeed, the region $\{T(X) \geq T(x)\}$ is relatively more unlikely than a neighborhood of $T(x)$, thus explaining the more optimistic values of the Bayesian answers (see Section 5.3.5). Of course, the only coherent approach which allows for conditioning on $\{T(X) = T(x)\}$, that is, on the observation, is the Bayesian approach. On the contrary, to choose a procedure on the basis of (5.3.2) involves the whole distribution of $x$, and thus potentially contradicts the Likelihood Principle, as shown by Examples 1.3.4 and 1.3.6. In fact, the Stopping Rule Principle cannot allow for a frequency-based theory of tests because the distribution of the sample size should not be relevant for the selection of a testing procedure. There is indeed this apparent paradox with the Likelihood Principle that a procedure based on a likelihood ratio is acceptable provided it does
not involve the distribution of this ratio.

**Example 5.3.9** The *chi-squared test* is a simple (if not always justified) procedure to test the goodness-of-fit of a sample to a distribution (or to a family of distributions). If the sample of size \(n\) is divided into \(k\) classes, with theoretical sizes \(N_i = np_i\) and observed sizes \(n_i\), it follows from the Central Limit Theorem that
\[
D^2 = \sum_{i=1}^{k} \frac{(n_i - N_i)^2}{N_i}
\]
is approximately distributed as a \(\chi^2\) random variable, the degrees of freedom \(\ell\) depending on the problem. (It is usually \(k - 1\) minus the number of estimated parameters.) As pointed out by Jeffreys (1961), the classical approach rejects the null hypothesis (of goodness-of-fit to the proposed family of distributions) if \(D^2\) is too large, for instance, if
\[
P(z > D^2) < 0.05
\]
for \(z \sim \chi^2\). However, there is no reason to accept the null hypothesis (that is, that \(D^2\) is approximately distributed as \(\chi^2\)) if
\[
P(z < D^2) \leq 0.05,
\]
since such values of \(D^2\) are not more compatible with the distribution than when \(P(z > D^2) \leq 0.05\). From this point of view, it would also be justified to reject the validity of the null hypothesis, but the classical approach fails to do so.

**Example 5.3.10** A well known Bayesian criticism of Neyman–Pearson theory is the following opposition exhibited by Lindley (1957, 1961). Consider \(\bar{x}_n \sim \mathcal{N}(0, 1/n)\) the average of a normal sample and \(\theta \sim \mathcal{N}(0, 1)\). To test \(H_0 : \theta = 0\) versus \(H_1 : \theta \neq 0\), the corresponding UMPU tests only depend on \(z_n = |x_n|\sqrt{n}\). Consider \(z_n = 1.97\). At the significance level 5%, the test procedure rejects \(H_0\) for every \(n\). On the contrary, the Bayesian posterior probability of \(H_0\) is (see Example 5.2.4)
\[
\pi(\theta = 0|z_n) = \left(1 + \frac{1 - \varrho_0}{\varrho_0} \frac{1}{\sqrt{n+1}} \exp\{z_n^2 n / 2(n+1)\}\right)^{-1},
\]
and thus goes to 1 as \(n\) goes to infinity. Actually, this result holds for most prior distributions, owing to the asymptotic normality of the posterior distributions (see Hartigan (1983)). This paradox can be related to Kepler’s problem (see Jeffreys (1961) or Berger (1985a)), which is that, in astronomy, a null hypothesis—for instance, the elliptical nature of planet trajectories—is always rejected from a frequentist point of view for a sample size large enough, i.e., when enough observations have accumulated.

Another major difficulty with the Neyman–Pearson approach is that the selection of the level \(\alpha\) should be equivalent to the selection of the weights
5.3 Comparisons with the classical approach

$a_0$ and $a_1$ in the loss function, and thus should be based on utility considerations. Instead, the practice is to completely bypass this selection and, following a suggestion by Fisher (1956), it became a formal rule to adapt “classical” $\alpha$-levels of 5% or 1%, no matter what the problem, the sample size, or the type II error were. Since the Neyman–Pearson approach is quite predominant nowadays, this dogmatic attitude created a publication bias, since results of experiments which are not “significant at level 5%” are most often rejected by editors or even censored by the authors themselves in many fields, including biology, medicine, and the social sciences.

5.3.4 The $p$-values

Frequentists (and practitioners) tried to compensate for the drawbacks of the Neyman–Pearson approach by removing the significance level $\alpha$ and proposing an answer taking values in $[0, 1]$, and more importantly depending on the observations on a more adaptive way than comparing $T(x)$ with a given threshold separating acceptance and rejection. The following notion was first introduced by Fisher (1956).

**Definition 5.3.11** The $p$-value associated with a test is the smallest significance level $\alpha$ for which the null hypothesis is rejected.

A general definition for point-null hypotheses (see Thompson (1989)) considers that a $p$-value is any statistic with a uniform distribution under the null hypothesis, but it leads to the difficult problem of selecting one of these statistics, even though the same can be said about the test introduced in the above definition. Actually, if a test with rejection region $R_\alpha$ is available for every significance level $\alpha$ and if these regions are nested (that is, $R_\alpha \subset R_\beta$ if $\beta > \alpha$), the procedure

$$p(x) = \inf\{\alpha; x \in R_\alpha\}$$

is uniformly distributed if $\mathbb{E}_{\theta_0}[\mathbb{I}_{R_\alpha}(x)] = \alpha$ (see Goutis et al. (1996)). In the event of several contending tests, we suggest using the distribution of the likelihood ratio under the null hypothesis, if it is a point-null hypothesis.

**Example 5.3.12 (Example 5.3.6 continued)** Since the critical region (i.e., the rejection region for $H_0$) of the UMPU test is $\{|x| > k\}$, an usual $p$-value is

$$p(x) = \inf\{\alpha; |x| > k_\alpha\}$$

$$= P^X(|X| > |x|), \quad X \sim \mathcal{N}(0, 1)$$

$$= 1 - \Phi(|x|) + \Phi(|x|) = 2[1 - \Phi(|x|)].$$

Therefore, if $x = 1.68$, $p(x) = 0.10$ and, if $x = 1.96$, $p(x) = 0.05$. ||
Example 5.3.13 Consider $x \sim B(n, p)$, when the hypothesis to be tested is $H_0 : p = 1/2$ and $H_1 : p \neq 1/2$. The p-value associated with the likelihood ratio

$$\frac{f(x|1/2)}{\sup_p f(x|p)} = \frac{(1/2)^n}{(\frac{x}{n})^x (1 - \frac{x}{n})^{n-x}} \propto x^{-x}(n - x)^{-n-x}$$

is the function

$$\tilde{p}(x) = P_{1/2} \left( X^X (n - X)^{(n-X)} \leq x^x (n - x)^{(n-x)} \right),$$

where $X \sim B(n, 1/2)$.

P-values are thus adaptive procedures that can be acceptable from a frequentist point of view and that, furthermore, meet the requirements of Kiefer (1977) and Robinson (1979) for a conditional frequentist approach. However, they are still exposed to criticisms because

(i) p-values also evaluate the wrong quantity, namely, the probability of overpassing the observed value of the test statistic. They therefore contradict the Likelihood Principle by involving the whole distribution of the observation.

(ii) Even if derived from optimal test procedures, p-values have no intrinsic optimality because they are not evaluated under a loss function. In fact, as shown in Section 5.4, they may even be suboptimal.

(iii) The new decision space, $D = [0, 1]$, lacks a decision-theoretic foundation and thus the use of p-values is not made explicit. In particular, the p-values are often perceived as providing a frequentist approximation to $P(\theta \in \Theta_0|x)$, even though this expression is meaningless in a non-Bayesian setting.

(iv) From a classical perspective, p-values do not summarize all the information about the testing problem, since they should be compared with type-two errors, which are usually omitted from the analysis. Berger and Wolpert (1988) illustrate the danger of using only p-values by the following example. If $x \sim N(\theta, 1/2)$, to test $\theta = -1$ versus $\theta = 1$ when $x = 0$ leads to an (UMP) p-value of 0.072, seemingly indicating a strong rejection of the null hypothesis, although the corresponding p-value for the test reversing $H_0$ and $H_1$ takes exactly the same value. In fact, while a rejection of $H_0$ should not always imply acceptance of $H_1$, practitioners often consider p-values as the testing procedure and they assume that it encompasses all the information about the testing problem, thus ending with this implication.

5.3.5 Least favorable Bayesian answers

The problem of evaluating p-values under an adapted loss is considered in Section 5.4. We conclude this section with a comparison of p-values
with their Bayesian counterparts, the posterior probabilities. To consider the lower posterior probability on a class of prior distributions provides a Bayesian least favorable answer with respect to the null hypothesis. This lower bound cannot be considered as a noninformative procedure, since it enhances the prior most opposed to the null hypothesis, and is both biased against \( H_0 \) and dependent on the observation. It should be interpreted as an indicator of the range of the posterior probabilities, the most favorable answer being 1. An extensive literature is now available on this approach and we refer to Berger and Sellke (1987), Berger and Delampady (1987) and Berger and Mortera (1991) for additional references. Note 5.7.4 presents a different perspective of Berger, Boukai and Wang (1997) that reconciles frequentist and Bayesian testing by modifying the decision-theoretic framework.

Berger and Sellke (1987) and Berger and Delampady (1987) consider the case of a point-null hypothesis, \( H_0 : \theta = \theta_0 \), against the alternative hypothesis \( H_1 : \theta \neq \theta_0 \). For a family \( G \) of prior distributions on the alternative hypothesis, the evaluation measures of the veracity of \( H_0 \) are given by the lower bounds

\[
B(x, G) = \inf_{g \in G} \frac{f(x|\theta_0)}{\int_{\Theta} f(x|\theta)g(\theta) \, d\theta}, \\
P(x, G) = \inf_{g \in G} \frac{f(x|\theta_0)}{f(x|\theta_0) + \int_{\Theta} f(x|\theta)g(\theta) \, d\theta}
\]
on the Bayes factors and posterior probabilities (for \( \varrho_0 = 1/2 \), considered to give equal weights to both hypotheses). These bounds can also be written as

\[
B(x, G) = \sup_{g \in G} \frac{f(x|\theta_0)}{\int_{\Theta} f(x|\theta)g(\theta) \, d\theta}, \\
P(x, G) = \left[ 1 + \frac{1}{B(x, G)} \right]^{-1}.
\]

They obviously vary, depending on the class \( G \) considered. In the more general case, i.e., when \( G \) is \( G_A \), the set of all prior distributions, the following result is straightforward.

**Lemma 5.3.14** If there exists a maximum likelihood estimator of \( \theta, \hat{\theta}(x) \), the lower bounds on the Bayes factors and posterior probabilities of \( H_0 \) are, respectively,

\[
B(x, G_A) = \frac{f(x|\theta_0)}{f(x|\hat{\theta}(x))}, \\
P(x, G_A) = \left[ 1 + \frac{f(x|\hat{\theta}(x))}{f(x|\theta_0)} \right]^{-1}.
\]

A consequence of Lemma 5.3.14 is that the Bayesian answer will never strongly favor the null hypothesis, since

\[
B(x, G_A) \leq 1, \quad P(x, G_A) \leq \frac{1}{2}.
\]

This behavior is not particularly surprising because the lower bounds correspond to the worst possible choice of \( g \) with respect to \( H_0 \). A more surprising
Table 5.3.1. Comparison between $p$-values and Bayesian answers in the normal case. (Source: Berger and Sellke (1987).)

<table>
<thead>
<tr>
<th></th>
<th>0.10</th>
<th>0.05</th>
<th>0.01</th>
<th>0.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p$</td>
<td>0.205</td>
<td>0.128</td>
<td>0.035</td>
<td>0.004</td>
</tr>
<tr>
<td>$B$</td>
<td>0.256</td>
<td>0.146</td>
<td>0.036</td>
<td>0.004</td>
</tr>
</tbody>
</table>

phenomenon is that the decrease of these bounds when $|x|$ increases is much slower than for the $p$-values, as shown by the following example.

**Example 5.3.15 (Example 5.3.6 continued)** In the normal case, the lower bounds associated with $H_0 : \theta_0 = 0$ are

$$B(x, G_A) = e^{-x^2/2}$$

and

$$P(x, G_A) = \left(1 + e^{x^2/2}\right)^{-1},$$

leading to Table 5.3.5, which compares the $p$-values with the Bayesian least favorable answers.

Therefore, the difference with the frequentist answers is quite important. $P$-values are smaller for the significance levels of interest, thus reject the null hypothesis $H_0$ “too often.” Of course, for smaller values of $x$, the $p$-values are larger than the lower bounds, but what matters is that, in the range of values of $x$ where the decision is the most difficult to take, i.e., for significance levels between 0.01 and 0.1, there is such a discrepancy between the Bayesian and frequentist answers.

Results such as those above are quite surprising because classical procedures usually belong to the range of Bayesian answers. Moreover, the class $G_A$ is rather unreasonable, including point masses leading to the lower bound. The only justification for this class of priors relates to the minimax principle and the corresponding least favorable distribution. The above example shows that $p$-values are not minimax in this sense. Obviously, the discrepancy is more important for smaller classes of distributions. For instance, if $G$ is $G_S$, the set of distributions which are symmetric around $\theta_0$, the equivalent of Lemma 5.3.14 is:

**Lemma 5.3.16** The smallest Bayes factor when $g \in G_S$ is

$$B(x, G_S) = \frac{f(x|\theta_0)}{\sup_\xi \frac{1}{2} \left[f(x|\theta_0 - \xi) + f(x|\theta_0 + \xi)\right]},$$

which leads to the corresponding lower bound on posterior probabilities.

This result is derived from the fact that every symmetric distribution is a mixture of distributions with a two-point support of the form $\{\theta_0 - \xi, \theta_0 + \xi\}$. For multidimensional extensions, the supremum is to be taken on uniform distributions on spheres centered at $\theta_0$ (see Berger and Delampady (1987)). Discrete settings call for some refinements, if only to define the
Table 5.3.2. Comparison between p-values and Bayesian answers in the binomial case. (Source: Berger and Delampady (1987).)

<table>
<thead>
<tr>
<th>p-value</th>
<th>0.0093</th>
<th>0.0507</th>
<th>0.1011</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.0794</td>
<td>0.2210</td>
<td>0.2969</td>
</tr>
</tbody>
</table>

notion of a symmetric distribution. For instance, in the binomial case, the corresponding class is $G_S$, made of the distributions which are symmetric in

$$\frac{p - p_0}{\sqrt{p(1 - p)}}.$$ 

**Example 5.3.17 (Example 5.3.13 continued)** For $H_0 : p = 1/2$, Table 5.3.5 provides p-values and Bayesian lower bounds associated with $G_S$ ($p_0 = 1/2$).

Notice that in this case the p-values are not the standard levels because of the discrete nature of the binomial distribution.

Another interesting class of priors is that of unimodal distributions symmetric around $\theta_0$, $G_{SU}$. These distributions can be written as mixtures of uniform symmetric distributions in dimension 1 (Berger and Sellke (1987)). Therefore, the computation of the lower bounds is still tractable. It is necessary to use such classes in multidimensional settings as the lower bounds associated with more general classes like $G_A$ are close to 0 for most values of the observation.

**Example 5.3.18 (Example 5.3.6 continued)** In the normal case, if $|x| \leq 1$, $B(x, G_{SU}) = 1$ and $P(x, G_{SU}) = 1/2$. However, if $|x| > 1$, defining $g(\theta) = (1/2K)\mathbb{I}\{|\theta| < K\}$, we get

$$\int f(x|\theta)g(\theta) d\theta = \frac{1}{2K} [\Phi(K - x) - \Phi(-K - x)]$$

and the lower bound is associated with $K$ maximizing this expression. Table 5.3.5 gives the values of $B$ and $P$ corresponding to p-values of 0.1 and 0.01, exhibiting a significant discrepancy with the frequentist answer.

A first consequence of these comparisons is that, from a Bayesian viewpoint, p-values are not a valid tool for conducting testing experiments on null hypotheses. Contrary to regular point estimation settings such as those developed in Chapter 4, frequentist answers do not seem to be expressible as limits of Bayesian answers, and we give in Section 5.4 a formal proof of this fact. Since p-values are strictly smaller than Bayesian answers (for levels that really matter in a testing decision-theoretic process), the null hypothesis $H_0$ is rejected more often under the frequentist approach, while the Bayesian approach shows that the ratio of the posterior likelihoods of
Table 5.3.3. Bayesian answers for p-values of 0.01 (above) and 0.1 (below) in the normal case. (Source: Berger and Delampady (1987).)

<table>
<thead>
<tr>
<th>dim.</th>
<th>1</th>
<th>3</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{P} )</td>
<td>0.109</td>
<td>0.083</td>
<td>0.076</td>
</tr>
<tr>
<td>( \mathcal{B} )</td>
<td>0.123</td>
<td>0.090</td>
<td>0.082</td>
</tr>
</tbody>
</table>

\( H_0 \) and \( H_1 \) is quite moderate for the usual significance levels (0.05 or 0.01). This important discrepancy between the two approaches definitely calls for Bayesian modeling, since this approach includes more naturally the notion of the probability of a hypothesis. It also shows that the argument of frequentist validity, i.e., the long-run justification provided by a significance level of 5% or of 1%, is rather illusory and that the division introduced by the Neyman–Pearson theory in the treatment of \( H_0 \) and \( H_1 \) (between type I and type II errors) leads to a bias in favor of the alternative hypothesis for larger values of \( x \) or \( T(x) \).

5.3.6 The one-sided case

One-sided hypotheses (e.g., \( H_0 : \theta \leq \theta_0 \) versus \( H_1 : \theta > \theta_0 \)) do not exhibit such contrasts between frequentist and Bayesian solutions. Indeed, as shown in Example 5.2.9, the p-value can be written as a generalized Bayes estimator and, therefore, as a limit of Bayesian answers (since renormalizing does not matter). Thus, it is impossible to exhibit a dichotomy between both approaches as in the two-sided case. Casella and Berger (1987) consider this setting and generalize the above “reconciliation” phenomenon.

**Theorem 5.3.19** Let \( x \sim f(x - \theta) \), with \( f \) symmetrical around 0. The null hypothesis to be tested is \( H_0 : \theta \leq 0 \). If \( f \) is a monotone likelihood ratio distribution, the p-value \( p(x) \) is equal to the lower bound on the posterior probabilities, \( \mathcal{P}(x, G_{SU}) \), when this bound is computed for the class \( G_{SU} \) of unimodal symmetric prior distributions and when \( x > 0 \).

**Proof.** In this case, the p-value is

\[
p(x) = P_{\theta=0}(X > x) = \int_x^{+\infty} f(t) \, dt
\]

and

\[
\mathcal{B}(x, G_{SU}) = \inf_{\pi \in G_{SU}} P^\pi(\theta \leq 0|x)
\]

\[
= \inf_{\pi \in G_{SU}} \frac{\int_0^{+\infty} f(x - \theta)\pi(\theta) \, d\theta}{\int_{-\infty}^{+\infty} f(x - \theta)\pi(\theta) \, d\theta}
\]
Table 5.3.4. Comparison between p-values and Bayesian posterior probabilities in the case of a Cauchy distribution. (Source: Casella and Berger (1987.).)

<table>
<thead>
<tr>
<th></th>
<th>0.437</th>
<th>0.102</th>
<th>0.063</th>
<th>0.013</th>
<th>0.004</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P</td>
<td>0.429</td>
<td>0.077</td>
<td>0.044</td>
<td>0.007</td>
<td>0.002</td>
</tr>
</tbody>
</table>

\[
(5.3.3) \quad \inf_{K} \frac{\int_{-K}^{0} f(x - \theta) \, d\theta}{\int_{-K}^{K} f(x - \theta) \, d\theta},
\]
nowing to the representation of symmetric unimodal prior distributions as mixtures of uniform distributions on \([-K, K]\). The monotone likelihood ratio property then implies that (5.3.3) is attained for \(K = +\infty\).

A consequence of Theorem 5.4.1 is that the lower bound of the Bayesian answers over all prior distributions is smaller than the p-value.

Example 5.3.20 Consider \(X \sim \mathcal{C}(\theta, 1)\), the Cauchy distribution, when the hypothesis to be tested is \(H_0 : \theta \leq 0\) versus \(H_1 : \theta > 0\). If the prior distribution of \(\theta\) is assumed to be in the class of distributions symmetric around 0, the lower bounds on the Bayesian answers and the corresponding p-values are given in Table 5.3.6. The differences in the numerical values are not as striking as in the previous examples.

The distinction between one-sided and two-sided cases calls for the following comments:

(i) As mentioned several times above, Bayesian modeling in a two-sided setting is usually quite delicate, especially for point-null hypotheses, since it implies a modification of the prior distribution imposed by the inferential problem. This does not contravene the Bayesian principles if we consider that this modification results from additional (if vague) information; but how to use this information remains unclear. An illustration of this difficulty is found in the case of noninformative distributions, where several (and not entirely compatible) Bayesian approaches are competing, as detailed in Section 5.2.6.

(ii) That the p-value is close to the lower bound in the one-sided case illustrates the conservative (or minimax) behavior of the procedure. As it may be written as a generalized Bayes answer, this induces us to think that the p-value could also be expressed as a noninformative answer in the two-sided cases. Obviously, this does not necessarily imply that this answer should be used, since an effective use of the information contained in the testing problem itself is generally possible.

(iii) P-values are derived from UMP or UMPU tests by an ad-hoc empirical construction. The comparisons in Berger and Sellke (1987) and Casella and Berger (1987) show that they differ (or do not differ) from their
Bayesian counterparts. While these studies point out the existence of a theoretical problem, they are not, from a frequentist viewpoint, sufficient to reject the use of $p$-values. It is thus necessary to use a decision-theoretic perspective adapted to the evaluation of $p$-values. The next section deals with this comparison. It also provides theoretically grounded explanations for the two-sided/one-sided dichotomy exhibited above.

(iv) A different perspective, which allows for a larger decision space by including a no-decision possibility, brings both frequentist and Bayesian answers much closer, at both the conceptual as well and the numerical levels. It is detailed in Note 5.7.4.

5.4 A second decision-theoretic approach

As just stressed$^9$, $p$-values have no intrinsic justification, since they derive their claimed “optimality” from the optimality of the test procedures they are built on. In a sense, the same comment holds for the posterior probabilities since, although they are intuitively justifiable, they are not validated by a decision process. In this section, we construct an alternative to the Neyman–Pearson approach in order to justify the posterior probabilities and evaluate the $p$-values.

As shown in Section 5.2, the testing problem formalized by Neyman and Pearson can be expressed as estimating the indicator function $\mathbb{I}_{\Theta_0}(\theta)$ under the $0-1$ loss or, equivalently, the absolute error loss

\[
L_1(\theta, \varphi) = |\varphi - \mathbb{I}_{\Theta_0}(\theta)|. \tag{5.4.1}
\]

Indeed, if the estimators $\varphi$ are only taking the values 0 and 1, there are many ways to write the $0-1$ loss, (5.4.1) being one of them. But, as indicated above, the Neyman–Pearson theory is predominantly a predata theory that does not provide a postdata (or more adaptive) solution. We then turn to a less restrictive theory, according to which estimators take values in $D = [0, 1]$ and can be considered as indicators of the degree of evidence in favor of $H_0$.

Parallel to Schaafsma et al. (1989), Hwang et al. (1992) examine this approach to testing, in which the estimators of $\mathbb{I}_{\Theta_0}(\theta)$ belong to $[0, 1]$. When the restriction to $\{0, 1\}$ is dropped, the choice of the loss gets more important. For instance, (5.4.1) is too similar to the $0-1$ loss function as it provides the same Bayes procedures

\[
\varphi^\pi(x) = \begin{cases} 
1 & \text{if } P^\pi(\theta \in \Theta_0|x) > P^\pi(\theta \notin \Theta_0|x), \\
0 & \text{otherwise.}
\end{cases} \tag{5.4.2}
\]

In the opposite, strictly convex losses, such as the quadratic loss

\[
L_2(\theta, \varphi) = (\varphi - \mathbb{I}_{\Theta_0}(\theta))^2, \tag{5.4.2}
\]

lead to more adaptive estimators.

$^9$ This section is at a more advanced level and can be skipped on a first reading.
Proposition 5.4.1  Under the loss (5.4.2), the Bayes estimator associated with $\pi$ is the posterior probability 
\[ \varphi^\pi(x) = P^\pi(\theta \in \Theta_0|x). \]

Indeed, the posterior expectation of $I_{\Theta_0}(\theta)$ is nothing but the posterior probability of $\Theta_0$. The quadratic loss (5.4.2) thus provides a decision-theoretic foundation to the use of posterior probabilities as Bayesian answers. Such losses are said to be proper (see Lindley (1985) and Schervish (1989); Exercise 2.15 characterizes proper losses). There exist other proper losses in addition of the quadratic loss, but Hwang and Pemantle (1995) have shown that it is sufficient to consider the quadratic loss in terms of admissibility and complete classes (see Chapter 8).

We consider in this section the special case of natural exponential families, 
\[ f(x|\theta) = e^{\theta x - \psi(\theta)}, \quad \theta \in \Theta \subset \mathbb{R}, \]
and we introduce the following definition, due to Farrell (1968a), which allows us to evaluate procedures on an interval when they are constant outside this interval.

Definition 5.4.2  For a one-sided test, i.e., for hypotheses of the form $H_0: \theta \leq \theta_0$ versus $H_1: \theta > \theta_0$, an interval $[t_1, t_2]$ is said to be a truncation set for the estimator $\varphi$ if $\varphi(t) = 1$ when $t < t_1$ and $\varphi(t) = 0$ when $t > t_2$. For a two-sided test of $H_0: \theta \in [\theta_1, \theta_2]$, the interval $[t_1, t_2]$ is said to be a truncation set for the estimator $\varphi$ if $\varphi(t) = 0$ when $t \notin [t_1, t_2]$.

The following results have been obtained in Hwang et al. (1992), based on a result of Brown (1986), which shows that every admissible estimator is a pointwise limit of Bayes estimators for a sequence of measures with finite supports (see Section 8.3.4).

Theorem 5.4.3  For the two-sided problem
\[ H_0: \quad \theta \in [\theta_1, \theta_2] \quad \text{versus} \]
\[ H_1: \quad \theta \notin [\theta_1, \theta_2], \]
an estimator $\varphi$ with truncation set $[t_1, t_2]$ is admissible if there exist a probability measure $\pi_0$ on $[\theta_1, \theta_2]$ and a $\sigma$-finite measure $\pi_1$ on $[\theta_1, \theta_2]^c$ such that 
\[ \varphi(x) = \frac{\int f(x|\theta)\pi_0(\theta) \, d\theta}{\int f(x|\theta)\pi_0(\theta) \, d\theta + \int f(x|\theta)\pi_1(\theta) \, d\theta}, \]
for $x \in [t_1, t_2]$. Conversely, if $\varphi$ is admissible, there exist $[t_1, t_2]$, $\pi_0$, and $\pi_1$ such that (5.4.3) is satisfied.

In the one-sided case, we can only propose an admissibility necessary condition, but it implies that the generalized Bayes estimators form a complete class.
Theorem 5.4.4 For the one-sided problem

\[ H_0 : \theta \leq \theta_0 \quad \text{versus} \quad H_1 : \theta > \theta_0, \]

if \( \varphi \) is admissible, there exists an increasing procedure \( \varphi' \) such that \( \varphi' \) is (risk) equivalent to \( \varphi \). If \( \varphi \) is an increasing admissible procedure and \([t_1, t_2]\) is a truncation set such that \( 0 < \varphi(x) < 1 \) on \([t_1, t_2]\), there exist two \( \sigma \)-finite measures on \((-\infty, \theta_0]\) and \([\theta_0, +\infty)\), \( \pi_0 \), and \( \pi_1 \), such that

\[ 1 = \int e^{t_0 - \psi(\theta)}(\pi_0(\theta) + \pi_1(\theta)) \, d\theta \]

for \( t_1 < t_0 < t_2 \) and \( \varphi \) is given by (5.4.3) on \([t_1, t_2]\).

These two complete class theorems show that it is sufficient to consider the generalized Bayes estimators to obtain admissible estimators under quadratic loss. Theorem 5.4.4 shows in addition that the monotone estimators form an essentially complete class. These results can be used to evaluate \( p \)-values. Notice again that the Bayes estimators are underlying (classical) optimal estimators. (Chapter 8 exposes more thoroughly the Bayesian foundations of admissibility.)

Recall also that Casella and Berger (1987) showed that \( p \)-values were within the variation range of Bayesian posterior probabilities in one-sided settings. It is therefore natural to examine the admissibility of \( p \)-values. The examples below show that they are admissible for most one-sided tests.

Example 5.4.5 Consider again \( x \sim N(\theta, 1) \) and \( H_0 \) of the form (5.4.4). We showed in Example 5.2.9 that

\[ p(x) = P_{\theta_0}(X > x) = 1 - \Phi(x - \theta_0) \]

is a generalized Bayes estimator with respect to the Lebesgue measure. Moreover, the risk of the \( p \)-value is

\[
\begin{align*}
    r(\pi, p) &= \int_{-\infty}^{+\infty} R(p, \theta) \, d\theta \\
    &= \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} \left( p(x) - \mathbb{I}_{\Theta_0}(\theta) \right)^2 f(x|\theta) \, dx \, d\theta \\
    &= \int_{-\infty}^{\theta_0} \int_{-\infty}^{+\infty} (1 - \Phi(x - \theta_0))^2 f(x|\theta) \, dx \, d\theta \\
    &\quad + \int_{\theta_0}^{+\infty} \int_{-\infty}^{+\infty} \Phi(x - \theta_0)^2 f(x|\theta) \, dx \, d\theta \\
    &= 2 \int_{-\infty}^{+\infty} (1 - \Phi(x - \theta_0))^2 \Phi(x - \theta_0) \, dx
\end{align*}
\]

by the Fubini Theorem. This integral is finite. Therefore, \( r(\pi) < +\infty \) and \( p \) is admissible under (5.4.2) (see Section 2.4).
Example 5.4.6 Consider \( x \sim B(n, \theta) \). The \( p \)-value for the test of (5.4.3) is then
\[
p(x) = P_{\theta_0}(X \geq x) = \sum_{k=x}^{n} \binom{n}{k} \theta_0^k (1 - \theta_0)^{n-x},
\]
which is also a generalized Bayes estimator under the prior distribution \( \pi(\theta) = 1/\theta \). It is again possible to show that \( p \) has a finite Bayes risk and is thus admissible. A similar result can be established for a Poisson distribution, \( \mathcal{P}(\theta) \) (see Hwang et al. (1992)).

In two-sided settings, on the contrary, \( p \)-values are not admissible, as suggested by the comparisons of Section 5.3.5.

Theorem 5.4.7 For the test of (5.4.3), when the sampling distribution is continuous with respect to the Lebesgue measure, the \( p \)-value is inadmissible for the loss (5.4.2).

Proof. The result relies on the fact that the \( p \)-value \( p \) is equal to the value 1 with positive probability (see Hwang et al. (1992, §4.1.2)). In fact, if \( p \) is admissible, it can be written under the form (5.4.3). Since it is positive,
\[
\int f(x|\theta)\pi_1(\theta) d\theta < +\infty.
\]
Therefore, by continuity, the equality (5.4.3) holds everywhere and \( p(x_0) = 1 \) implies \( \pi = \pi_0 \), i.e., \( p(x) = 1 \) for every \( x \), which cannot be true. \( \square \square \)

This result agrees with the observations of Berger and Sellke (1987), who showed that \( p \)-values do not belong to the range of Bayesian answers. It thus justifies the rejection of \( p \)-values for two-sided hypotheses. Furthermore, Hwang and Pemantle (1995) show that the inadmissibility of \( p \)-values can be extended to most bounded proper losses. As a concluding remark, let us point out that it is now necessary to construct estimators dominating the \( p \)-values. In the normal case, Hwang et al. (1992) show that it cannot be done using a proper Bayes estimator, but Hwang and Pemantle (1995) give numerical arguments in favor of an explicit dominating estimator.

5.5 Confidence regions

Apart from providing a decision-maker with approximations of the “true” value of a parameter \( \theta \), namely, point estimators, and with answers to questions about the inclusion of \( \theta \) in a specific domain, that is, testing procedures, it is sometimes necessary to give in addition confidence regions on \( \theta \), i.e., subsets \( C_x \) of the parameter space \( \Theta \) where \( \theta \) should be with high probability (in the frequentist or in the Bayesian sense). This notion also extends to non-bijective transforms of \( \theta \). It is also of considerable interest in forecasting and prediction settings.
Example 5.5.1 Consider the IBM stock prices of Example 4.5.3, represented in Figure 4.5.1. If the series \((x_t)\) has been observed till time \(T\), the value at time \(T + 1\), \(x_{T+1}\), is obviously of considerable interest and it is important to present the investor not only with the most likely value of \(x_{T+1}\) given the past series, but also with a range of possible values of \(x_{T+1}\) so that she can take a decision against the corresponding possible gains. 

Once again, the Bayesian formulation that \(\theta\) has a given probability to belong to a fixed region \(C_x\) is more appealing than the frequentist interpretation that a random region \(C_x\) has a given probability to contain the unknown parameter \(\theta\).

5.5.1 Credible intervals

As in the testing setting, the Bayesian paradigm proposes a notion of confidence regions that is more natural that its frequentist counterpart since, again, the notation \(P(\theta \in C_x)\) is meaningful even conditional upon \(x\).

**Definition 5.5.2** For a prior distribution \(\pi\), a set \(C_x\) is said to be an \(\alpha\)-credible set if

\[
P^\pi(\theta \in C_x | x) \geq 1 - \alpha.
\]

This region is called an HPD \(\alpha\)-credible region (for highest posterior density) if it can be written under the form\(^{10}\)

\[
\{\theta; \pi(\theta | x) > k_\alpha\} \subset C^\pi_x \subset \{\theta; \pi(\theta | x) \geq k_\alpha\},
\]

where \(k_\alpha\) is the largest bound such that

\[
P^\pi(\theta \in C^\alpha_x | x) \geq 1 - \alpha.
\]

To consider only HPD regions is motivated by the fact that they minimize the volume among \(\alpha\)-credible regions and, therefore, can be envisioned as optimal solutions in a decision setting.

**Example 5.5.3** If \(\theta \sim N(0, \tau^2)\), the posterior distribution of \(\theta\) is \(N(\mu(x), \omega^{-2})\) with \(\omega^2 = \tau^{-2} + \sigma^{-2}\) and \(\mu(x) = \tau^2 x / (\tau^2 + \sigma^2)\). Then

\[
C^\pi_\alpha = \left[\mu(x) - k_\alpha \omega^{-1}, \mu(x) + k_\alpha \omega^{-1}\right],
\]

where \(k_\alpha\) is the \(\alpha/2\)-quantile of \(N(0,1)\). In particular, if \(\tau\) goes to \(+\infty\), \(\pi(\theta)\) converges to the Lebesgue measure on \(\mathbb{R}\) and gives

\[
C_\alpha = [x - k_\alpha \sigma, x + k_\alpha \sigma],
\]

i.e., the usual confidence interval, as a generalized Bayes estimator. 

\(^{10}\) This formulation allows for coverage of the special case when \(\{\theta; \pi(\theta | x) = k_\alpha\}\) is not empty.
Table 5.5.1. Confidence intervals for the binomial distribution.

<table>
<thead>
<tr>
<th></th>
<th>$x = 0$</th>
<th>$x = 1$</th>
<th>$x = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha = 5%$</td>
<td>[0.000, 0.38]</td>
<td>[0.022, 0.621]</td>
<td>[0.094, 0.791]</td>
</tr>
<tr>
<td>$\alpha = 10%$</td>
<td>[0.000, 0.308]</td>
<td>[0.036, 0.523]</td>
<td>[0.128, 0.74]</td>
</tr>
</tbody>
</table>

Example 5.5.4 Consider $x \sim B(n, p)$ and the noninformative distribution $p \sim Be(1/2, 1/2)$. Then $p|x \sim Be(x + 1/2, n - x + 1/2)$ and confidence intervals on $p$ can be derived from the c.d.f. of the beta distribution. Table 5.5.1 gives these intervals for $n = 5$ and $\alpha = 5\%, 10\%$.

Notice the significant advantage of using a Bayesian approach in this setting of discrete distributions, as compared with a classical approach. In fact, the usual confidence intervals involve a randomization step to attain nominal confidence levels (see Blyth and Hutchinson (1961) for an illustration in the binomial case). Prior modeling avoids this addition of random noise and, on the contrary, takes advantage of the available prior information. Notice also that improper priors can be used in this setting, and do not encounter the same difficulties as when testing point-null hypotheses. In fact, posterior credible regions can be derived provided the posterior distribution is defined. Some classical confidence regions can be expressed as credible regions associated with generalized distributions.

Example 5.5.5 Consider $x_1, \ldots, x_n$ i.i.d. $N(\theta, \sigma^2)$. The prior distribution is the noninformative prior

$$\pi(\theta, \sigma^2) = \frac{1}{\sigma^2}.$$ 

We showed in Section 4.4.2 that the marginal posterior distribution for $1/\sigma^2$ is a gamma distribution $G((n - 1)/2, s^2/2)$ with $s^2 = \sum (x_i - \bar{x})^2$. Therefore

$$\frac{s^2}{\sigma^2} | \bar{x}, s^2 \sim \chi^2_{n-1},$$

and we get the same confidence interval as in the classical approach, but it is now justified conditional upon $s^2$.

Example 5.5.6 Consider $x \sim B(n, p)$ and $p \sim Be(\alpha, \beta)$. In this case, $\pi(p|x)$ is the beta distribution $Be(\alpha + x, \beta + n - x)$. Depending on the values of $\alpha$, $\beta$, $n$, and $x$, the confidence regions are of four types:

(i) $0 \leq p \leq K(x)$;
(ii) $K(x) \leq p \leq 1$;
(iii) $K_1(x) \leq p \leq K_2(x)$; and
(iv) $0 \leq p \leq K_1(x)$ or $K_2(x) \leq p \leq 1$. 

The last region is quite artificial and rather useless. Notice that it corresponds to the case
\[ \alpha + x < 1 \quad \text{and} \quad \beta + n - x < 1, \]
thus implying that \( \alpha \) and \( \beta \) must be sufficiently negative since \( \alpha + \beta < 2 - n \).
Hence, this feature disappears for \( n \) large enough, unless \( \alpha \) and \( \beta \) depend on \( n \), which is not desirable from a Bayesian point of view. Notice that the limiting case \( \alpha = \beta = 0 \), which corresponds to Haldane’s (1931) distribution
\[ \pi(p) = [p(1 - p)]^{-1}, \]
already leads to regions of types (i)–(iii), although the posterior distribution is not defined for all \( x \)’s (Example 1.5.3).

When phenomena such as case (iv) of Example 5.5.6 occur, that is, when the confidence region is not connected (see also Exercise 5.5), the usual solution is to replace the HPD \( \alpha \)-credible region by an interval with equal tails, i.e., \([C_1(x), C_2(x)]\) such that
\[ P_\pi(\theta < C_1(x)|x) = P_\pi(\theta > C_2(x)|x) = \alpha/2. \]
Berger (1985a) remarks that the occurrence of nonconnected HPD regions also points out a discrepancy between the prior distribution and the observations and that this phenomenon should question the choice of the prior or of the sampling distribution. It may also exhibit a non-identifiable structure which is responsible for the multimodality of the posterior distribution.

If, conceptually, the determination of credible sets is rather straightforward, the practical derivation of these regions can be quite involved, especially when the dimension of \( \Theta \) is large or when the posterior distribution is not available in a closed form. A first solution is to use numerical methods similar to those developed in Chapter 6, the problem being to assess the impending error (which can be much larger than the point estimation approximation errors). (Notice that equal tail credible regions are usually easier to approximate than HPD regions; see Eberly and Casella (1999).) A second solution, used in Berger (1980a, 1985a), is to build up a normal approximation, i.e., to consider that the posterior distribution of \( \theta \) is roughly \( N_p(\mathbb{E}_\pi(\theta|x), \text{Var}_\pi(\theta|x)) \), and to derive from this approximation the confidence region
\[ C_\alpha = \left\{ \theta; (\theta - \mathbb{E}_\pi(\theta \mid x))^t \text{Var}_\pi(\theta|x)^{-1} (\theta - \mathbb{E}_\pi(\theta|x)) \leq k_\alpha^2 \right\}, \]
where \( k_\alpha^2 \) is the \( \alpha \)-quantile of \( \chi_p^2 \). This approximation is only justified for a large sample size (see Hartigan (1983)), but it still provides fast and rather efficient confidence regions.
5.5 Confidence regions

5.5.2 Classical confidence intervals

In the Neyman–Pearson theory, confidence regions can be deduced from UMPU tests by a duality argument: If

$$C_\theta = \{x; \varphi_\theta(x) = 1\}$$

is the acceptance region for the null hypothesis $H_0 : \theta = \theta_0$, $\varphi_{\theta_0}$ being a UMPU test at level $\alpha$, the corresponding confidence region is

$$C_x = \{\theta; x \in C_\theta\} = \{\theta; \varphi_\theta(x) = 1\}$$

and $P(\theta \in C_x) = 1 - \alpha$. More generally, a region $C_x$ is said to be a confidence region at level $\alpha$ (in the frequentist sense) if, for every $\theta \in \Theta$,

$$P(\theta \in C_x) = 1 - \alpha.$$

Example 5.5.7 (Example 5.5.3 continued) If $x \sim \mathcal{N}(\theta, \sigma^2)$, the 95% UMPU test is $\varphi_\theta(x) = \mathbb{I}_{[0, 1.96]}(|x - \theta|/\sigma)$ and the corresponding confidence region, when $\sigma$ is known, is

$$C_x = [x - 1.96\sigma, x + 1.96\sigma].$$

Example 5.5.8 Consider $x \sim \mathcal{T}_p(N, \theta, I_p)$, a $t$-distribution with $N$ degrees of freedom, and density

$$f(x \mid \theta) \propto \left(1 + \frac{1}{N} \| x - \theta \|^2\right)^{-(N+p)/2}.$$ 

Since $\frac{1}{p} \| x - \theta \|^2 \sim \mathcal{F}(p, N)$, we can derive a $1 - \alpha\%$ confidence ball

$$C_x = \{\theta; \| x - \theta \|^2 \leq pf_\alpha(p, N)\},$$

where $f_\alpha(p, N)$ is the $\alpha$-quantile of $\mathcal{F}(p, N)$.

These confidence regions, although used quite extensively in practice (for instance, in the case of the linear regression), have been criticized on frequentist, conditional, and Bayesian grounds. First, as seen in the previous sections, the Neyman–Pearson approach itself is not free of drawbacks, and the optimality of UMPU tests can be contested. Therefore, confidence regions derived from these tests (called uniformly most accurate regions by Lehmann (1986)) do not necessarily have a proper behavior. Moreover, even from a frequentist perspective, the inversion of optimal test procedures into confidence regions does not automatically grant these regions with a derived optimality, despite the above denomination.

Besides conditional criticisms of confidence regions (see Note 5.7.3), there also exist frequentist criticisms. Following Stein (1962a) and Lindley (1962), Brown (1966) and Joshi (1967) have indeed established that these regions $C^0_x$ are not always optimal because there may exist another set $C'_x$ such that

$$P_\theta(\theta \in C'_x) \geq P_\theta(\theta \in C^0_x)$$

and

$$\operatorname{vol}(C'_x) \leq \operatorname{vol}(C^0_x).$$
Therefore, the set $C'_x$ is to be preferred to $C^0_x$ since, for a smaller volume, it has a larger probability of containing the true value of the parameter. For instance, in the normal case, Joshi (1969) has established that, if $x \sim N_p(\theta, I_p)$, the confidence region

$$C^0_x = \{ \theta; \|\theta - x\|^2 \leq c_\alpha \}$$

is admissible (in the above sense) if and only if $p \leq 2$ (see also Cohen and Strawderman, 1973). For larger dimensions, it is possible to exhibit more efficient confidence regions.

This phenomenon pertains to the Stein effect, establishing the inadmissibility of the maximum likelihood estimator for $p \geq 3$ (see Note 2.8.2). Hwang and Casella (1982) have taken advantage of this analogy to show that, if

$$\delta^{JS}(x) = \left( 1 - \frac{a}{\|x\|^2} \right)^+ x$$

is a truncated James–Stein estimator, the recentered confidence region

$$C^{JS}_x = \{ \theta; \|\theta - \delta^{JS}(x)\|^2 \leq c_\alpha \},$$

has the same volume as the usual ball $C^0_x$ and satisfies

$$P_\theta(\theta \in C^{JS}_x) > P_\theta(\theta \in C^0_x) = 1 - \alpha$$

for $a$ small enough. Therefore, $C^{JS}_x$ dominates $C^0_x$ in the above sense.

An extensive amount of literature on this subject of recentered confidence regions has been initiated by Hwang and Casella (1982, 1984), similar to the growth in point-estimation literature associated with the Stein effect (see Section 2.8.2). New recentered regions have been proposed in Hwang and Casella (1984) and Casella and Hwang (1983, 1987). Hwang and Chen (1986) and Robert and Casella (1990) have extended domination results to spherically symmetric distributions, although the case of the unknown variance normal problem is still unsolved (see Hwang and Ullah (1994)). Shinozaki (1990) has also devised a confidence region with exactly the same coverage probability, but with a smaller volume, taking advantage of the inadmissibility of the usual region the opposite way to (5.5.1). Lu and Berger (1989a), George and Casella (1994), and Robert and Casella (1993) have also taken advantage of (5.5.1) to propose improved confidence reports for the usual and usual and recentered sets. For the problem of estimating a normal variance, similar improvements can be found in Cohen (1972), Shorrock (1990), and Goutis and Casella (1991).

5.5.3 Decision-theoretic evaluation of confidence sets

As the reader may have noticed, the above construction of confidence regions has been done in a rather off-handed manner, with limited decision-theoretic justifications. The choice of HPD regions is usually related to a
volume minimization requirement, under the coverage constraint
\[ P(\theta \in C_\alpha | x) \geq 1 - \alpha. \]

Several authors have proposed differing derivations of confidence regions according to a purely decision-theoretic criterion. They consider loss functions that incorporate at once volume and coverage requirements. (In a way, the above approach corresponds to a bidimensional loss with components \( \text{vol}(C) \) and \( 1 - \mathbf{1}_C(\theta) \).) For instance, a simple version of this decision-theoretic perspective is to consider the linear combination
\[
(5.5.2) \quad L(C, \theta) = \text{vol}(C) + c\mathbf{1}_{\theta \notin C},
\]
leading to the risk
\[
R(C, \theta) = \mathbb{E}[\text{vol}(C_x)] + cP(\theta \notin C_x).
\]
(The constant \( c \) can be related to a particular confidence level.) In addition, Cohen and Sackrowitz (1984) have shown that the above bidimensional loss can be related to the linear loss (5.5.2) when \( c \) is treated as an additional parameter of the model. Meeden and Vardeman (1985) also propose different evaluations of Bayesian confidence regions. They show that admissible and Bayesian confidence sets are equivalent for some criteria.

An important defect of the loss (5.5.2) has been pointed out by James Berger (see Casella et al. (1993a,b)). The problem results as a consequence of the unequal penalization between volume and coverage. In fact, the indicator function varies between 0 and 1 while the volume can increase to infinity and this asymmetry leads to a bias in favor of small confidence sets.

**Example 5.5.9** Consider \( x_1, \ldots, x_n \) i.i.d. \( \mathcal{N}(\theta, \sigma^2) \). The classical \( t \)-interval on \( \theta \),
\[
C_k(\bar{x}, s) = \left( \bar{x} - k \frac{s}{\sqrt{n}}, \bar{x} + k \frac{s}{\sqrt{n}} \right),
\]
is an HPD region when
\[
\bar{x} = \sum_{i=1}^{n} x_i / n, \quad s^2 = \sum_{i=1}^{n} (x_i - \bar{x})^2 / (n - 1), \quad \text{and} \quad \pi(\theta, \sigma^2) = \frac{1}{\sigma^2},
\]
Jeffreys noninformative distribution. Indeed, in this case,
\[
\sqrt{n} \frac{\theta - \bar{x}}{s} | \bar{x}, s \sim T_{n-1},
\]
Student’s \( t \)-distribution with \( n - 1 \) degrees of freedom. Under (5.5.2), the posterior loss is
\[
\varrho(\pi, C_k(\bar{x}, s)|\bar{x}, s) = 2k \frac{s}{\sqrt{n}} - cP(\theta \in C_k(\bar{x}, s)|\bar{x}, s)
\]
\[
= 2k \frac{s}{\sqrt{n}} - cP(|T_{n-1}| \leq k).
\]
Then, it is easy to see that the HPD region is dominated by the truncated
region
\[ C_t'(\bar{x}, s) = \begin{cases} 
C_t(\bar{x}, s) & \text{if } s < \sqrt{n}/(2k), \\
\{\bar{x}\} & \text{otherwise.}
\end{cases} \]

This domination is counterintuitive: \( C_t' \) proposes the single point \( \{\bar{x}\} \) (or equivalently \( \emptyset \)), seemingly indicating certainty, when the empirical variance increases, indicating growing uncertainty. A similar phenomenon occurs when \( k \) depends on \( s \), i.e., the size of the credible region decreases to 0 as \( s \) increases (see Casella et al. (1993a,b)).

The above paradox exposes the limitations of the linear loss (5.5.2). Casella et al. (1993a) propose an alternative class of loss functions which avoid the paradox. The simplest of these losses are the so-called rational losses
\[ L(C, \theta) = \frac{\text{vol}(C)}{\text{vol}(C) + k} + I_{\theta \notin C} \quad (k > 0), \]

where both terms are then bounded by one. The Bayes estimators associated with these losses are still HPD regions but remain nonempty for all conjugate priors in the normal case. The parameter \( k \) can be obtained through techniques similar to those developed for regular losses, namely, by comparing the volume penalizations associated with different regions and approximating the utility function.

We do not pursue any further the decision-theoretic study of Bayesian confidence regions. Indeed, an important aspect usually overlooked in the derivation of confidence regions deals with how they will be used, although this very use is essential in the construction of the loss function. In fact, the decision-maker’s purpose can be

1. to consider set estimation as a preliminary step to point estimation (and, for instance, to derive a prior distribution with support equal to the estimated confidence region);
2. to rely on the obtained confidence region to solve a testing problem (and reject a null hypothesis if the confidence region does not contain a specific value);
3. to derive from the size (volume) of the confidence region an indicator of the performances of an associated estimator, for instance, the center of the region. A performance curve for this estimator can then be derived by relating size and confidence levels.

These three perspectives of confidence region estimation definitely lead to different loss functions, and it may be illusory to try to build up a global loss function unifying such contrasted purposes. In fact, separate losses are preferable because, in accordance with the foundations of Decision Theory, the decision-maker should select a loss function according to her needs. Notice also that the three purposes considered above correspond to inferential problems already studied previously, and thus that a specific approach to confidence regions may be partly useless. Therefore, it seems to us that,
at least, a more conditional approach should be used in the construction of confidence regions (see Note 5.7.3). Following Kiefer (1977), we suggest associating to a given set $C_x$ a confidence index $\gamma(x)$, evaluated under the loss
\[
L(C, \gamma, \theta) = (\mathbb{1}_C(\theta) - \gamma)^2.
\]
The confidence region is thus replaced by a confidence procedure, related to the conditional perspective of Robinson (1979). From this point of view, the procedure $[\Theta, 1]$ is unfortunately perfect, a drawback suggesting that an additional evaluation of $C_x$ should be included in the loss function, as in Rukhin (1988a,b). Similarly, the Bayesian procedure associated with an HPD region $C_\alpha = [C_\alpha, 1 - \alpha]$, as can be verified by minimizing the posterior loss. For an arbitrary region, $C_x$, the corresponding procedure is $[C_x, \gamma^{\pi}(x)]$, where
\[
\gamma^{\pi}(x) = P^{\pi}(\theta \in C_x | x).
\]
Introducing a global loss function combining volume, coverage, and confidence report as in (5.5.3), the optimal procedures would then be those that minimize the maximal posterior (or frequentist) error. However, this direction has not yet been treated in the literature.

5.6 Exercises

Section 5.2.1

5.1 In the setting of Example 5.2.4, study the modification of the posterior probability of $H_0$ when $x = 0$ and $\tau/\sigma$ goes to $+\infty$. Compare with the noninformative answer associated with $\pi(\theta) = 1$.

Section 5.2.2

5.2 Consider $x \sim \mathcal{N}(\theta, 1)$. The hypothesis to test is $H_0 : |\theta| \leq c$ versus $H_1 : |\theta| > c$ when $\pi(\theta) = 1$.
   a. Give the graph of the maximal probability of $H_0$ as a function of $c$.
   b. Determine the values of $c$ for which this maximum is 0.95 and the Bayes factor is 1. Are these values actually appealing?

5.3 A professor at Cornell University has to give an examination on two different days. Since students are sitting next to each other, she gives two different examinations alternatively to students in order to reduce cheating. She then repeats the same technique with a different class and the same two examinations the next day. The results are as follows: $n_{1A} = 17$ students took examination A the first day and $n_{2A} = 19$ the second day, $n_{1B} = 15$ took examination B the first day and $n_{2B} = 19$ the second day. The average grades (out of 20) are $\bar{\mu}_{1A} = 10.3, \bar{\mu}_{2A} = 10.2, \bar{\mu}_{1B} = 7.9$, and $\bar{\mu}_{2B} = 8.7$, with standard deviations $\hat{\sigma}_{1A} = 2.67, \hat{\sigma}_{2A} = 2.89, \hat{\sigma}_{1B} = 2.98$, and $\hat{\sigma}_{2B} = 2.91$.
   a. Test whether there is a class effect, an examination effect, or a class-and-examination effect by modeling the results in an analysis of variance setting, namely, by assuming that each student grade $x$ is normally distributed with mean $\mu_0 + \mu_e + \mu_c$ and variance $\sigma_{ee}^2$ ($e = A, B, c = 1, 2$) where $\mu_A + \mu_B = 0, \mu_A + \mu_B = 0$. 
b. A student forgot to give back his copy of examination A the first day. Can you detect a cheating effect on the second day?

Section 5.2.3

5.4 (Pearl (1988)) After communicating a rumor to a neighbor, you hear it again from the same neighbor a few days after. Build up a model to test whether your neighbor has also heard this rumor from another person.

5.5 *Consider two independent standard normal observations $x$ and $y$. The polar coordinates of $(x, y)$ are $(r, \theta)$, with $x = r \cos \theta$ and $y = r \sin \theta$.

a. Given that $2r^2 = (x - y)^2 + (x + y)^2$ and that $x - y$ and $x + y$ are independent, show that the distribution of $r^2$ given $x = y$ is $G(1/2, 1)$.

b. Show that $r$ and $\theta$ are independent and deduce that the distribution of $r^2$ given $\theta = \pi/4, 5\pi/4$ is $G(1/2, 1/2)$.

c. Since $\{x = y\} = \{\theta = \pi/4, 5\pi/4\}$, explain the apparent paradox, called Borel paradox, of the two different conditional distributions for a same event. (Hint: Replace the conditioning in a proper perspective of $\sigma$-algebras and compare the $\sigma$-algebras spanned by $x - y$ and by $\theta$.)

Section 5.2.4

5.6 When $x \sim N(\theta, 1)$ and $\theta \sim N(0, \sigma^2)$, compare the Bayesian answers for the two testing problems

$$H_0^1 : \theta = 0 \text{ versus } H_1^1 : \theta \neq 0,$$

$$H_0^2 : |\theta| \leq \epsilon \text{ versus } H_1^2 : |\theta| > \epsilon,$$

when $\epsilon$ and $\sigma$ vary.

5.7 In the setting of Example 5.2.3, if $x \sim B(n, p)$ and $H_0 : p = 1/2$ is to be tested, study the variation of the Bayesian answers as a function of $n$ for $x = 0$ and $x = n/2$ if the prior distribution is the Jeffreys distribution.

5.8 * (Berger and Delampady (1987)) Consider $x \sim N(\theta, 1)$. The purpose of the exercise is to compare $H_0 : |\theta - \theta_0| \leq \epsilon$ with the approximation $H_0^* : \theta = \theta_0$. Denote by $g_0$ and $g_1$ the prior densities on $\{|\theta - \theta_0| \leq \epsilon\}$ and $\{|\theta - \theta_0| > \epsilon\}$. Let $g$ be a density on $\mathbb{R}$ such that

$$g(\theta) \propto g_1(\theta) \text{ if } |\theta - \theta_0| > \epsilon,$$

and

$$\lambda = \int_{|\theta - \theta_0| \leq \epsilon} g(\theta) d\theta,$$

is small enough. We denote

$$B = \frac{\int_{|\theta - \theta_0| \leq \epsilon} f(x|\theta) g_0(\theta) d\theta}{\int_{|\theta - \theta_0| > \epsilon} f(x|\theta) g_1(\theta) d\theta} \quad \text{and} \quad \hat{B} = \frac{f(x|\theta_0)}{m_g(x)} = \frac{f(x|\theta)}{\int f(x|\theta) g(\theta) d\theta},$$

$t = (x - \theta_0)$ and

$$\gamma = \frac{1}{2\epsilon \varphi(t)} [\Phi(t + \epsilon) - \Phi(t - \epsilon)] - 1.$$

Show that, if $|t| \geq 1$, $\epsilon < |t| - 1$, and $\hat{B} \leq (1 + \gamma)^{-1}$, then

$$B = \hat{B}(1 + \varrho)$$
Section 5.2.5

5.9 Consider $x \sim \mathcal{P}(\lambda)$. The hypothesis to test is $H_0 : \lambda \leq 1$ versus $H_1 : \lambda > 1$. Give the posterior probability of $H_0$ for $x = 1$ and $\lambda \sim \mathcal{G}(\alpha, \beta)$.

a. How does this probability get modified when $\alpha$ and $\beta$ go to 0? Does this answer depend on the rates of convergence of $\alpha$ and $\beta$ to 0?

b. Compare with the probability associated with the noninformative distribution $\pi(\lambda) = 1/\lambda$. Is it always possible to use this improper prior?

5.10 Consider $x \sim \mathcal{B}(n, p)$, $H_0 : p = 1/2$, and $H_1 : p \neq 1/2$. The prior distribution $\pi(p)$ is a beta distribution $\mathcal{Be}(\alpha, \alpha)$. Determine the limiting posterior probability of $H_0$ when $n = 10$, $x = 5$ and $n = 15$, $x = 7$ as $\alpha$ goes to $+\infty$. Are these values intuitively logical? Give the posterior probabilities for Laplace, Jeffreys, and Haldane noninformative priors.

5.11 Solve Exercises 5.9 and 5.10 for the Bayes factors instead of the posterior probabilities.

5.12 In a normal setting, determine whether there exists a normalization problem associated with noninformative prior distributions for tests of one-sided hypotheses such as $H_0 : \theta \in [0, 1]$ versus $H_1 : \theta > 1$.

Replace 1 by $\epsilon$ and consider the evolution of the optimal answer as $\epsilon$ goes to 0.

Section 5.2.6

5.13 Establish the decomposition (5.2.6) from the original definition (5.2.5) of $B_{10}^2(2)$. (Hint: Use Bayes formula to develop $\pi_1(\theta_1|x(\ell))$ and $\pi_0(\theta_1|x(\ell))$.)

5.14 In the setting of Example 5.2.13, show how $B_{10}(2)$ depends on the choice of $(x_1, x_2)$ by computing the normalizing constants of both $\pi_0(\sigma^2|x_1, x_2)$ and $\pi_1(\mu, \sigma^2|x_1, x_2)$ and by completing the integration in $B_{10}(2)$.

5.15 Aitkin (1991) suggests removing the difficulty with improper priors by using the data twice: given $x \sim f(x|\theta)$ and an improper prior $\pi$, if $H_0 : \theta = \theta_0$ is the hypothesis to be tested, take $\tilde{\pi}(\theta) = \pi(\theta|x)$ and use $\tilde{\pi}$ as the prior in the Bayes factor.

a. If $f(\cdot|\theta)$ is the $\mathcal{N}(\theta, 1)$ density and $\pi(\theta) = 1$, compute the corresponding pseudo-Bayes factor.

b. Same question as a. when $f(\cdot|\theta)$ is the $\mathcal{P}(\lambda)$ probability mass function and $\pi(\lambda) = 1/\lambda$.

c. Analyze the limiting behavior of the pseudo-Bayes factor when the procedure is iterated, that is, when $\pi$ is iteratively updated in $\tilde{\pi}$. [Note: From a computational point of view, this technique can be of interest to compute maximum likelihood and MAP estimates. See Robert and Casella (2004, §5.2.4).]
5.16 In the setting of Example 5.2.14, compute the Bayes factor when \( \pi_1(\theta) \) is a \( \mathcal{N}(0, 2) \) distribution and compare with the arithmetic intrinsic Bayes factor. \((\text{Hint: Compute } \mathbb{E}[\exp(-x^2/2)].)\)

5.17 (Exercise 5.16 cont.) For the fractional Bayes factor (5.2.11),

a. Show that the minimum value of \( b \) is \( 1/n \).

b. Show that (5.2.11) corresponds to the intrinsic prior \( \mathcal{N}(0, (1 - b)/nb) \).

c. Show that a fixed value of \( b \) leads to a variance shrinking to 0 in the intrinsic prior.

d. Compare the numerical values of the arithmetic intrinsic and of the fractional Bayes factors.

e. Determine whether there exists a value of \( b \) such that these two pseudo-Bayes factors agree.

5.18 In the setting of Example 5.2.15,

a. Show that \( \pi_2 \) does integrate to 1.

b. Show that \( B_{10}^A \) corresponds to a genuine Bayes factor under \( \pi_2 \).

5.19 Coherence conditions for Bayes factors are given by

\[
B_{12} = B_{10}B_{02} \quad \text{and} \quad B_{01} = 1/B_{10},
\]

when considering three hypotheses, \( H_0, H_1 \) and \( H_2 \), under corresponding priors \( \pi_0, \pi_1 \) and \( \pi_2 \).

a. Show that these conditions are satisfied when the \( \pi_i \)'s are proper priors.

b. Show that the fractional Bayes factor satisfies \( B_{01} = 1/B_{10} \) but not \( B_{12} = B_{10}B_{02} \).

c. Show that neither the arithmetic nor the geometric intrinsic Bayes factors satisfy these conditions.

5.20 For the intrinsic prior considered in Example 5.2.17,

a. Show that

\[
\int_0^\infty (2e^{\theta-\theta_0} - 1)^{-1} d\theta = \log(2).
\]

(\text{Hint: Use a change of variables from } \theta \text{ to } \omega = \exp(\theta - \theta_0), \text{ a fractional decomposition of } 1/\omega^2(2\omega - 1).)

b. Deduce the expression (5.2.12).

5.21 In the setting of Example 5.2.19,

a. Show that

\[
\int \prod_{t=1}^n \left\{ \frac{p}{\sigma_1} e^{-(x_t-\mu_1)^2/2\sigma_1^2} + \frac{1-p}{\sigma_2} e^{-(x_t-\mu_2)^2/2\sigma_2^2} \right\}^b d\pi(\mu, \sigma)
\]

\[
\geq \int \prod_{t=1}^n \frac{p}{\sigma_1} e^{-(x_t-\mu_1)^2/2\sigma_1^2}^b d\pi(\mu, \sigma).
\]

b. Deduce that the fractional Bayes factor does not exist for this model.

5.22 Consider \( n \) observations \( x_1, \ldots, x_n \) from Student’s \( t \)-distribution \( \mathcal{T}(\nu, \mu, \sigma) \) and the null hypothesis \( H_0 : \mu = 0 \).
a. Determine the minimal training sample size for the priors \( \pi_0(\sigma) = 1/\sigma \) and \( \pi_1(\mu, \sigma) = 1/\sigma \).

b. Show that that the fractional Bayes factor cannot be computed analytically in this case.

**Section 5.3.1**

**5.23** Let \( f \) and \( g \) be two nondecreasing real functions.

a. Show that
\[
\mathbb{E}_\theta[f(x)g(x)] \geq \mathbb{E}_\theta[f(x)]\mathbb{E}_\theta[g(x)]
\]
for every distribution \( P_\theta \) on \( x \).

b. Use a. to show that, if \( f(x|\theta) \) is a monotone likelihood ratio density in \( T(x) \), the expectation \( \mathbb{E}_\theta[g(T(x))] \) is a nondecreasing function of \( \theta \). (Hint: Use \( f(x) = 1 - f(x|\theta)/f(x|\theta') \) and show that \( \mathbb{E}_\theta[f(x)] = 0 \).)

**5.24** Show that Student’s \( t \)- and noncentral \( \chi^2 \) distributions have monotone likelihood ratio.

**Section 5.3.4**

**5.25** For the \( p \)-value \( \tilde{p} \) defined in Example 5.3.13, determine the values of \( \tilde{p}(x) \) for \( n = 15 \) and compare with \( p(x) = P_{1/2}[f(X|1/2) > f(x|1/2)] \).

**5.26** (Johnstone and Lindley (1995)) Consider a point-null hypothesis \( H_0 : \theta = \theta_0 \) where the \( p \)-value \( \varphi \) is well defined. The only available information is that the data is significant at level \( \alpha \), i.e., that \( \varphi(x) < \alpha \).

a. Give the Bayes factor \( R_\alpha \) of \( H_0 \) versus \( H_1 : \theta \neq \theta_0 \) when the data is significant at level \( \alpha \), for an arbitrary prior distribution \( \pi \).

b. Given a second significance level \( \beta \) with \( \beta < \alpha \), we assume that \( R_\alpha < R_\beta \).

Establish a sufficient condition on \( \pi \) for this condition to be satisfied.

c. If \( R_{\alpha|\beta} \) is the Bayes factor based on the information \( \beta < \varphi(x) < \alpha \), show that \( R_\alpha = \omega R_\beta + (1 - \omega)R_{\alpha|\beta} \) and deduce that \( R_\beta > R_\alpha > R_{\alpha|\beta} \).

d. In the particular case when \( \pi(\theta) = \pi_0 \mathbb{I}_{\theta_0}(\theta) + (1 - \pi_0)\mathcal{N}(\theta_0, \tau^2) \) and \( x_1, \ldots, x_n \sim \mathcal{N}(\theta, \sigma^2) \), show that \( R_\alpha \) converges to \( (1 - \pi_0)/\pi_0 \alpha \) when \( n \) goes to infinity but that \( R_{\alpha|\beta} \) goes to 0.

**Section 5.3.5**

**5.27** For \( x \sim \mathcal{N}(\theta, 1) \) and \( H_0 : \theta = 0 \), determine when the \( p \)-value crosses the lower bounds \( P(x, G_A) \) and \( P(x, G_S) \).

**5.28** (Berger and Delampady (1987)) Consider the case \( x \sim B(n, p) \) when \( H_0 : p = 1/2 \). For the following class of prior distributions
\[
G_C = \{ \text{conjugate distributions with mean 1/2} \},
\]
say that
\[
P(x, G_C) = \inf_{g \in G_C} P(H_0|x)
\]
and derive a table of these lower bounds and the corresponding \( p \)-values for \( n = 10, 20, 30 \) and \( x \) going from 0 to \( n/2 \).
5.29 *(Casella and Berger (1987)) Establish the following lemma, used in Lemma 5.3.16 and Theorem 5.3.19: if the family $G$ is constituted of the mixtures

$$g(\theta) = \int g_\xi(\theta)h(\xi)\,d\xi,$$

for every density $h$ on $\Xi$, with $g_\xi \in G_0$ and

$$G_0 = \{g_\xi; \xi \in \Xi\},$$

then, for any $f$

$$\sup_{g \in G} \int f(x|\theta)g(\theta)\,d\theta = \sup_{\xi \in \Xi} \int f(x|\theta)g_\xi(\theta)\,d\theta.$$  

5.30 In the case when $x \sim N(\theta, 1)$ and $H_0: \theta \leq 0$, determine the lower bound

$$P(x, G_{SU}) = \inf_{g \in G_{SU}} P^g(\theta \leq 0|x)$$

$$= \inf_{g \in G_{SU}} \frac{\int_{-\infty}^{0} f(x-\theta)g(\theta)\,d\theta}{\int_{-\infty}^{+\infty} f(x-\theta)g(\theta)\,d\theta}$$

for $x < 0$. Does the conclusion of Casella and Berger (1987) still hold? Can you explain why?

5.31 *(Casella and Berger (1987)) Consider a bounded symmetric unimodal function, $g$. The family of the scale mixtures of $g$ is defined by

$$G_g = \{\pi_\sigma; \pi_\sigma(\theta) = (1/\sigma)g(\theta/\sigma), \sigma > 0\}.$$

If the sample density is $f(x-\theta)$, with $f$ symmetric in 0, if it satisfies the monotone likelihood ratio property, and if $x > 0$, show that

$$P(x, G_g) = p(x)$$

for the test of $H_0: \theta \leq 0$.

5.32 *(Casella and Berger (1987)) Consider the test of $H_0: \theta \leq 0$ versus $H_1: \theta > 0$ when $x \sim f(x-\theta)$. Let $h$ and $g$ be densities on $(-\infty, 0]$ and $(0, +\infty)$.

a. Show that, if

$$\pi(\theta) = \varrho h(\theta) + (1-\varrho)g(\theta),$$

$$\sup_h P^\pi(\theta \leq 0|x) = \frac{\varrho f(x)}{\varrho f(x) + (1-\varrho)\int_{0}^{+\infty} f(x-\theta)g(\theta)\,d\theta}$$

and deduce that the supremum actually favors $H_0$ by putting all the mass at the boundary $\theta = 0$.

b. If

$$\pi(\theta) = \varrho h(\theta/\sigma_1)\frac{1}{\sigma_1} + (1-\varrho)g(\theta/\sigma_2)\frac{1}{\sigma_2},$$

show that, when $\sigma_1$ is fixed

$$\lim_{\sigma_2 \to \infty} P^\pi(\theta \leq 0|x) = 1$$

and that, when $\sigma_2$ is fixed,

$$\lim_{\sigma_1 \to \infty} P^\pi(\theta \leq 0|x) = 0.$$
5.33 *(Caron (1994)) In order to alleviate criticisms directed toward point-null hypotheses, \( H_0 : \theta = \theta_0 \), the formulation of the null hypothesis can be modified according to the prior distribution. For instance, given a prior distribution \( \pi \) on \( \Theta \) with mode in \( \theta_0 \) which does not give any prior weight to \( \theta_0 \), we can propose the transformed hypothesis \( H^*_0 : \pi(\theta) > k^\pi \), where the size of the HPD region is determined by the “objective” requirement \( \pi(\pi(\theta) > k^\pi) = 0.5 \). Consider the case \( x \sim \mathcal{N}(\theta, 1) \) and \( \theta_0 = 0 \).

a. When \( \pi \) belongs to the family of the \( \mathcal{N}(0, \sigma^2) \) distributions, determine \( k^\pi \) and derive the lower bound on the Bayesian answers within this family. Compare with the posterior probabilities of Berger and Sellke (1987) for the values of interest.

b. Determine whether the Jeffreys–Lindley paradox occurs in this approach.

c. For the alternative families \( U_{[-c, c]}(c > 0) \) and \( \pi(\theta|\lambda) \propto \exp(-\lambda|\theta|) \) \((\lambda > 0)\)

5.34 *(Exercise 5.33 cont.) Consider the case \( x \sim \mathcal{C}(\theta, 1) \) when \( H_0 : \theta = 0 \).

a. Under Berger and Sellke (1987) approach, show that the posterior probability of \( H_0 \) when \( \pi \) is \( U_{[-c, c]} \) is

\[
\pi_c(H_0|x) = \left[1 + (1 + x^2)(\arctan(c - x) + \arctan(c + x))/2c\right]^{-1}.
\]

b. Under the approach developed in the previous exercise, show that the corresponding probability is

\[
\pi_c(H^*_0|x) = \frac{\arctan(c/2 - x) + \arctan(c/2 + x))}{\arctan(c - x) + \arctan(c + x))}.
\]

c. Compute and compare the lower bounds for both approaches.

d. Show that

\[
\lim_{x \to \infty} \inf_c \pi_c(H^*_0|x) = \frac{2}{3}.
\]

Section 5.4

5.35 (Hwang et al. (1992)) Show that, under the loss (5.4.2), the p-values defined in Example 5.4.6 are indeed admissible. *(Hint: Show that the Bayes risks are finite.)*

5.36 (Hwang et al. (1992)) The goal of this exercise is to show that, for the two-sided test (5.4.3), the p-value \( p(x) \) can take the value 1. *(Hint: Remember that the UMPU test in this setting is of the form

\[
\varphi(x) = \begin{cases} 
0 & \text{if } T(x) < c_0 \text{ or } T(x) > c_1, \\
1 & \text{otherwise},
\end{cases}
\]

with \( c_0 = c_0(\alpha) \) and \( c_1 = c_1(\alpha) \).)

a. Consider \( \theta_1 \neq \theta_2 \) and

\[
c^* = \inf\{T(x); f(x|\theta_2) > f(x|\theta_1)\}.
\]

Show that \( c^* \in [c_0(\alpha), c_1(\alpha)] \) for every \( 0 < \alpha < 1 \).

b. Consider \( \theta_1 = \theta_2 \). Apply the previous result to

\[
f(x|\theta^*) = \mathbb{E}_{\theta_1}[T(x)|f(x|\theta_1), \quad f(x|\theta^{**}) = T(x)f(x|\theta_1),
\]

and conclude.
5.37 (Hwang et al. (1992)) In the normal setting, consider the point-null hypothesis \( H_0 : \theta = 0 \). Show that, under the loss (5.4.2), the \( p \)-value cannot be dominated by a proper posterior probability. (Hint: Show first that, for every \( a \) and \( \epsilon \),
\[
\frac{P_{\theta}(a < |x| < a + \epsilon)}{P_{\theta}(|x| < a)} \to +\infty
\]
when \( \theta \) goes to infinity.)

5.38 (Hwang et al. (1992)) Under the loss (5.4.2), show that \( \varphi(x) = 1/2 \) is the unique minimax estimator. Extend to all strictly convex losses. In this setting, does there exist least favorable distributions?

5.39 (Robert and Casella (1994)) A modification of the loss function (5.4.1) introduces a distance weight in order to penalize in a different manner errors made in the vicinity of the boundary between \( H_0 \) and \( H_1 \), and those made far away from this boundary.

a. If the null hypothesis is \( H_0 : \theta \leq \theta_0 \) for \( x \sim N(\theta, 1) \) and the loss function is
\[
L(\theta, \varphi) = (\theta - \theta_0)^2(1 - \varphi) - \varphi^2,
\]
give the general form of the Bayes estimators.

b. If \( \pi(\theta) = 1 \), show that the Bayes estimator is smaller than the \( p \)-value if \( x > \theta_0 \) and larger if \( x < \theta_0 \).

5.40 (Robert and Casella (1994)) From a model-choice perspective, the loss function incorporates the consequences of an acceptance or of a rejection of the null hypothesis \( H_0 : \theta = \theta_0 \) in terms of estimation.

a. For the loss function
\[
L_1(\theta, (\varphi, \delta)) = d(\theta - \delta)|1 - \varphi| + d(\theta_0 - \delta)|\varphi|,
\]
show that the Bayes estimators are \( (0, \delta^\pi(x)) \) where \( \delta^\pi(x) \) is the regular Bayes estimator of \( \theta \) under \( d(\theta - \delta) \) for every \( d \) and \( \pi \).

b. For the loss function
\[
L_2(\theta, (\varphi, \delta)) = d(\theta - \delta)|1 - \varphi| + d(\theta_0 - \delta)|\varphi|,
\]
show that the Bayes rule is \( (1, \theta_0) \) for every \( \pi \) and \( d \).

c. For the loss function
\[
L_3(\theta, (\varphi, \delta)) = (\delta - \theta)^2(1 - \varphi) - \varphi^2,
\]
show that the associated Bayes rule is \( (0, \theta_0) \), i.e., that the Bayes procedure always rejects the null hypothesis \( H_0 : \theta = \theta_0 \), but always uses \( \theta_0 \) as an estimator of \( \theta \).

d. Study the Bayes procedures under the modified loss
\[
L_4(\theta, (\varphi, \delta)) = \left[ 1 + (\delta - \theta)^2 \right] \left[ 1 + (\varphi - \varphi_0)^2 \right]
\]
\[
to examine whether they are less paradoxical.

e. Show that the loss function
\[
L_5(\theta, (\varphi, \delta)) = \xi(\delta - \theta)^2|1 - \varphi| + \{(\delta - \theta_0)^2 + (\theta - \theta_0)^2\}|\varphi|,
\]
provides a reasonable pre-test Bayes procedure that avoids the paradoxes of \( L_1, L_2, \) and \( L_3 \) if and only if \( \xi > 1 \).
Section 5.5.1

5.41 Consider two independent observations $x_1, x_2$ from a Cauchy distribution $C(\theta, 1)$. For $\pi(\theta) = 1$, give the shape of the $\alpha$-credible HPD region. What alternative (and more convincing) $\alpha$-credible region could you propose?

5.42 Give the $\alpha$-credible region when $x \sim P(\lambda)$ and $\lambda \sim G(\delta, \beta)$. Study the evolution of this region as a function of $\delta$ and $\beta$. Examine the particular case of the noninformative distribution.

5.43 *An alternative notion of $\alpha$-credible regions is studied in this exercise. The best Bayes center at level $\alpha$ is the estimator $\delta^\pi(x)$, center of the ball of smallest radius with coverage $1 - \alpha$, i.e.,

$$P^\pi(||\theta - \delta^\pi(x)|| < k|x) = \sup_\delta P^\pi(||\theta - \delta(x)|| < k|x) = 1 - \alpha.$$ 

a. Show that, if the posterior distribution is spherically symmetric and unimodal, the corresponding region is the HPD region.

b. Consider $x \sim N(\theta, 1)$, $\theta \sim N(0, \tau^2)$, and $\pi(\tau^2) = 1/\tau^{3/2}$. Determine the posterior distribution. Show that this distribution is unimodal when $0 < x^2 < 2$ and bimodal otherwise, with second mode

$$\delta(x) = \left(1 - \frac{1 - (1 - 2/x^2)}{2}\right) x.$$

Derive the best Bayes center and show that, if $\alpha$ is large enough, $\delta^\pi$ is discontinuous and close to

$$\phi(x) = (1 - \frac{1}{2x^2})^+ x,$$

i.e., that this Bayes estimator replicates the James–Stein estimator.

c. Generalize b. when $\pi(\tau^2) = \tau^{-v}$.

d. Show that the best Bayes center associated with a proper prior distribution $\pi$ is admissible under the loss

$$L(\theta, \delta) = I_{(k, +\infty)}(||\theta - \delta||^2).$$

5.44 *(Thatcher (1964)) Consider $x \sim B(n, \theta)$ and, for $0 < \alpha < 1$ and a prior $\pi$ on $\theta$, define $\theta^\pi_x$ by $P^\pi(\theta \leq \theta^\pi_x | x) = \alpha$.

a. If $\pi(\theta) = (1 - \theta)^{-1}$, show that $P_\theta(\theta \leq \theta^\pi_x) \leq \alpha$ for $\theta > 0$.

b. If $\pi(\theta) = \theta^{-1}$, show that $P_\theta(\theta \leq \theta^\pi_x) \geq \alpha$ for $\theta < 1$.

c. Define $\theta^\pi_x$ associated with $\pi(\theta) = \theta^{\lambda - 1}(1 - \theta)^{-\lambda}$, $0 \leq \lambda \leq 1$. Show that $\theta^\pi_x$ is increasing in $\lambda$ and deduce that

$$\lim_{\theta \uparrow \theta^\pi_x} P_\theta(\theta \leq \theta^\pi_x) \leq \alpha \leq \lim_{\theta \downarrow \theta^\pi_x} P_\theta(\theta \leq \theta^\pi_x).$$

5.45 *(Hartigan (1983)) Consider $x \sim P(\lambda)$ and for $0 < \alpha < 1$, and a prior $\pi$ on $\lambda$, define $\lambda^\pi_x$ by

$$P^\pi(0 \leq \lambda \leq \lambda^\pi_x | x) = \alpha.$$

a. Show that, if $\pi(\lambda) = 1/\lambda$, $P_\lambda(\lambda \leq \lambda^\pi_x) \leq \alpha$ for every $\lambda$. 

b. Show that, if \( \pi(\lambda) = 1 \), \( P_\lambda(\lambda \leq \lambda_x^2) \geq \alpha \) for every \( \lambda \). (Hint: Use the following relation:

\[
\sum_{x=x_0}^{\infty} e^{-\lambda} \frac{\lambda^x}{x!} = \int_{0}^{\infty} \frac{u^{x_0-1}}{(x_0-1)!} e^{-u} du.
\]

5.46 A famous problem in classical Statistics is the Behrens–Fisher problem. It stems from a simple setting of two normal populations with unknown means and variances because there is no UMP or UMPU test to compare the means. Consider \( x_1, \ldots, x_n \) a sample from \( \mathcal{N}(\theta, \sigma^2) \) and \( y_1, \ldots, y_m \) a sample from \( \mathcal{N}(\mu, \tau^2) \) where \( \theta, \mu, \tau, \sigma \) are unknown.

a. *Show that there is no UMPU test procedure for the hypothesis \( H_0: \theta = \mu \). (Hint: Condition on \( s_x^2 \) and \( s_y^2 \), given below, to show that the UMPU procedures vary with \( s_x^2 \) and \( s_y^2 \)).

b. Explain why a reasonable test should be based on the pivotal quantity

\[
T = \frac{(\theta - \mu) - (\bar{x} - \bar{y})}{\sqrt{s_x^2/n + s_y^2/m}}
\]

with \( \bar{x} = \sum_i x_i/n \), \( \bar{y} = \sum_j y_j/m \), \( s_x^2 = \sum_i (x_i - \bar{x})^2/n - 1 \), and \( s_y^2 = \sum_j (y_j - \bar{y})^2/m - 1 \).

c. Show that the distribution of \( T \) depends on \( \sigma/\tau \) even when \( \theta = \mu \), and that this distribution is not a Student’s t-distribution.

d. Give the posterior of \( T \) when \( \pi(\theta, \mu, \sigma, \tau) = 1/\sigma^2 \tau^2 \) and show that it depends only on \( (s_x/\sqrt{n})(s_y/\sqrt{m}) \). [Note: See Robinson (1982) for a detailed survey of the different issues related to this problem.]

Section 5.5.2

5.47 (Casella and Berger (1990)) Consider \( x \sim \mathcal{N}(\mu, 1) \) and

\[
C_a(x) = \{ \mu; \min(0, x - a) \leq \mu \leq \max(0, x + a) \}.
\]

a. Consider \( a = 1.645 \). Show that \( C_a \) is a confidence interval at level 95% with

\[
P_0(0 \in C_a(x)) = 1.
\]

b. If \( \pi(\mu) = 1 \) and \( a = 1.645 \), show that \( C_a \) is also a 0.1-credible region and that

\[
P_\pi(\mu \in C_a(x)|x) = 0.90
\]

if \( |x| \leq 1.645 \) and

\[
\lim_{|x| \to +\infty} P_\pi(\mu \in C_a(x)|x) = 1.
\]

5.48 Consider \( x \sim f(x|\theta) \) with \( \theta \in \mathbb{R} \) and \( \pi \) a prior distribution on \( \theta \). If we define the \( \alpha \)-credible set \( (-\infty, \theta_x) \) by \( P^\pi(\theta \geq \theta_x|x) = \alpha \), show that this one-sided interval cannot be at level \( \alpha \) in the frequentist sense. (Hint: Show that \( P(\theta \geq \theta_x|\theta \leq \theta_0) > \alpha \) for some \( \theta_0 \).)

5.49 *(Fieller (1954)) In the setting of calibration (see Exercise 4.47), confidence sets need to have infinite length to maintain a fixed confidence level, as shown by Gleser and Hwang (1987). Consider \( (x_1, y_1), \ldots, (x_n, y_n) \) a sample from \( \mathcal{N}_2(\mu_x, \Sigma) \). The parameter of interest is \( \theta \), the ratio of the two means \( \mu_x \) and \( \mu_y \).
a. Define \( \bar{z}_\theta = \bar{y} - \theta \bar{x} \). Show that

\[
\bar{z}_\theta \sim \mathcal{N} \left( 0, \frac{1}{n} (\sigma_y^2 - 2\theta \sigma_{xy} + \theta^2 \sigma_x^2) \right)
\]

and that

\[
\hat{v}_\theta = \frac{1}{n-1} \left( s_y^2 - 2\theta s_{xy} + \theta^2 s_x^2 \right)
\]

is an unbiased estimator of \( v_\theta \), the variance of \( \bar{z}_\theta \), when \( \bar{x}, \bar{y}, s_x^2, s_{xy}, \) and \( s_y^2 \) denote the usual empirical moments and

\[
\Sigma = \begin{pmatrix}
\sigma_x^2 & \sigma_{xy} \\
\sigma_{xy} & \sigma_y^2
\end{pmatrix}.
\]

b. Show that \( \bar{z}_\theta \) and \( \hat{v}_\theta \) are independent and that \((n-1)\hat{v}_\theta/v_\theta \sim \chi^2_{n-1}\). Deduce that \( \{ \theta; \bar{z}_\theta/\hat{v}_\theta \leq t^*_{n-1,\alpha/2} \} \) defines a \((1 - \alpha)\) confidence set.

c. Show that this confidence set defines a parabola in \( \theta \) and can be an interval, the complement of an interval or the whole real line.

Section 5.5.3

5.50 *Domination of the usual estimator as center of a confidence region does not necessarily follow from the corresponding domination for the quadratic loss. Show that, in the normal case, if

\[
\delta_a^{JS}(x) = \left( 1 - \frac{a}{||x||^2} \right) x,
\]

the recentered confidence region

\[
C_a^{JS}(x) = \{ \theta; \, ||\theta - \delta_a^{JS}(x)||^2 \leq c_\alpha \},
\]

does not dominate the usual confidence region, even though \( \delta_a^{JS} \) dominates \( \delta_0 \) when \( a \leq 2(p-2) \). (Hint: Consider \( \theta = 0 \).)

5.51 (Casella et al. (1993b)) Show that the rational loss given in Section 5.5,

\[
L(\theta, C) = \frac{\text{vol}(C)}{k + \text{vol}(C)} - \mathbb{I}_C(\theta),
\]

does not lead to Berger's paradox in the normal case.

5.52 *(Casella et al. (1993b)) Consider a general loss function of the form

\[
L(\theta, C) = S(\text{vol}(C)) - \mathbb{I}_C(\theta),
\]

with \( S \) increasing, \( 0 \leq S(t) \leq 1 \).

a. Show that the Bayes estimators are the HPD regions.

b. Show that, if \( x \sim \mathcal{N}_p(\theta, I_p) \) and \( \theta \sim \mathcal{N}_p(\mu, \tau^2 I_p) \), the Bayesian credible sets \( C^\pi \) are not empty if \( S(t) = t/(a + t) \).

c. Determine the smallest radius of \( C^\pi \) as \( \tau \) varies.

d. Consider \( \bar{x} \sim \mathcal{N}(\theta, \sigma^2/n) \) and \( s^2 \sim \sigma^2 \chi^2_q \). Under the rational loss, show that

\[
C^\pi(\bar{x}, s^2) = \left\{ \theta; \, |\theta - \bar{x}| \leq \frac{t^* s}{\sqrt{n}} \right\},
\]

where \( t^* \) is the solution of

\[
\min_t \left( \frac{2ts/\sqrt{n}}{a + 2ts/\sqrt{n}} - P(|T_{n-1}| < t) \right).
\]

Deduce that \( P(|T_{n-1}| < t^*(s)s) \geq 1/2 \).
5.53 (Walley (1991)) Consider the double-exponential distribution, \( f(x|\theta) = (1/2) \exp(-|x - \theta|) \).

a. Show that \( C_x = (-\infty, x] \) is a 50% confidence interval.

b. Show that \( P_\theta(\theta \in C_x|x < 0) < 0.5 \) for every \( \theta \).

c. Let \( \varphi(x) = (e^{2x}/2)I_{x<0} \). Show that

\[
\mathbb{E}_\theta[I_{x<0}(I_{C_x}(\theta) - 1/2) + \varphi(x)] \geq 0
\]

and deduce that \( \gamma(x) = 1/2 \) is not an admissible confidence report under squared error loss for \( C_x \).

Note 5.7.3

5.54 *(Brown (1967)) In the setting of Example 5.5.9, show that

\[
P\left(\sqrt{n}|\bar{x} - \theta| \leq ks |s \leq 1\right) \leq \alpha > P\left(\sqrt{n}|\bar{x} - \theta| \leq ks |s > 1\right)
\]

and derive a positively relevant subset. (Hint: Show that

\[
P\left(\sqrt{n}|\bar{x} - \theta| \leq ks \right)
\]

is increasing in \( s \).)

5.55 (Walley (1991)) Consider a sample \( x_1, \ldots, x_n \) from \( U[\theta,\theta+1] \).

a. Show that uniformly more accurate one-sided confidence intervals are of the form \( C_x = [(x_{(1)} + 1 - K) \land (x_{(n)} - 1), x_{(1)} + 1] \) and check that the confidence level is \( \gamma = 1 - (1 - K/2)^n \).

b. For \( n = 1 \) and \( \gamma = 1/2 \), show that \( C_x = [x, x + 1] \). Consider a strictly decreasing bounded function \( f \) and \( \varphi(x) = (f(x) - f(x + 1)) \land (f(x - 1) - f(x)) \). Verify that

\[
\mathbb{E}_\theta[f(I_{C_x}(\theta) - 0.5)] = 0.25 \int_\theta^{\theta+1} (f(x - 1) - f(x)) \, dx
\]

and

\[
\mathbb{E}_\theta[\varphi(x)] \leq \frac{1}{8} \int_\theta^{\theta+1} (f(x - 1) - f(x)) \, dx.
\]

c. Deduce that

\[
\mathbb{E}_\theta[f(I_{C_x}(\theta) - 0.5) - \varphi(x)] \geq 0
\]

for every \( \theta \) and that \( \gamma = 1/2 \) is not an admissible report.

d. For \( n \geq 2 \), we define

\[
B = \{(x_1, \ldots, x_n); x_{(n)} - x_{(1)} \geq 2 - K\}.
\]

Show that

\[
P_\theta(\theta \in C(x_1, \ldots, x_n)|(x_1, \ldots, x_n) \in B) = 1
\]

and conclude that \( B \) is a relevant subset.

Note 5.7.4

5.56 (Berger et al. (1997)) For the report \( \gamma(x) \) given in (5.7.1), show that

\[
\gamma(x) = \frac{s}{1 + s} \quad \text{if} \quad s < r, \quad \gamma(x) = \frac{1}{1 + s} \quad \text{if} \quad s > a.
\]
5.57 Show that, in the setting of Example 5.7.4, $\Psi(1) > 1$ and give the Bayes factor in favor of $H_0$.

5.58 (Lindley (1997)) When introducing the third decision $-1$ in the testing problem, consider the following extension to the $0 - 1$ loss function:

$$L(\theta, \varphi) = \begin{cases} \ell_i & \text{if } \varphi = 1 - i \text{ and } H_i \text{ is true}, \\ m_i & \text{if } \varphi = -1 \text{ and } H_i \text{ is true}. \end{cases}$$

Compute the posterior losses and show that $\varphi = -1$ if

$$\frac{m_1 \varrho}{\ell_0 - m_0} < B_{10}(x) < \frac{(\ell_1 - m_1) \varrho}{m_0},$$

where $\varrho$ denotes the prior odds, $\pi_1/\pi_0$.

5.59 (Lindley (1997)) Show that $S(x)$ given in (5.7.2) is not an ancillary statistic, except when

$$\tau(t) + \varrho = 1 + \frac{\varrho}{t}, \quad t > c,$$

where $c$ is defined by $F_0(c) = 1 - \varrho F_1(c)$ and $\tau(t)$ is given by $F_0(t) = 1 - \varrho F_1(\tau(t))$. Show that this property holds when $B_{10}(x)$ has the same distribution under $m_1$ than $B_{01}(x)$ under $m_0$. [Note: See Berger et al. (1994, p. 1798).]

5.7 Notes

5.7.1 P-values and Bayesian decisions

A common criticism of the comparison of Section 5.3.5 is that it is meaningless: the two types of answers are conceptually different and $p$-values are not probabilities. The answer to this criticism is that, besides being used as probabilities by practitioners, $p$-values are addressing the same inferential problem as Bayesian posterior probabilities, from a decision-theoretic point of view. It thus does make sense to compare them directly.

Consider an $a_0 - a_1$ loss function as in (5.2.1). The UMPU minimax test is then

$$\varphi(x) = \begin{cases} 1 & \text{if } p(x) > \frac{a_1}{a_0 + a_1}, \\ 0 & \text{otherwise}. \end{cases}$$

In fact, when power functions are continuous and hypotheses are contiguous (see Lehmann (1986, Chapter 4)), a UMPU test satisfies

$$\sup_{\theta_0} P_\theta(\varphi(x) = 0) = \alpha = \inf_{\theta_1} P_\theta(\varphi(x) = 0) = 1 - \sup_{\theta_1} P_\theta(\varphi(x) = 1).$$

Moreover, when $\varphi$ is minimax under this loss, it satisfies

$$\sup_{\theta_0} R(\theta, \varphi) = a_0 \sup_{\theta_0} P_\theta(\varphi(x) = 0) = \sup_{\theta_1} R(\theta, \varphi) = a_1 \sup_{\theta_1} P_\theta(\varphi(x) = 1).$$

Therefore, under regularity assumptions satisfied, for instance by exponential families, $\varphi$ is such that

$$\sup_{\theta_0} P_\theta(\varphi = 0) = \frac{a_1}{a_1 + a_0}.$$
It then follows from Proposition 5.2.2 that it is legitimate to compare the $p$-value $p(x)$ with posterior probabilities, since the Bayesian decision procedure is given by

$$\gamma^\pi(x) = \begin{cases} 1 & \text{if } P^\pi(\theta \in \Theta_0 | x) > \frac{\varrho_0}{\varrho_0 + a_1}, \\ 0 & \text{otherwise} \end{cases}$$

and both approaches compare a continuous evaluation ($p$-values or posterior probability) to the same bound.

5.7.2 Unequal prior probabilities

Another criticism of the lower bound evaluation of Section 5.3.5, found, for instance, in Casella and Berger (1987), is that the lower bound is not computed on the set of all prior distributions, since it only considers the prior probability $\varrho_0 = 1/2$. Obviously, if $\varrho_0$ can be modified too, it is always possible to find a Bayesian answer smaller than the $p$-value, since the lower bound over all Bayesian answers is then 0 for every $x$ (corresponding to $\varrho_0 = 0$). However, for a fixed value of $\varrho_0 > 0$, there always are values of $x$ for which the lower bound on posterior probabilities is higher than the $p$-value.

A refined version of this criticism is to consider that the weight $\varrho_0 = 1/2$ is not necessarily the most objective probability, and that it should be determined in terms of the prior $\pi$ itself. In fact, as mentioned above, priors of the form $\pi(\theta) = \varrho_0 \mathbb{1}_{\theta_0}(\theta) + (1 - \varrho_0)\pi_1(\theta)$ are quite artificial. While such priors are necessary to solve the testing problem, it is more natural to think of $\pi$ as a modification of the original prior $\pi_1$ in the light of this problem. The inferential problem, that is, the fact that $\theta_0$ is of interest, contains some residual information strong enough to justify a modification of the prior distribution (otherwise, the test question should be modified to become compatible with the prior information). It thus makes sense to require that the weight $\varrho_0$ should appear as a function of $\pi_1$. (This point will reappear in Chapter 7 with the case of nested models in model choice: the upper model, which contains all others, should be more likely than the others.)

Example 5.7.1 (Example 5.3.6 continued) Since $H_0 : \theta = 0$ is to be tested, the prior probability of $H_0$ is null under any continuous prior $\pi_1$. Nonetheless, it is reasonable to require that $H_0$ should have a larger prior probability if $\pi_1$ is $\mathcal{N}(0, 1)$ than if $\pi_1$ is $\mathcal{N}(0, 10)$, since every neighborhood of 0 is less probable under the latter distribution. This is why the Jeffreys–Lindley paradox is deemed a “paradox”: increase in the probabilities from Table 5.2.4 to Table 5.2.4 seems counterintuitive.

Unfortunately, a determination of the weight $\varrho_0$ as a function of $\pi_1$ is quite controversial and we only briefly mention a solution proposed in Robert and Caron (1996) (see Spiegelhalter and Smith (1980) for another approach based on the most favorable virtual observations). The basic idea is that the weight $\varrho_0$ should satisfy

$$(1 - \varrho_0)\pi_1(\theta_0) = \varrho_0,$$

in order for $\theta_0$ to be equally weighted under both hypotheses. Of course, we are comparing a weight under the Dirac mass at 0, $\varrho_0$, with an instantaneous weight with respect to the Lebesgue measure, $(1 - \varrho_0)\pi_1(\theta_0)$, and the comparison is not justified from a mathematical point of view (since the value of the
density \( \pi_1 \) at a given point like \( \theta_0 \) is arbitrary). Moreover, the above equation does not always allow for a solution.

**Example 5.7.2 (Example 5.3.6 continued)** When \( \pi_1(\theta) \) is a normal prior \( \mathcal{N}(0, n) \), the above equality leads to the weight

\[
\varrho_0 = \frac{\pi_1(0)}{1 + \pi_1(0)} = \frac{1}{1 + \sqrt{2\pi n}},
\]

and the corresponding posterior probability of \( H_0 \) is

\[
\left(1 + \frac{1 - \varrho_0}{\varrho_0} \frac{m_1(x)}{\varphi(x)}\right)^{-1} = \left(1 + \sqrt{\frac{2\pi n}{n + 1}} e^{x^2/2 - x^2/(2(n+1))}\right)^{-1} - 1.
\]

Notice that this approach avoids the Jeffreys–Lindley paradox, since the limiting probability (when \( n \) goes to \( +\infty \)) is

\[
\left(1 + \sqrt{2\pi e^{x^2/2}}\right)^{-1}.
\]

This value also happens to be the posterior probability associated with the Lebesgue prior, \( \pi(\theta) = 1 \).

### 5.7.3 Conditional evaluation of confidence regions

A critical assessment of the Neyman–Pearson confidence regions (and more generally of frequentist procedures) follows from the conditional analysis of Kiefer (1977) and Robinson (1979). Lehmann (1986, Chapter 10) gives an overview of this approach (see also Buehler (1959), Pierce (1973), Casella (1987, 1992), Maatta and Casella (1990), and Goutis and Casella (1991, 1992)). These works have shown that the classical confidence procedures are often suboptimal when considered from a conditional viewpoint.

**Definition 5.7.3** Consider \( C_x \), a confidence region at significance level \( \alpha \). A set \( A \subset X \) is said to be a negatively biased relevant subset for the confidence region \( C_x \) if there exists \( \epsilon > 0 \) such that

\[
P_0(\theta \in C_x | x \in A) \leq 1 - \alpha - \epsilon
\]

for every \( \theta \in \Theta \).

We can similarly define positively biased relevant subsets. This notion is generalized in Robinson (1979) into the notion of relevant betting procedures. The existence of such sets questions the notion of a confidence level \( \alpha \) itself because, depending on the conditioning set, the coverage probability may vary and even fall below the nominal minimal confidence statement. Obviously, this criticism can be transferred to testing procedures by a duality argument.

In the setting of Example 5.5.8, while working on \( t \)-tests, Brown (1967) establishes that there exist positively biased relevant sets of the form \( \{|x| < k\} \) and this implies

\[
P_0(\theta \in C_x | |x| > k) \leq 1 - \alpha
\]
Such phenomena led Kiefer (1977) to suggest a partition of the sample space $\mathcal{X}$ into subsets, and to allocate each of these subsets with a different confidence level (see also Brown (1978)). Following Fisher's analysis, he suggested that these subsets should be indexed by ancillary statistics. For instance, the adequate ancillary statistic for Example 2.3.1 is $x_1 - x_2$.

Unfortunately, in most settings, the choice of the ancillary statistic modifies the confidence report, and Berger and Wolpert (1988) give an example in which different ancillary statistics lead to different confidence statements, a setting incompatible with the Likelihood Principle. We consider that, fundamentally, the problem exhibited by the existence of relevant biased sets is not related to the confidence region $C_x$ itself but rather with the associated confidence level $\alpha$, which should be replaced by a more adaptive (or more conditional) confidence statement $\alpha(x)$ (see Section 4.2). In fact, the existence of relevant betting procedures is equivalent to the domination of the constant confidence report under quadratic loss (Robinson (1979)).

5.7.4 Reconciliation perspective

While Section 5.3 has shown that the frequentist answers, that is, the $p$-values, were intrinsically and numerically different from their Bayesian counterparts (see also Note 5.7.1), a modification of the decision setting, brought up by Berger, Brown and Wolpert (1994), allows for a partial reconciliation of both perspectives. While, from a Bayesian point of view, reconciliation is not an important feature—the basic purpose of a procedure is to act in an optimal way when faced with a decision problem, rather than to enjoy a long run stability—it offers several advantages from a practical point of view: firstly, it makes statisticians more comfortable with using a Bayesian procedure if this procedure simultaneously enjoys frequentist properties. Secondly, it eliminates the difficulty with the interpretation of a $p$-value as a posterior probability.

The modification is to introduce a “no-decision” alternative to the “accept” and “reject” answers used in classical tests. Even though this additional possibility may seem ludicrous from a decision-making point of view, it certainly makes sense from a statistical point of view: there are indeed cases where the data is too inconclusive to answer satisfactorily about a given hypothesis $H_0$ and when we want to ask the client for more observations, or for more precise prior information. In fact, this perspective has been around for sequential testing since Wald’s sequential probability ratio test (see Lehmann (1986)). (Notice, however, that the procedure of Berger et al. (1994) does not account for repeated testing, which affects the acceptance levels. See also Example 1.3.6.)

In the case of two simple hypotheses,

$H_0 : x \sim m_0(x)$ versus $H_1 : x \sim m_1(x),$

where $m_0$ and $m_1$ are known densities, the Bayes factor $B_{10}$ is equal to the likelihood ratio $m_1(x)/m_0(x)$. If $-1$ denotes the no-decision answer, the modified Bayesian test of Berger et al. (1994) is of the form

$$\varphi(x) = \begin{cases} 1 & \text{if } B_{10}(x) \geq a, \\ 0 & \text{if } B_{10}(x) \leq r, \\ -1 & \text{if } r < B_{10}(x) < a, \end{cases}$$

where $r$ is a critical value.
with an associated probability error report given by
\[
\gamma(x) = \begin{cases} 
1/(1 + B_{10}(x)) & \text{if } B_{10}(x) \geq a, \\
B_{10}(x)/(1 + B_{10}(x)) & \text{if } B_{10}(x) \leq r.
\end{cases}
\]

Notice that \( \gamma(x) \) is the posterior probability of the rejected hypothesis and is thus optimal under squared error loss. (But the procedure \( \varphi \) is arguably not a decision procedure. See Exercise 5.58.)

Now, if we denote \( F_0 \) and \( F_1 \) the c.d.f.’s of \( B_{10}(x) \) associated with \( m_0 \) and \( m_1 \) respectively, and if we define \( \Psi(b) = F_0^{-1}(1 - F_1(b)) \), then \( \Psi^{-1}(b) = F_1^{-1}(1 - F_0(b)) \), Berger et al. (1994) take
\[
r = 1 \quad \text{and} \quad a = \Psi(1) \quad \text{if } \Psi(1) > 1, \\
r = \Psi^{-1}(1) \quad \text{and} \quad a = 1 \quad \text{if } \Psi(1) < 1.
\]

They show that the report \( \gamma(x) \) is then correct from a conditional frequentist perspective: conditional on
\[
S(x) = \min\{B_{10}(x), \Psi^{-1}(B_{10}(x))\},
\]
the procedure \((\varphi, \gamma)\) satisfies
\[
P_0(B_{10}(x) \geq a | S(x) = s) = \gamma(s), \quad P_1(B_{10}(x) \leq r | S(x) = s) = \gamma(s),
\]
where \( \gamma(x) \) only depends on \( s \) (Exercise 5.56). Notice however that \( S(x) \) is not an ancillary statistic, except in special cases (Exercise 5.59).

The extension of this result to composite hypotheses,
\[
H_0 : \theta = \theta_0 \quad \text{versus} \quad H_1 : \theta \in \Theta_1
\]
follows by representing \( H_1 \) as in Section 5.3.5, that is, with
\[
H_1 : x \sim m_1(x) = \int_{\Theta_1} f(x|\theta)\pi_1(\theta)d\theta.
\]

Then Berger, Boukai and Wang (1997) show that the conditional frequentist evaluation under \( H_0 \) still coincides with the Bayesian report, in a weaker sense that, while being satisfactory from a Bayesian perspective, is less compelling from a frequentist perspective (Hinkley (1997), Louis (1997)).

**Example 5.7.4** (Berger et al. (1997)) For \( x_1, \ldots, x_n \) i.i.d. \( N(\theta, \sigma^2) \), with \( \sigma \) known, consider the test of \( H_0 : \theta = \theta_0 \) under the conjugate prior \( \theta \sim N(\mu, k\sigma^2) \). Then, if \( z = \sqrt{n}(\bar{x}_n - \theta_0)/\sigma \),
\[
m_0(z) = \frac{1}{\sqrt{2\pi}} \exp\{-z^2/2\}
\]
and
\[
m_1(z) = \frac{1}{\sqrt{2\pi\sqrt{1 + kn}}} \exp\left\{ -\frac{(z + \sqrt{kn}\Delta)^2}{2(1 + kn)} \right\},
\]
where \( \Delta = (\theta_0 - \mu)/\sqrt{k}\sigma \). Then the Bayes factor is given by
\[
B_{10}(x) = \sqrt{1 + kn} \exp\left\{ -\frac{kn}{2(1 + kn)} \left[ z - \frac{\Delta}{\sqrt{k}} \right]^2 + \frac{\Delta^2}{2} \right\},
\]
\( \Psi(1) > 1, r = 1 \) and \( a = F_0^{-1}(1 - F_1(1)) \).
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The contraption began to quiver, steam hissing out from two or three places. The hiss grew to a shriek, and the thing began trembling. It groaned ominously. The shriek became ear-piercing. It shook so hard the table moved. The balding man threw himself at the table, fumbling a plug loose on the largest cylinder. Steam rushed out in a cloud, and the thing went still.

Robert Jordan, Lord of Chaos, Book VI of the Wheel of Time.

6.1 Implementation difficulties

At this stage of the book, we need to discuss a practical aspect of the Bayesian paradigm, namely, the computation of Bayes estimators. The ultimate simplicity of the Bayesian approach is that, given a loss function $L$ and a prior distribution $\pi$, the Bayes estimate associated with an observation $x$ is the (usually unique) decision $d$ minimizing the posterior loss

$$\int_\Theta L(\theta, d) \pi(\theta | x) d\theta.$$  \hfill (6.1.1)

However, minimizing (6.1.1) can be hindered by two difficulties in practice:

(i) the explicit computation of the posterior distribution, $\pi(\theta | x)$, may be impossible; and

(ii) even if $\pi(\theta | x)$ is known, this does not necessarily imply that minimizing (6.1.1) is an easy task; indeed, when analytic integration is impossible, numerical minimization sometimes calls for a formidable amount of computing time, especially when $\Theta$ and $D$ have large dimensions.

Point (i) may seem to be a minor and formal difficulty since minimizing (6.1.1) is actually equivalent to minimizing

$$\int_\Theta L(\theta, d) \pi(\theta) f(x | \theta) d\theta,$$

which does not require an evaluation of $\pi(\theta | x)$. However, we saw in Chapters 2 and 4 that classical losses, like the quadratic losses, lead directly to
estimators expressed through the posterior distribution, like the posterior mean

$$
\delta^\pi(x) = \int_\Theta \theta \pi(\theta|x) \, d\theta = \frac{\int_\Theta \theta \pi(\theta)f(x|\theta) \, d\theta}{\int_\Theta \pi(\theta)f(x|\theta) \, d\theta},
$$

for the quadratic loss; they thus necessitate direct computation of posterior moments or other posterior quantities. A similar comment applies for the derivation of other posterior quantities of interest, such as posterior quantiles, Bayes factors, or confidence regions.

A simplifying answer to these computational difficulties is to only use sampling models, prior distributions, and losses which lead to explicit solutions for the minimization of (6.1.1). This restrictive approach was technically justified when the computational tools described below were not available, but is unacceptable on subjective grounds, since loss functions and prior distributions should be constructed according to the decision problem, not because they provide closed-form answers, as already stressed in Chapter 3.

This chapter is thus intended to avoid a systematic recourse to simple prior distributions and losses by providing the reader with an array of recent and sophisticated approximation methods that can be used when no analytical expression of the posterior distribution or estimators is available. This chapter is only an introduction to these methods; the reader is referred to Robert and Casella (1999, 2004) for a more thorough treatment.

Although optimization problems like loss minimization or computation of a MAP estimator can also be addressed by simulation techniques (see Geyer and Thompson (1992), Geyer (1996), Robert and Casella (2004, Chapter 5), or Doucet and Robert (2000)), we will focus in this chapter on approximations to $$\pi(\theta|x)$$ and integrals involving $$\pi(\theta|x)$$ because this is the cornerstone of computational difficulties with Bayesian inference. In addition, if $$\pi(\theta|x)$$ can be correctly approximated, it is usually possible to derive an approximation of $$L(\pi,d|x)$$ for an arbitrary $$d$$, and then to use a classical minimization method.

We now introduce a series of examples used throughout this chapter to illustrate different computational methods.

**Example 6.1.1** Consider $$x_1, \ldots , x_n$$ a sample from $$C(\theta, 1)$$, a Cauchy distribution with location parameter $$\theta$$, and $$\theta \sim N(\mu, \sigma^2)$$, with known hyper-

---

1 Classical illustrations resort to such simple settings because they allow for a clearer and more concise presentation of points of interest, and this book has made intensive use of exponential families, conjugate priors, and quadratic losses for this reason. Nevertheless, a more adaptive approach, relying for instance on mixtures of conjugate priors, should be adopted in practical settings.
parameters $\mu$ and $\sigma^2$. The posterior distribution of $\theta$ is then
\[
\pi(\theta|x_1, \ldots, x_n) \propto e^{-(\theta-\mu)^2/2\sigma^2} \prod_{i=1}^{n}[1 + (x_i - \theta)^2]^{-1},
\]
which cannot be integrated analytically. When $\delta_\pi$ is the posterior mean,
\[
\delta_\pi(x_1, \ldots, x_n) = \frac{\int_{-\infty}^{+\infty} \theta e^{-(\theta-\mu)^2/2\sigma^2} \prod_{i=1}^{n}[1 + (x_i - \theta)^2]^{-1} d\theta}{\int_{-\infty}^{+\infty} e^{-(\theta-\mu)^2/2\sigma^2} \prod_{i=1}^{n}[1 + (x_i - \theta)^2]^{-1} d\theta},
\]
its calculation requires two numerical integrations (one for the numerator and one for the denominator). The computation of the variance calls for an additional integration. Moreover, the usually multimodal structure of this distribution (see Exercise 1.28) may require special tuning for standard integration packages.

As we have seen before, the computational problem may result from the choice of the loss, even when the prior distribution is conjugate.

**Example 6.1.2** Let $x|\theta \sim N_p(\theta, \sigma^2 I_p)$ and $\theta|\mu, \tau \sim N_p(\mu, \tau^2 I_p)$, with known hyperparameters $\mu$ and $\tau$. The posterior distribution on $\theta$ is then quite manageable since
\[
\theta|x \sim N_p\left(\frac{\sigma^2 \mu + \tau^2 x}{\sigma^2 + \tau^2}, \frac{\sigma^2 \tau^2}{\sigma^2 + \tau^2} I_p\right).
\]
When $||\theta||^2$ is the parameter of interest, the usual rescaled quadratic loss is
\[
L(\theta, \delta) = \frac{(\delta - ||\theta||^2)^2}{2||\theta||^2 + p},
\]
as in Saxena and Alam (1982). It leads to the following Bayes estimator:
\[
\delta_\pi(x) = \frac{E^\pi[||\theta||^2/(2||\theta||^2 + p)|x]}{E^\pi[1/(2||\theta||^2 + p)|x]}.
\]
Although $(\sigma^{-2} + \tau^{-2})||\theta||^2$ is distributed a posteriori as a $\chi^2_p(\lambda)$ random variable, with
\[
\lambda = \frac{||\sigma^2 \mu + \tau^2 x||^2}{\sigma^2 \tau^2 (\sigma^2 + \tau^2)};
\]
an analytic version of $\delta_\pi$ does not exist and numerical approximation is again necessary. Notice that, in this case, numerical integration is more complicated than for Example 6.1.1 because the density of $\chi^2_p(\lambda)$ (see Appendix A) involves a modified Bessel function, $I_{(p-2)/2}(t)$, which must be approximated in most settings by a series of weighted central chi-squared densities or by a continued fraction approximation (see Exercise 4.35). An alternative approach is to integrate instead over $\theta$, but this is only feasible for small $p$’s.

Chapter 10 will also provide settings where approximations of Bayes estimators are necessary. Indeed, most hierarchical Bayes estimators cannot be
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computed analytically; for instance, this is the case for normal observations (see Lemma 10.2.16) and graphical models (see Note 10.7.1). Moreover, a numerical approximation of these estimators can get quite involved, especially for higher dimensions.

**Example 6.1.3** The call to an *auxiliary variable* in a multivariate Student’s $t$ model reduces the number of integrations to one, as pointed out by Dickey (1968). Let us recall that, if

$$x \sim \mathcal{N}_p(\theta, \sigma^2 I_p), \quad \theta \sim T_p(\nu, \mu, \tau^2 I_p),$$

we can write

$$\theta|\xi, x \sim \mathcal{N}_p\left( \xi(x), \frac{\tau^2 \sigma^2}{\sigma^2 \xi + \tau^2 I_p} \right),$$

$$\pi(\xi|x) \propto \frac{\xi^{(p+\nu)/2 - 1}}{(\xi \sigma^2 + \tau^2)^{p/2}} \exp\left\{ -\frac{1}{2} \left( \frac{||x - \mu||^2 \xi + \xi^2 \nu}{\tau^2 + \xi \sigma^2} \right) \right\},$$

with

$$\xi(x) = \frac{\xi \sigma^2 \mu + \tau^2 x}{\xi \sigma^2 + \tau^2}$$

(see Example 10.2.2). Consider the following generalization:

$$x|\theta, \Lambda \sim \mathcal{N}_p(\theta, \Lambda),$$

when $\theta$ and $\Lambda = \text{diag}(\sigma_1^2, \ldots, \sigma_p^2)$ are unknown, with prior distributions ($1 \leq i \leq p$)

$$\theta_i|\sigma_i \sim \mathcal{N}\left( \mu_i, \frac{\sigma_i^2}{n_i} \right), \quad \sigma_i^2 \sim IG(\nu_i/2, s_i^2/2),$$

where the $n_i$’s, $s_i$’s and $\nu_i$’s are known hyperparameters. In this case ($1 \leq i \leq p$),

$$\theta_i|x_i \sim T\left( \nu_i + 1, \frac{x_i + n_i \mu_i}{n_i + 1}, \frac{(\nu_i + 1)^{-1}(n_i + 1)^{-1}}{s_i^2 + \frac{n_i}{n_1 + 1}(x_i - \mu_i)^2} \right),$$

and the call to an auxiliary variable $\xi_i$ for each component $\theta_i$ does not modify the complexity of the estimation problem, since it does not change the number of integrals.

The two examples below are paradoxical, in the sense that a formal explicit expression of the Bayes estimator is available, but it cannot readily be used in practice, either because it induces numerical instability and thus unreliability of the result (Example 6.1.4), or because the actual computation of the resulting Bayes estimator is impossible, meaning it cannot be done in a reasonable amount of time for realistic sizes (Example 6.1.5).
Example 6.1.4  In the setting of capture-recapture models, we consider the following temporal model (see Section 4.3.3) with conjugate priors

\[ x_i|N, p_i \sim \mathcal{B}(N, p_i), \]
\[ \pi(N) = 1/N, \quad p_i \sim \text{Be}(\alpha, \beta) \quad (1 \leq i \leq n). \]

If \( x_+ \) denotes the number of different individuals captured at least once during the \( n \) captures, the posterior distribution on \( N \) and \( p = (p_1, \ldots, p_n) \) is, for \( x = (x_1, \ldots, x_n, x_+) \),

\[ \pi(N, p|x) \propto \frac{(N-1)!}{(N-x_+)!} \prod_{i=1}^{n} p_i^{\alpha+x_i-1}(1-p_i)^{\beta+N-x_i-1} \]

and the marginal distribution of \( N \) can be derived as

\[ \pi(N|x) \propto \frac{(N-1)!}{(N-x_+)!} \prod_{i=1}^{n} B(\alpha + x_i, \beta + N - x_i) \]
\[ \propto \frac{(N-1)!}{(N-x_+)!} \prod_{i=1}^{n} \frac{\Gamma(\beta + N - x_i)}{\Gamma(\alpha + \beta + N)}. \]

Therefore, the posterior distribution \( \pi(N|x) \) can be written in the “explicit” form

(6.1.2) \[ \frac{(N-1)!}{(N-x_+)!} \prod_{i=1}^{n} \frac{\Gamma(\beta + N - x_i)}{\Gamma(\alpha + \beta + N)} \]
\[ \sum_{M=x_+}^{+\infty} \frac{(M-1)!}{(M-x_+)!} \prod_{i=1}^{n} \frac{\Gamma(\beta + M - x_i)}{\Gamma(\alpha + \beta + M)}. \]

Actually, because of the ratios in the numerator and denominator, formula (6.1.2) does not require any computation of the gamma function, but only the use of the recursive formula \( \Gamma(x+1) = x\Gamma(x) \). Nonetheless, if \( n \) is large, that is, if many captures have been undertaken, and if, moreover, the resulting capture sizes \( x_i \) are very different, the computation of the posterior distribution (6.1.2) will be quite difficult. The quantities (6.1.2) can fluctuate widely and the stopping rule for the computation of the infinite sum in (6.1.2) must be devised accordingly, lest it ignore the significant terms corresponding to larger values of \( M \). Moreover, the computation of the sequence (6.1.2) through the following recurrence formula:

\[ \frac{\pi(N+1|x)}{\pi(N|x)} = \frac{N}{N+1-x_+} \prod_{i=1}^{n} \frac{\beta + N - x_i}{\alpha + \beta + N}, \]

although possible, can be quite damaging because the approximation error increases at each step, especially when the \( x_i \)'s are very different.

The same criticism applies for the computation of the posterior mean

(6.1.3) \[ \delta^\pi(x) = \frac{\sum_{N=x_+}^{+\infty} \frac{N!}{(N-x_+)!} \prod_{i=1}^{n} \frac{\Gamma(\beta + N - x_i)}{\Gamma(\alpha + \beta + N)}}{\sum_{M=x_+}^{+\infty} \frac{(M-1)!}{(M-x_+)!} \prod_{i=1}^{n} \frac{\Gamma(\beta + M - x_i)}{\Gamma(\alpha + \beta + M)}}. \]

Therefore, even though this discrete model seems analytically tractable, the explicit formulas above can only be used for the simplest examples.
Table 6.1.1. Parameters statistics for a lung radiograph model. (Source: Plessis (1989).)

<table>
<thead>
<tr>
<th></th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\sigma_1$</th>
<th>$\sigma_2$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>105.33</td>
<td>188.9</td>
<td>32.3</td>
<td>18.2</td>
<td>0.5</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>11.18</td>
<td>7.38</td>
<td>5.62</td>
<td>4.5</td>
<td>0.08</td>
</tr>
</tbody>
</table>

When the numbers of observations and of captures get large, numerical alternatives become necessary. Furthermore, the appeal of these formulas disappears for a hierarchical extension, since they cannot be used when a hyperprior on $(\alpha, \beta)$ is considered (see George and Robert (1992)).

Example 6.1.5 Consider a sample $x_1, \ldots, x_n$ from

$$(6.1.4) \quad f(x|\theta) = p \varphi(x;\mu_1,\sigma_1) + (1-p) \varphi(x;\mu_2,\sigma_2),$$

that is, from a mixture of two normal distributions with means $\mu_i$, variances $\sigma_i^2$ ($i = 1, 2$) and weight $p$ ($0 < p < 1$). We introduced a radiological application of this model in Example 1.1.6. A study on a first set of lung radiographs showed that images were distributed with parameters varying according to Table 6.1.5.

As a first approximation, given the information provided by Table 6.1.5, a prior modeling is to use “conjugate” priors on $\theta = (\mu_1, \sigma_1^2, p, \mu_2, \sigma_2^2)$,

$$\mu_i|\sigma_i \sim \mathcal{N}(\xi_i, \sigma_i^2/n_i), \quad \sigma_i^2 \sim \mathcal{IG}(\nu_i/2, s_i^2/2), \quad p \sim \mathcal{B}e(\alpha, \beta),$$

and to derive the hyperparameters $\xi_i$, $n_i$, $\nu_i$, $s_i$ and $(\alpha, \beta)$ from Table 6.1.5 by the moments method$^2$. In fact, these distributions are not conjugate in the sense of Definition 3.3.1, but the corresponding posterior distribution is

$$(6.1.5) \quad \pi(\theta|x_1, \ldots, x_n) \propto \prod_{j=1}^n \{p \varphi(x_j;\mu_1,\sigma_1) + (1-p) \varphi(x_j;\mu_2,\sigma_2)\} \pi(\theta).$$

A straightforward rewriting of (6.1.5) is to represent it as a weighted sum (that is, a mixture) of conjugate distributions,

$$(6.1.6) \quad \pi(\theta|x_1, \ldots, x_n) = \sum_{\ell=0}^n \sum_{(k_\ell)} \omega(k_\ell) \pi(\theta|(k_\ell)),$$

where $\ell$ denotes the number of observations attributed to the first component and where the second sum takes into account every permutation

$^2$ Notice that this modeling differs from an empirical Bayes modeling (Chapter 10). Indeed, although the resulting prior is only an approximation and the hyperparameters are estimated by classical means, this distribution is based on previous observations, which can be considered prior information, not on the observed sample for which the parameter $\theta$ is unknown.
(k_t) of \{1, 2, \ldots, n\} which gives a different partition of \{x_1, \ldots, x_n\} into \{x_{k_1}, \ldots, x_{k_t}\} and \{x_{k_{t+1}}, \ldots, x_{k_n}\}, thus characterizing the \ell\ observations attributed to the first component. The posterior weight of a partition \(k_t\) is (see below for notation)

\[
\omega(k_t) \propto \Gamma(\alpha + \ell) \Gamma(\beta + n - \ell) \Gamma((\nu_1 + \ell)/2) \left( s_1^2 + \hat{s}_1(k_t) + \frac{n \ell}{n_1 + \ell} (\xi_1 - \bar{x}_1(k_t))^2 \right)^{(\nu_1 + \ell)/2} \times \Gamma((\nu_2 + n - \ell)/2) / \sqrt{(n_1 + \ell)(n_2 + n - \ell)} \left( s_2^2 + \hat{s}_2(k_t) + \frac{n_2(n - \ell)}{n_2 + n - \ell} (\xi_2 - \bar{x}_2(k_t))^2 \right)^{(\nu_2 + n - \ell)/2},
\]

normalized so that

\[
\sum_{t=0}^{n} \omega(k_t) = 1.
\]

For a given permutation \((k_t)\), the conditional posterior distribution is

\[
\pi(\theta | (k_t)) = \mathcal{N} \left( \xi_1(k_t), \frac{\sigma_1^2}{n_1 + \ell} \right) \times \mathcal{IG}(\nu_1 + \ell/2, s_1(k_t)/2) \times \mathcal{N} \left( \xi_2(k_t), \frac{\sigma_2^2}{n_2 + n - \ell} \right) \times \mathcal{IG}(\nu_2 + n - \ell/2, s_2(k_t)/2) \times \mathcal{Be}(\alpha + \ell, \beta + n - \ell),
\]

where

\[
\bar{x}_1(k_t) = \frac{1}{\ell} \sum_{t=1}^{\ell} x_{k_t}, \quad \bar{x}_2(k_t) = \frac{1}{n - \ell} \sum_{t=\ell+1}^{n} x_{k_t}, \quad \hat{s}_1(k_t) = \sum_{t=1}^{\ell} (x_{k_t} - \bar{x}_1(k_t))^2, \quad \hat{s}_2(k_t) = \sum_{t=\ell+1}^{n} (x_{k_t} - \bar{x}_2(k_t))^2
\]

are the usual statistics for the two subsamples induced by the permutation and

\[
\xi_1(k_t) = \frac{n_1 \xi_1 + \ell \bar{x}_1(k_t)}{n_1 + \ell}, \quad \xi_2(k_t) = \frac{n_2 \xi_2 + (n - \ell) \bar{x}_2(k_t)}{n_2 + n - \ell},
\]

\[
s_1(k_t) = s_1^2 + \hat{s}_1^2(k_t) + \frac{n \ell}{n_1 + \ell} (\xi_1 - \bar{x}_1(k_t))^2,
\]

\[
s_2(k_t) = s_2^2 + \hat{s}_2^2(k_t) + \frac{n_2(n - \ell)}{n_2 + n - \ell} (\xi_2 - \bar{x}_2(k_t))^2,
\]

are the posterior updates of the hyperparameters, conditional upon the partition \((k_t)\).

This decomposition is quite interesting because it shows that, behind a seemingly inextricable formula, the Bayesian analysis of the mixture distribution \((6.1.4)\) is quite logical. Indeed, the posterior distribution takes into account every possible partition of the sample, specifying from which component each observation originated through the corresponding permutation \((k_t)\). It then attributes a weight \(\omega(k_t)\) to the partition, which can be interpreted as the posterior probability of the selected partition, and operates as if each observation was actually coming from its selected component, since
the (conditional) posterior distributions \( \pi(\theta | (k_t)) \) are identical to the usual posterior distributions on \((\mu_1, \sigma_1)\) and \((\mu_2, \sigma_2)\) resulting from the separate observation of \(x_{k_1}, \ldots, x_{k_\ell}\) and \(x_{k_{\ell+1}}, \ldots, x_{k_n}\). Similar comments apply to the posterior distribution of \(p\) since, conditional upon the partition \((k_t)\), this distribution corresponds to the posterior distribution associated with the observation of a binomial random variable \(B(n, p)\), which is the number of observations attributed to the first component.

The decomposition (6.1.6) provides the following Bayes estimator of \(\theta\):

\[
\delta^\pi(x_1, \ldots, x_n) = \sum_{\ell=0}^{n} \sum_{(k_t)} \omega(k_t) \mathbb{E}^\pi[\theta | x, (k_t)],
\]

the weighted sum of the Bayes estimators for each partition. For instance, the Bayes estimator of \(\mu_1\) is

\[
\mu_1^\pi(x_1, \ldots, x_n) = \sum_{\ell=0}^{n} \sum_{(k_t)} \omega(k_t) \xi_1(k_t).
\]

These developments are very satisfactory from a theoretical point of view because the resulting estimators are easy to interpret and intuitively convincing. Quite naturally, since the origin of each observation in the sample is unknown, the posterior distribution takes into account the possibility that this observation was generated by the first or second component. However, the practical calculation of (6.1.7) involves two sums with \(2^n\) terms each, which exactly correspond to the different partitions of the sample. It is therefore impossible to compute a Bayes estimator this way for most sample sizes.\(^3\)

Example 6.1.5 is representative of a class of statistical models where similar problems occur, including most missing data (or latent variable) models such as mixtures, censored models, classification and clustering (see Robert and Casella (1999, Chapter 9)). They are paradoxical in the sense that explicit derivations of the Bayes estimators may be formally available, but are practically useless because of the computing time involved. Moreover, the computational difficulty increases with the sample size, leading to what could be called an information paradox, since the more information one gets the more difficult it becomes to draw an inference\(^4\) about \(\theta\). In such settings, numerical approximation methods are seldom appropriate and tailored solutions are necessary, as developed in Sections 6.3 and 6.4.

\(^3\) For instance, if it takes one second of CPU time to evaluate (6.1.7) for a sample of size 20, the computation of the corresponding estimator for a sample of size 40 would require twelve days.

\(^4\) Strictly speaking, the computational difficulty is always increasing with the sample size, even in settings where there exists a sufficient statistic. However, in the case of Example 6.1.5, the difficulty is increasing so fast (at an exponential rate) that it completely prevents the actual computation. (Such problems are called NP-hard in Operation Research.)
6.2 Classical approximation methods

This section briefly covers some classical techniques that can facilitate Bayesian calculations, while the next section deals with a recent simulation method that seems particularly adapted to some requirements of Bayesian computation. A more detailed survey of these techniques is provided in Robert and Casella (2004, Chapters 2–5), while Berger (2000) and Carlin and Louis (2000a) survey available Bayesian software.

6.2.1 Numerical integration

Starting with the simple Simpson’s method, many approaches have been devised by applied mathematicians to approximate integrals numerically. For instance, polynomial quadrature is intended to approximate integrals involving distributions close to the normal distribution (see Naylor and Smith (1982), Smith et al. (1985), or Verdinelli and Wasserman (1998) for a detailed introduction). The basic approximation is given by

\[
\int_{-\infty}^{+\infty} e^{-t^2/2} f(t) \, dt \approx \sum_{i=1}^{n} \omega_i f(t_i),
\]

where

\[
\omega_i = \frac{2^{n-1} n! \sqrt{n}}{n^2 [H_{n-1}(t_i)]^2}
\]

and \(t_i\) is the \(i\)th zero of the \(n\)th Hermite polynomial, \(H_n(t)\).

Other related integral approximations are also available, based upon different classical orthogonal bases (see Abramowitz and Stegun (1964)), or the wavelets (see Note 1.8.2 and Müller and Vidakovic (1999, Chapter 1)), but these methods usually require regularity assumptions on the function \(f\), as well as preliminary studies in order to determine what basis is the most appropriate basis, and how accurate the approximation is. For instance, transformations of the model may be necessary to apply the above Hermite approximation (see Naylor and Smith (1982) and Smith and Hills (1992)); Morris (1982) (see also Diaconis and Zabell (1991)) shows how distributions from the quadratic variance exponential families (Exercises 3.24 and 10.33) can be associated with particular orthogonal bases (Exercise 6.15).

However, it seems that, no matter the numerical integration method used, its accuracy dramatically decreases as the dimension of \(\Theta\) increases. More specifically, the error associated with numerical methods evolves as a power of the dimension of \(\Theta\). In fact, an empirical rule of thumb is that most standard methods should not be used for integration in dimensions larger than 4, although they keep improving over the years. But the size of the part of the space irrelevant for the computation of a given integral

---

5 See Stigler (1986) for a closer connection between Simpson (1710–1761) and Bayesian Statistics.
grows considerably with the dimension of the space. This problem is often called the curse of dimensionality; see Robert and Casella (2004, Chapter 3) for details.

6.2.2 Monte Carlo methods

In a statistical problem, the approximation of the integral

\[ \int_{\Theta} g(\theta) f(x|\theta) \pi(\theta) \, d\theta, \]  

should take advantage of the special nature of (6.2.1), namely, the fact that \( \pi \) is a probability density (assuming it is a proper prior) or, instead, that \( f(x|\theta)\pi(\theta) \) is proportional to a density. A natural way to do so is the Monte Carlo method, introduced by Metropolis and Ulam (1949) and Von Neuman (1951). For instance, if it is possible to generate random variables \( \theta_1, \ldots, \theta_m \) from \( \pi(\theta) \), the average

\[ \frac{1}{m} \sum_{i=1}^{m} g(\theta_i) f(x|\theta_i) \]  

converges (almost surely) to (6.2.1) when \( m \) goes to \( +\infty \), according to the Law of Large Numbers. Similarly, if an i.i.d. sample of \( \theta_i \)'s from \( \pi(\theta|x) \) can be produced, the average

\[ \frac{1}{m} \sum_{i=1}^{m} g(\theta_i) \]  

converges to

\[ \frac{\int_{\Theta} g(\theta) f(x|\theta) \pi(\theta) \, d\theta}{\int_{\Theta} f(x|\theta) \pi(\theta) \, d\theta}. \]

In addition, if the posterior variance \( \text{var}(g(\theta)|x) \) is finite, the Central Limit Theorem applies to the average (6.2.3), which is then asymptotically normal with variance \( \text{var}(g(\theta)|x)/m \). Confidence regions can then be built from this normal approximation and, most importantly, the magnitude of the error remains of order \( 1/\sqrt{m} \), whatever the dimension of the problem, in opposition with numerical methods.

The implementation of the method requires the production of the \( \theta_i \)'s by computer, using a deterministic pseudo-random generator to mimic generation from \( \pi(\theta) \) or \( \pi(\theta|x) \) by first replicating i.i.d. sampling from a uniform \( U([0,1]) \) distribution (see Note 6.6.1) and then transforming the uniforms into the variables of interest (see Robert and Casella (2004, Chapter 2)).

Standard statistical techniques can also be used to ascertain the error in the approximation of (6.2.1) by the average (6.2.2).

\[ ^6 \text{It is not surprising that Monte Carlo methods emerged exactly at the time of the first computer. They are simply not operational without a computer, and correspond to some of the first computer programs ever written.} \]
The Monte Carlo method actually applies in a much wider generality than the above simulation from \( \pi \). For instance, because (6.2.1) can be represented in many ways, there is no need to simulate from the distributions \( \pi(\cdot|x) \) or \( \pi \) to get a good approximation of (6.2.1). Indeed, if \( h \) is a probability density with \( \text{supp}(h) \) including the support of \( g(\theta)f(x|\theta)\pi(\theta) \), the integral (6.2.1) can also be represented as an expectation against \( h \), namely
\[
\int g(\theta)f(x|\theta)\pi(\theta) h(\theta) d\theta.
\]
This representation leads to the Monte Carlo method with importance function \( h \): generate \( \theta_1, \ldots, \theta_m \) according to \( h \) and approximate (6.2.1) through
\[
\frac{1}{m} \sum_{i=1}^{m} g(\theta_i) \omega_i(\theta_i),
\]
with the weights \( \omega(\theta_i) = f(x|\theta_i)\pi(\theta_i)/h(\theta_i) \). Again, by the Law of Large Numbers, this approximation almost surely converges to (6.2.1). And an approximation to \( \mathbb{E}^\pi [g(\theta)|x] \) is given by
\[
\frac{\sum_{i=1}^{m} g(\theta_i) \omega(\theta_i)}{\sum_{i=1}^{m} \omega(\theta_i)}.
\]
(6.2.4)
since the numerator and denominator converge to
\[
\int_\Theta g(\theta)f(x|\theta)\pi(\theta) d\theta \quad \text{and} \quad \int_\Theta f(x|\theta)\pi(\theta) d\theta,
\]
respectively, if \( \text{supp}(h) \) includes \( \text{supp}(f(x|\cdot)\pi) \). Notice that the ratio (6.2.4) does not depend on the normalizing constants in either \( h(\theta) \), \( f(x|\theta) \) or \( \pi(\theta) \). The approximation (6.2.4) can therefore be used in settings when some of these normalizing constants are unknown.

Although (6.2.4) theoretically converges to \( \mathbb{E}^\pi [g(\theta)|x] \) for all functions \( h \) satisfying the condition on its support (Exercise 6.8), the choice of the importance function is crucial. First, simulation according to \( h \) must be easily implemented, requiring a fast and reliable pseudo-random generator. (See Exercises 6.9–6.10, Devroye (1985), Fishman (1996), Gentle (1998), or Robert and Casella (2004, Chapter 2). Moreover, the function \( h(\theta) \) must be close enough to \( g(\theta)\pi(\theta|x) \), in order to reduce the variability of (6.2.4) as much as possible (Exercise 6.12); otherwise, most of the weights \( \omega(\theta_i) \) will be quite small and a few will be overly influential. In fact, if \( \mathbb{E}^h [g^2(\theta)\omega^2(\theta)] \) is not finite, the variance of the estimator (6.2.4) is infinite. Obviously, the dependence on \( g \) of the importance function \( h \) can be avoided by proposing generic choices such as the posterior distribution \( \pi(\theta|x) \) (which is not necessarily the best choice, as shown by Exercises 6.11 and 6.12).

**Example 6.2.1 (Example 6.1.2 continued)** The posterior distribution of \( \eta = ||\theta||^2 \) is well known, since \( \pi(\eta|x) \) is a noncentral chi-squared distribution \( \chi^2_p(\lambda) \) rescaled by \( \sigma^2\tau^2/\left(\sigma^2 + \tau^2\right) \). Simulating a sample \( \eta_1, \ldots, \eta_m \)
from $\pi(\eta|x)$ is straightforward: simulate

$$\xi_1, \ldots, \xi_n \sim \mathcal{N}(\sqrt{\lambda}, 1), \quad \zeta_1, \ldots, \zeta_n \sim \mathcal{G}\left(\frac{p - 1}{2}, \frac{1}{2}\right)$$

and take $\eta_i = \sigma^2 \tau^2 (\xi_i^2 + \zeta_i)/(\sigma^2 + \tau^2)$ ($i = 1, \ldots, n$). We can then approximate (6.1.3) by

$$(6.2.5) \quad \hat{\delta}^\pi(x) = \frac{\sum_{i=1}^n \eta_i/(2\eta_i + p)}{\sum_{i=1}^n 1/(2\eta_i + p)}.$$  

Moreover, the variance of (6.2.5) controls the precision of the approximation (and the choice of $m$).

When the posterior distribution is not available, another simple choice of importance function is the prior distribution $\pi$. It is obviously interesting when $\pi$ is not necessarily explicit, but easy to simulate, for instance, in hierarchical models where both levels are proper. The same call for caution still applies, though, as $\pi$ must be close enough to $\pi(\theta|x)$ and the variance of the estimator (6.2.4) finite. (Notice that this finiteness condition is usually satisfied since $\pi(\theta)$ often has fatter tails than $\pi(\theta|x)$.)

**Example 6.2.2 (Example 6.1.1 continued)** Because $\pi(\theta)$ is the normal distribution $\mathcal{N}(\mu, \sigma^2)$, it is possible to simulate a normal sample $\theta_1, \ldots, \theta_M$ and to approximate the Bayes estimator by

$$(6.2.6) \quad \hat{\delta}^\pi(x_1, \ldots, x_n) = \frac{\sum_{t=1}^M \theta_t \prod_{i=1}^n [1 + (x_i - \theta_t)^2]^{-1}}{\sum_{t=1}^M \prod_{i=1}^n [1 + (x_i - \theta_t)^2]^{-1}}.$$  

In the case where the $x_i$'s are all far from $\mu$, this choice may be detrimental since both the denominator and the weights of the $\theta_t$'s in the numerator are small for most $\theta_t$'s, and the approximation $\hat{\delta}^\pi$ is therefore quite unstable. Consider Figure 6.2.2, which represents the result of 500 parallel estimations (6.2.6) based on $M = 1000$ simulations each as the 90% central range of the $\hat{\delta}^\pi$'s minus the overall mean. The variation of $\delta^\pi$ increases rapidly between $\mu = 3$ and $\mu = 4$. This shows that, when $\mu > 3$, small changes in the simulated $\theta_t$'s can induce drastic changes in $\hat{\delta}^\pi$.

**Example 6.2.3** Consider the model

$$x \sim \mathcal{N}_p(\theta, I_p), \quad \theta|c \sim \mathcal{U}_{\{|\theta|^2=c\}}, \quad \text{and } c \sim \mathcal{G}(\alpha, \beta).$$  

(The justification for this setting will be made clear in Example 10.3.6.) Although

$$\pi(\theta|x) = \int_0^{+\infty} \pi_1(\theta|x, c) \pi_2(c|x) \, dc$$

leads to an explicit posterior distribution and an explicit Bayes estimator (see Example 10.3.6), it might be more interesting to generate $c_1, \ldots, c_m$ according to $\mathcal{G}(\alpha, \beta)$, then the $\theta_i$'s according to $\mathcal{U}_{\{|\theta|^2=c_i\}}$ ($1 \leq i \leq m$) and
6.2 Classical approximation methods

Figure 6.2.1. 90% range of variation of the approximation (6.2.6) as \( \mu \) varies, for \( n = 10 \) observations from a Cauchy \( C(0, 1) \) distribution and \( M = 1000 \) Monte Carlo simulations of \( \theta \) from a \( N(\mu, 1) \) distribution.

to approximate the posterior mean by

\[
\hat{\delta}^{\pi}(x) = \frac{\sum_{i=1}^{m} \theta_i \exp\{-||x - \theta_i||^2/2\}}{\sum_{i=1}^{m} \exp\{-||x - \theta_i||^2/2\}},
\]

since this alternative avoids the computation of confluent hypergeometric functions.

When the likelihood \( \ell(\theta|x) \) can be normalized into a density, a possible choice of importance function is \( h(\theta) \propto \ell(\theta|x) \). This choice makes sense when \( \pi(\theta|x) \) is almost proportional to the likelihood—as it is for large sample sizes, or for almost constant prior distributions. For instance, this may occur in exponential settings since, if

\[
f(x|\theta) \propto e^{\theta.x - \psi(\theta)},
\]

a sample \( \theta_1, \ldots, \theta_m \) from

\[
h(\theta) \propto e^{\theta.x - \psi(\theta)}
\]

can easily be obtained in general (see Exercise 6.20 for a limitation to this approach).

A final remark about the choice of the importance function is that there is generally a trade-off between preliminary studies leading to a “good” \( h \) and fast algorithms. For instance, when \( h \) is chosen because it makes the simulation of the \( \theta_i \)'s easier, attention should be paid to the tails of \( h \) so that they are heavier than the tails of \( \pi(\theta|x) \), in order to avoid slow convergence and infinite variances. On the other hand, if \( h \) is specially tuned for the computation of a specific integral (Exercise 6.12), it may not work so well for another integral, despite the fact that, in principle, the same sample of \( \theta_i \)'s can be used for the computation of arbitrary integrals. However, barring these potential difficulties, importance sampling methods
constitute a very general tool, which often ends up being competitive with Monte Carlo Markov chain techniques (Section 6.3), as shown for instance by the particle filter method (see Doucet et al. (2001) and Robert and Casella (2004)).

Compared with numerical integration methods, Monte Carlo methods have the advantage that, once the sample \( \theta_1, \ldots, \theta_n \) is generated, it can be used repeatedly for all inferential purposes, including the derivation of the Bayes rules from the approximated posterior loss
\[
\hat{L}(\pi, d|x) = \frac{1}{m} \sum_{i=1}^{m} L(\theta_i, d|x).
\]

However, if the dimension of the problem is small and if the functions to be integrated are fairly regular, numerical integration methods tend to yield smaller errors with better convergence controls. Additional references and more detailed discussions about Monte Carlo methods, including the improved techniques of antithetic and control variates, and of their application to Bayesian Statistics, can be found in Robert and Casella (1999, 2004), Chen, Shao and Ibrahim (2000), and Marin and Robert (2007).

### 6.2.3 Laplace analytic approximation

When the function to integrate in (6.2.1) is regular enough, there exists an analytic—although asymptotic—alternative to Monte Carlo simulations. This method was introduced by Laplace and is thus called Laplace approximation. Consider the posterior expectation of interest
\[
\mathbb{E}_\pi^\star [g(\theta)|x] = \frac{\int_{\Theta} g(\theta) f(x|\theta) \pi(\theta) d\theta}{\int_{\Theta} f(x|\theta) \pi(\theta) d\theta}.
\]

This ratio of integrals can be written as
\[
\mathbb{E}_\pi^\star [g(\theta)|x] = \frac{\int_{\Theta} b_N(\theta) \exp\{-nh_N(\theta)\} d\theta}{\int_{\Theta} b_D(\theta) \exp\{-nh_D(\theta)\} d\theta},
\]

where the dependence on \( x \) is suppressed for simplicity’s sake and where \( n \) is usually the sample size (although it may sometimes correspond to the inverse prior variance, as in Robert (1993a), or in Example 6.2.6). When \( h_N(\theta) = h_D(\theta) \), \( \mathbb{E}_\pi^\star [g(\theta)|x] \) is said to be written in standard form; when \( b_N(\theta) = b_D(\theta) \), the posterior expectation (6.2.7) is written in fully exponential form, in the words of Tierney and Kadane (1986). Given a function \( h \) with a single minimum \( \hat{\theta} \), the Laplace expansion of a general integral is given by
\[
\int b(\theta) e^{-nh(\theta)} d\theta = \sqrt{2\pi}\sigma e^{-n\hat{\theta}} \left\{ \hat{b} + \frac{1}{2n} \left[ \sigma^2 \hat{b}' - \sigma^4 \hat{b}' \hat{h}'' \right. \right. \\
\left. \left. + \frac{5}{12} \hat{b} \hat{h}''' \sigma^6 - \frac{1}{4} \hat{b} \hat{h}^{(4)} \sigma^4 \right] \right\} + O(n^{-2}),
\]
where \( \hat{b}, \hat{h}, \) etc., denote the values of \( b, h, \) and of their derivatives for \( \theta = \hat{\theta}, \) and \( \sigma^2 = [h''(\hat{\theta})]^{-1} \) (see Olver (1974) and Schervish (1995)). This second-order approximation only requires computation of the first two derivatives of \( g, \) as opposed to a similar approach proposed by Lindley (1980). Assuming, in addition, that \( h_N \) and \( h_D \) satisfy \( \hat{h}_N - \hat{h}_D = O(n^{-1}), \ldots, \hat{h}^{(4)}_N - \hat{h}^{(4)}_D = O(n^{-1}) \) (as is obviously the case for the standard form), Laplace expansion leads to the following approximation of \( \mathbb{E}^\pi[g(\theta)|x] \) (with \( \hat{b}_D = b_D(\hat{\theta}_D), \hat{b}_N = b_N(\hat{\theta}_N), \) and so on):

**Lemma 6.2.4** If \( \hat{b}_D \neq 0, \)

\[
\frac{\int_{\Theta} b_N(\theta) \exp\{-nh_N(\theta)\} d\theta}{\int_{\Theta} b_D(\theta) \exp\{-nh_D(\theta)\} d\theta} = \frac{\sigma_N}{\sigma_D} e^{-n(\hat{h}_N - \hat{h}_D)} \left[ \frac{\hat{b}_N}{\hat{b}_D} + \frac{\sigma_D^2}{2n\hat{b}_D^2} \right] \frac{\hat{b}_D \hat{b}_N''}{\hat{b}_N \hat{b}_D''} - \frac{\hat{b}_N \hat{b}_D'' - \sigma_D^2 \hat{h}_N'' \hat{b}_D' - \hat{b}_N \hat{b}_D'}{\hat{b}_D} + O(n^{-2}).
\]

A proof of this result is given in Tierney et al. (1989) (see also Exercise 6.14). Lemma 6.2.4 thus implies the following development for the two forms of the ratio (6.2.7):

**Corollary 6.2.5** When \( \mathbb{E}^\pi[g(\theta)|x] \) is written in standard form,

\[ (6.2.8) \quad \mathbb{E}^\pi[g(\theta)|x] = \hat{g} + \frac{\sigma_D^2 \hat{b}_D' \hat{g}'}{n\hat{b}_D} + \frac{\sigma_D^2 \hat{g}''}{2n} - \frac{\sigma_D^4 \hat{h}''' \hat{g}'}{2n} + O(n^{-2}). \]

For the fully exponential form, if \( g \) is positive and \( g(\hat{\theta}_D) \) is uniformly (in \( n \)) bounded away from 0,

\[ (6.2.9) \quad \mathbb{E}^\pi[g(\theta)|x] = \frac{\hat{b}_N}{\hat{b}_D} \frac{\sigma_N^2}{\sigma_D^2} e^{-n(\hat{h}_N - \hat{h}_D)} + O(n^{-2}). \]

**Proof.** For the standard form, \( h_N = h_D; \) therefore, \( b_N = gb_D, \hat{\theta}_D = \hat{\theta}_N. \) Thus,

\[
\frac{\hat{b}_D \hat{b}_N' - \hat{b}_N \hat{b}_D'}{\hat{b}_D^2} = \left( \frac{b_N}{b_D} \right)' \bigg|_{\theta = \hat{\theta}_D} = \hat{g}'
\]

and

\[
\frac{\hat{b}_D \hat{b}_N'' - \hat{b}_N \hat{b}_D''}{\hat{b}_D^2} = \hat{g}'' + 2 \frac{\hat{b}_D' \hat{g}'}{\hat{b}_D^2}.
\]

The result then follows from Lemma 6.2.4.

In the fully exponential case, \( h_N = h_D - (1/n) \log(g). \) Because we assume that \( g(\hat{\theta}_D) \geq c > 0 \) for every \( n, \hat{\theta}_N - \hat{\theta}_D = O(n^{-1}). \) Because \( b_D = b_N, \) this implies \( \hat{b}_N^{(i)} - \hat{b}_D^{(i)} = O(n^{-1}) \) \((i = 0, 1, 2). \) Additional terms in Lemma 6.2.4 can therefore be ignored. \( \square \)

Corollary 6.2.5 clearly points out the advantage of the fully exponential interpretation of (6.2.7), since it avoids computation of the first and second
derivatives, $\dot{g}'$ and $\dot{g}''$, appearing in (6.2.8). Notice that (6.2.9) can also be written
\[
\mathbb{E}^\pi[g(\theta)|x] = \frac{\sigma_N^2 g(\hat{\theta}_N) f(x|\hat{\theta}_N) \pi(\hat{\theta}_N)}{\sigma_D^2 f(x|\theta_D)\pi(\theta_D)} + O(n^{-2}).
\]
The assumption on $g$, namely, that $g$ is positive and bounded away from 0 in $\hat{\theta}_D$, is however quite restrictive. Moreover, the usual decomposition $g = g^+ - g^-$ does not work in this setting. Tierney et al. (1989) overcome this drawback by first evaluating the moment generating function of $g(\theta)$,
\[
M(s) = \mathbb{E}^\pi[\exp\{sg(\theta)\}|x],
\]
obviously positive, by $\hat{M}(s)$ through (6.2.9). They derived $\mathbb{E}^\pi[g(\theta)|x]$ as
\[
\mathbb{E}^\pi[g(\theta)|x] = \frac{d}{ds}(\log \hat{M}(s))\bigg|_{s=0} + O(n^{-2}).
\]
They also establish the rather surprising result that this approach provides the standard development (6.2.8) without requiring an evaluation of the first and second derivatives of $g$ (see Exercise 6.15).

**Example 6.2.6** (Tierney et al. (1989)) Let $\pi(\theta|x)$ be a $\mathcal{B}e(\alpha, \beta)$ distribution, the posterior expectation of $\theta$ is then
\[
\delta^\pi(x) = \frac{\alpha}{\alpha + \beta}.
\]
This exact computation can be compared with the approximations (6.2.8),
\[
\delta^\pi(x) = \frac{\alpha^2 + \alpha\beta + 2 - 4\alpha}{(\alpha + \beta - 2)^2} + O((\alpha + \beta)^{-2}),
\]
and (6.2.9),
\[
\delta^\pi(x) = \frac{\alpha}{\alpha + \beta - 1} \left( \frac{\alpha}{\alpha - 1} \right)^{\alpha - 0.5} \left( \frac{\alpha + \beta - 2}{\alpha + \beta - 1} \right)^{\alpha + \beta - 0.5} + O((\alpha + \beta)^{-2}).
\]
Denoting $p = \alpha/(\alpha + \beta)$ and $n = \alpha + \beta$, the approximation error is
\[
\Delta^S = 2 \frac{1 - 2p}{n^2} + O(n^{-3})
\]
in the standard case, and
\[
\Delta^E = 2 \frac{1 - 13p^2}{12pn^2} + O(n^{-3})
\]
in the fully exponential case. The second development is then better for the median values of $p$.

The reader is referred to Leonard (1982), Tierney and Kadane (1986), Tierney et al. (1989), and Kass and Steffey (1989) for additional results and comments. A reservation made in Smith et al. (1985) about Laplace approximation is that it is only justified *asymptotically*; the specific verifications conducted in the different papers cannot provide a global justification.
of the method, even though it seems to perform quite well in most cases. Other criticisms of this approach are that

(1) analytical methods always imply delicate preliminary studies about the regularity of the integrated function that are not necessarily feasible;

(2) the posterior distribution should be similar enough to the normal distribution (for which Laplace approximation is exact); and

(3) such methods cannot be used in settings like those of Example 6.1.5, where the computation of the maximum likelihood estimator is quite difficult.

Extensions of Laplace methods to *saddle point approximations* are reviewed in Kass (1989) (see also Rousseau (1997, 2000, 2002)).

### 6.3 Markov chain Monte Carlo methods

In this section we consider a more general Monte Carlo method that approximates the generation of random variables from a posterior distribution \( \pi(\theta|x) \) when this distribution cannot be directly simulated. Its advantage over the classical Monte Carlo methods described in Section 6.2.2 is that it does not require the precise construction of an importance function, while taking into account the characteristics of \( \pi(\theta|x) \). This extension, called *Markov chain Monte Carlo* (and abbreviated as MCMC), has almost unlimited applicability, even though its performance varies widely, depending on the complexity of the problem. It derives its name from the idea that, to produce acceptable approximations to integrals and to other functionals depending on a distribution of interest, it is enough to generate a *Markov chain* \( (\theta^{(m)})_m \) with limiting distribution the distribution of interest.\(^7\) This idea of using the limiting behavior of a Markov chain came almost as early as the original Monte Carlo technique, at least in the particle Physics literature (Metropolis et al. (1953)), but it requires a computational power that was not available in those early days.

After a brief discussion on the appeal of using a Markov chain in simulation (Section 6.3.1), we introduce the two major techniques devised to create Markov chains with a given distribution, namely, Metropolis–Hastings algorithms (Section 6.3.2) and Gibbs sampling (Sections 6.3.3–6.3.6). We refer the reader to Gilks et al. (1996) and Robert and Casella (2004) for broader perspectives on this topic.

\(^7\) This section minimizes the recourse to Markov chain theory, although some notions like ergodicity cannot be skipped. We refer the reader to Meyn and Tweedie (1993) for a deep and pedagogical introduction to this topic. See also Robert and Casella (2004, Chapter 6) for a more cursory treatment of the notions necessary for the understanding of MCMC methods.
6.3.1 MCMC in practice

The apparent paradox with using Markov chains for simulation purposes is that we seem to be calling twice for an asymptotic argument: first, the chain must converge to its stationary distribution; second, empirical averages such as (6.2.2) must converge to the corresponding expectation $\mathbb{E}^\pi[g(\theta)|x]$. We now describe why this is not so, thanks to the Ergodic Theorem.

By their very nature, if the Markov chains $(\theta^{(m)})_m$ produced by MCMC algorithms are irreducible, that is, if they are guaranteed to visit any set $A$ such that $\pi(A|x) > 0$, then these chains are positive recurrent with stationary distribution $\pi(\theta|x)$. That is, the average number of visits to an arbitrary set $A$ with positive measure is infinite. These Markov chains are also ergodic, which means that the distribution of $\theta^{(m)}$ converges to $\pi(\cdot|x)$ for almost every starting value $\theta^{(0)}$, that is, the influence of the starting value vanishes. (Under fairly general conditions, the chains are even Harris-recurrent, which implies that the “almost” in the above condition disappears.)

Therefore, for $k$ large enough, the resulting $\theta^{(k)}$ is approximately distributed from $\pi(\theta|x)$, no matter what the starting value $\theta^{(0)}$ is. The problem in practice is then to determine what a “large” $k$ means, since it governs the number of simulations to run: is it 200 or $10^{10}$? The speed of convergence, that is, the type of decrease in the difference (distance) between the distribution of $\theta^{(k)}$ and its limit, brings an answer to this problem, but so far it has been mainly studied from a theoretical point of view. Moreover, this rate of convergence often depends on the starting point (otherwise, the chain is uniformly ergodic) and a given $k$ does not provide the same quality of approximation for different values of $\theta^{(0)}$. There are thus practical hindrances in the use of Markov chains for simulation since we often ignore whether the chain has been run long enough. But, as detailed in Robert and Casella (2004, Chapter 12), there now are diagnostic tests and a corresponding software, CODA (see Note 6.6.2), that provide different indicators on the stationarity of the chain, and thus reduce this difficulty.

Once $\theta_1 = \theta^{(k)}$ is obtained, a naïve way to build an i.i.d. sample $\theta_1, \ldots, \theta_m$ from $\pi(\theta|x)$ is to use the same algorithm with another initial value $\theta^{(0)}_2$ and another sequence of $k$ Markov transition moves to get $\theta_2$, and so on until $\theta_m$. As shown above, the speed of convergence often depends on the starting value and it is thus preferable (in terms of convergence) to take the current $\theta^{(k)}$ as the new starting value, even though this introduces dependence between the $\theta_i$’s. However, independence is not crucial if we are mainly interested in functionals of $\pi(\theta|x)$, since the Ergodic Theorem implies that the average

$$\frac{1}{K} \sum_{k=1}^{K} g(\theta^{(k)})$$

converges to $\mathbb{E}^\pi[g(\theta)|x]$ (as long as $\mathbb{E}^\pi[|g(\theta)||x]$ is finite) when $K$ goes
to infinity (see Meyn and Tweedie (1993)). Therefore, the influence of the starting value also vanishes in the average (hence the ergodicity). Moreover, this property is similarly satisfied by any subsequence of \((\theta^{(k)})\).

The Ergodic Theorem thus solves the paradox of the two asymptotics mentioned at the beginning of this paragraph, since it extends the Law of Large Numbers to dependent sequences of random variables and removes the need to first produce an i.i.d. sample, which would, moreover, be only approximate if we used the method proposed above. Indeed, as already noted in Geyer (1992), the available Markov chain theory does not indicate when stationarity is attained, since, from a mathematical point of view, this is only an asymptotic property of the chain. Therefore, it is better to consider a single sequence \((\theta^{(k)})\), as each simulation step brings us closer (in probability) to a realization from the stationary distribution, \(\pi(\theta|x)\). In addition, multiple-starts simulation produces a considerable waste by rejecting most of the simulated values. However, the call to multiple chains is quite useful in studying convergence of a Markov chain (and thereby determining the proper \(k\)) and thus frequently appears in monitoring techniques, as in the within-between method of Gelman and Rubin (1992) (see Robert and Casella (2004, Section 12.3.4)).

When required, quasi-independence can be achieved by batch sampling, that is, by keeping only one member of the chain out of \(t\) iterations for the effective simulated sample, with \(t = 5 \text{ or } t = 10\) say. Raftery and Lewis (1992) propose a more advanced determination of the batch size \(t\), which is chain-induced and based on a binarization of the chain. (See Robert and Casella (2004, Section 12.4.1) for an appraisal of this method.)

6.3.2 Metropolis–Hastings algorithms

Once the principle of using a Markov chain with stationary distribution \(\pi\) instead of i.i.d. variables exactly distributed from \(\pi\) to approximate quantities like (6.2.1) is accepted, the implementation of this principle requires the construction of a generation mechanism to produce such Markov chains. Surprisingly, an almost universal algorithm satisfying this constraint does exist: it has been constructed by Metropolis et al. (1953), originally for mechanical physics, and generalized by Hastings (1970) in a more statistical setting. It actually applies to a wide variety of problems, since its main restriction is that the distribution of interest be known up to a constant, but we will see later that this constraint can be lifted in many ways.

In its modern version, the Metropolis–Hastings algorithm can be described as follows. Given a density \(\pi(\theta)\), known up to a normalizing factor, and a conditional density \(q(\theta'|\theta)\), the algorithm generates the chain \((\theta^{(m)})_m\) by:

(i) Start with an arbitrary initial value \(\theta^{(0)}\)
(ii) Update from \(\theta^{(m)}\) to \(\theta^{(m+1)}\) \((m = 1, 2, \ldots)\) by
(a) Generate \( \xi \sim q(\xi|\theta^{(m)}) \)
(b) Define 
\[ \varrho = \frac{\pi(\xi)q(\theta^{(m)}|\xi)}{\pi(\theta^{(m)})q(\xi|\theta^{(m)})} \wedge 1 \]
(c) Take 
\[ \theta^{(m+1)} = \begin{cases} \xi & \text{with probability } \varrho, \\ \theta^{(m)} & \text{otherwise.} \end{cases} \]

The distribution with density \( \pi(\theta) \) is often called the target or objective distribution, whereas the distribution with density \( q(\cdot|\theta) \) is the proposal distribution. An astounding thing about this algorithm is the infinite number of proposal distributions that yield a Markov chain that converges to the distribution of interest.

**Theorem 6.3.1** If the chain \((\theta^{(m)})_m\) is irreducible, that is, such that, for any subset \( A \) with \( \pi(A) > 0 \), there exists \( M \) such that \( P_{\theta^{(0)}}(\theta^{(M)} \in A) > 0 \), then \( \pi \) is the stationary distribution of the chain. If, in addition, the chain is aperiodic, it is also ergodic with limiting distribution \( \pi \), for almost every initial value \( \theta^{(0)} \), that is,

\[
\lim_{m \to \infty} \sup_A \left| P_{\theta^{(0)}}(\theta^{(m)} \in A) - \pi(A) \right| = 0 \quad (a.s.)
\]

The property at the core of this result is the detailed balance condition, that is, the fact that the transition kernel of the Markov chain associated with the above algorithm, \( K(\theta'|\theta) \) say, satisfies

\[(6.3.1) \quad \pi(\theta)K(\theta'|\theta) = \pi(\theta')K(\theta|\theta').\]

When integrating both sides of (6.3.1) against \( \theta \), the rhs provides \( \pi(\theta') \) because \( K(\theta'|\theta) \) is a (conditional) density in \( \theta \), while the lhs gives the density of the Markov chain after one step, when \( \theta^{(0)} \sim \pi \). Therefore, the distribution \( \pi \) is indeed stationary for the transition kernel \( K(\theta'|\theta) \). (See Exercise 6.17 and Robert and Casella (2004, Section 7.3) for more details.)

If we write down the kernel of the Metropolis–Hastings algorithm as

\[ K(\theta'|\theta) = \varrho(\theta, \theta')q(\theta'|\theta) + \int [1 - \varrho(\theta, \xi)]q(\xi|\theta)d\xi \delta_\theta(\theta'), \]

where \( \delta \) denotes the Dirac mass, it is then straightforward to verify that (6.3.1) holds.

The irreducibility condition in Theorem 6.3.1 is obviously necessary for the chain to explore the support of \( \pi \). Sufficient conditions for irreducibility to hold are, for instance, that the support of \( q(\cdot|\theta) \) contain the support of \( \pi \) for every \( \theta \) or, more generally, that \( q(\cdot|\theta) \) be positive in a neighborhood of \( \theta \) of fixed radius (see Robert and Casella (2004, Lemma 7.6)).

While Theorem 6.3.1 gives a formal condition for the chain to converge, which covers an immense class of proposal distributions, practical selection
of this distribution is much more delicate because a poor overlap between
the support of $\pi$ and $q(\cdot|\theta)$ may considerably slow convergence.

**Example 6.3.2**  
Weibull distributions are used extensively in reliability
and other engineering applications, partly for their ability to describe dif-
terent hazard rate behaviors, and partly for historic reasons. Because they
do not belong to any exponential family, being of the form

$$f(x) \propto \alpha \eta x^{\alpha-1} e^{-x^{\alpha}\eta},$$

(6.3.2)
yielding cannot lead to explicit posterior distributions on the parameters $\alpha$
and $\eta$. For $\theta = (\alpha, \eta)$, consider the prior

$$\pi(\theta) \propto e^{-\alpha \eta^{\beta-1} e^{-\xi \eta}}$$

and observations $x_1, \ldots, x_n$ from (6.3.2). A Metropolis–Hastings algorithm
for the simulation of $\pi(\theta|x_1, \ldots, x_n)$ can be based upon the conditional
distribution

$$q(\theta'|\theta) = \frac{1}{\alpha \eta} \exp \left( -\frac{\alpha'}{\alpha} - \frac{\eta'}{\eta} \right),$$

that is, on two independent exponential distributions with means $\alpha$ and $\eta$.
The resulting acceptance probability is then

$$\varrho = 1 \wedge \left( \frac{\eta'}{\eta} \right)^{n+\beta} \left( \frac{\alpha'}{\alpha} \right)^{n-1} \left( \prod_{i=1}^n x_i \right)^{\alpha'-\alpha} \prod_{i=1}^n e^{\eta x_i^{\alpha'-\eta'}x_i^{\alpha'} - \eta^{\alpha'+\eta'-\eta'/\alpha'+\eta'/\eta}},$$

if $(\alpha', \eta')$ is the simulated value and $(\alpha, \eta)$ is the current value of the par-
parameters.

The most common choice for $q$, starting with Hastings (1970), is the
random-walk proposal, where $q(\theta'|\theta)$ is of the form $f(||\theta'-\theta||)$. The proposed
value $\xi$ in the Metropolis–Hastings algorithm is thus of the form

$$\xi = \theta^{(m)} + \varepsilon,$$

with $\varepsilon$ distributed as a symmetric random variable. The natural idea behind
this proposal is to perturb the current value of the chain at random, while
staying in a neighborhood of this value, and then see if the new value $\xi$ is
likely for the distribution of interest. For this random-walk proposal, the
Metropolis–Hastings acceptance ratio is

$$\varrho = \frac{\pi(\xi)}{\pi(\theta^{(m)})} \wedge 1.$$ 

The chain $(\theta^{(m)})_m$ will thus stay longer in a given point $\xi$ if the correspond-
ing posterior value $\pi(\xi)$ is higher and, conversely, will never visit points $\xi$
such that $\pi(\xi) = 0$. Standard choices for the proposal $q$ are uniform, normal
or Cauchy distributions. (Notice that Example 6.3.2 is a particular case of
the random-walk Metropolis–Hastings algorithm, since the proposal is a
random walk on $(\log \alpha, \log \eta)$.)
Example 6.3.3 For $\theta, x \in \mathbb{R}^2$, consider the modified normal distribution

$$
\pi(\theta|x) \propto \exp\left\{-||\theta - x||^2/2\right\} \prod_{i=1}^{p} \exp\left\{-1/||\theta - \mu_i||^2\right\},
$$

where the $\mu_i$’s are repulsive points, that is, unlikely (or prohibited) values of $\theta$. A random-walk Metropolis–Hastings algorithm based on a $\mathcal{N}_2(0, 0.2 I_2)$ perturbation leads to the result described in Figure 6.3.2 for $x = 0$ and $p = 15$. The $\mu_j$’s, which are represented by crosses, are correctly avoided by the Markov chain, which also recover the shape of the normal p.d.f., as shown by the picture on the cover of this book.

This algorithm is clearly widely applicable and, moreover, has limited tune-up requirements, since the distribution of the perturbation can be chosen almost independently of the true density $\pi$. (In fact, this distribution depends on a scale factor that should be calibrated by the average acceptance rate of the algorithm.\footnote{See Robert and Casella (2004, Section 7.6.1 and Note 7.8.4).} While it cannot enjoy convergence properties stronger than geometric convergence because of the heavy tails of the proposal (see Mengersen and Tweedie (1996)), the random-walk Metropolis–Hastings algorithm still appears to be the “gold standard” of MCMC techniques.

Another class of proposals, more akin to standard Monte Carlo techniques, are the independent proposals, that is, densities $q(\cdot|\theta)$ that do not depend on $\theta$,

$$
q(\theta'|\theta) = h(\theta').
$$

\footnote{The scale factor in Example 6.3.3 was deliberately chosen for being too small, towards a better representation of the way the Markov chain avoids the repulsive points $\mu_i$.}
Because there is a positive probability of rejecting the proposal, the output of the algorithm still is a Markov chain. Although their theoretical properties are often better than those of random-walk Metropolis–Hastings algorithms (see Mengersen and Tweedie (1996)), these methods have a more limited applicability because the proposal has to fit the target distribution \( \pi \) in some sense. This proposal may sometimes be the prior distribution, or it may be based on an asymptotic expansion of the distribution \( \pi \), for instance a saddlepoint approximation (Robert and Casella (2004, Example 7.12)), or on an approximative accept-reject algorithm as in the ARMS algorithm of Gilks et al. (1995) (see also Exercise 6.10). (Notice the similarity with the importance sampling method of Section 6.2.2: the choice of the proposal distribution \( h \) is crucial for the practical implementation of the method, although being almost irrelevant theoretically.)

6.3.3 The Gibbs sampler

The Metropolis–Hastings technique presented in the previous section is appealing for its universality, but, in contrast, the lack of connection between the proposal \( q \) and the target distribution \( \pi \) may be detrimental to the convergence properties of the method and, in practice, may easily prevent convergence if the probability of reaching far-away parts of the distribution \( \pi \) is too small. Using a different perspective, the Gibbs sampling approach is actually based on the distribution \( \pi \). This method takes its name from Gibbs random fields, where it was used for the first time by Geman and Geman (1984). (See Robert and Casella (2004, Note 10.6.1) for a brief account of the early history of the Gibbs sampler.)

From a general point of view, the Gibbs sampler takes advantage of hierarchical structures, i.e. when a Bayesian model can be written as

\[
\pi(\theta|x) = \int \pi_1(\theta|x, \lambda)\pi_2(\lambda|x) \, d\lambda.
\]

The idea is then to simulate from the joint distribution \( \pi_1(\theta|x, \lambda)\pi_2(\lambda|x) \) to recover \( \pi(\theta|x) \) as the marginal: when both distributions \( \pi_1(\theta|x, \lambda) \) and \( \pi_2(\lambda|x) \) are known and can be simulated, the generation of \( \theta \) from \( \pi(\theta|x) \) is equivalent to the generation of \( \lambda \) from \( \pi_2(\lambda|x) \), and of \( \theta \) from \( \pi_1(\theta|x, \lambda) \).

Example 6.3.4 (Casella and George (1992)) Consider \( (\theta, \lambda) \in \mathbb{N} \times [0, 1] \) and

\[
\pi(\theta, \lambda|x) \propto \binom{n}{\theta} \lambda^{\theta+\alpha-1} (1-\lambda)^{n-\theta+\beta-1},
\]

where the parameters \( \alpha \) and \( \beta \) actually depend on \( x \). This model can be written in the hierarchical form (6.3.3), with \( \pi_1(\theta|x, \lambda) \) a binomial distribution, \( \mathcal{B}(n, \lambda) \), and \( \pi_2(\lambda|x) \) a beta distribution, \( \mathcal{B}(\alpha, \beta) \). The marginal distribution of \( \theta \) is then

\[
\pi(\theta|x) = \binom{n}{\theta} \frac{B(\alpha+\theta, \beta+n-\theta)}{B(\alpha, \beta)},
\]
that is, a beta-binomial distribution. This distribution is not particularly easy to work with. For instance, the computation of $E[\theta/(\theta+1)|x]$, or of the posterior distribution of $\eta = \exp(-\theta^2)$, cannot be done explicitly and may involve intricate computations, even from a numerical point of view, when $\alpha$, $\beta$, and $n$ are large. Therefore, depending on the inferential problem, it may be more advantageous to simulate $(\lambda^{(1)}, \theta^{(1)}), \ldots, (\lambda^{(m)}, \theta^{(m)})$ with $\lambda^{(i)} \sim \text{Be}(\alpha, \beta)$ and $\theta^{(i)} \sim \text{B}(n, \lambda^{(i)})$; for instance, $E[\theta/(\theta+1)|x]$ can be then approximated with

$$\frac{1}{m} \sum_{i=1}^{m} \frac{\theta^{(i)}}{(\theta^{(i)} + 1)}.$$

When, in contrast with Example 6.3.4, the marginal distribution $\pi_2(\lambda|x)$ is not always available (in analytical or algorithmic forms), the classical Monte Carlo method cannot be implemented. It is more often the case that both conditional posterior distributions, $\pi_1(\theta|x, \lambda)$ and $\pi_2(\lambda|x, \theta)$, can be simulated. Since they are sufficiently informative about the joint distribution, $\pi(\theta, \lambda|x)$, and since $\pi(\theta, \lambda|x)$ can be recovered from the conditional densities (see Exercises 6.23 and 6.24), it seems conceptually possible to base the simulation of $\pi(\theta|x)$ on these conditional distributions only.

**Example 6.3.5 (Example 6.1.4 continued)** For the temporal capture-recapture model, the two conditional posterior distributions are ($1 \leq i \leq n$)

$$p_i|x, N \sim \text{Be}(\alpha + x_i, \beta + N - x_i)$$
$$N - x_+|x, p \sim \text{Neg}(x_+, \varrho),$$

with

$$\varrho = 1 - \prod_{i=1}^{n} (1 - p_i).$$

On the contrary, the posterior marginal distribution $\pi_2(p|x)$ cannot be obtained in a closed form or directly simulated.

A first Gibbs sampling technique called data augmentation was introduced by Tanner and Wong (1987) to take advantage of the conditional distributions according to the following iterative algorithm

**Initialization:** Start with an arbitrary value $\lambda^{(0)}$.

**Iteration t:** Given $\lambda^{(t-1)}$, generate

a. $\theta^{(t)}$ according to $\pi_1(\theta|x, \lambda^{(t-1)})$

b. $\lambda^{(t)}$ according to $\pi_2(\lambda|x, \theta^{(t)})$.

It is then straightforward to show that $\pi(\theta, \lambda|x)$ is a stationary distribution for the above transition: if $(\theta^{(i-1)}, \lambda^{(i-1)})$ is distributed from the joint
distribution, $\lambda^{(i-1)}$ is distributed from the marginal distribution $\pi_2(\lambda|x)$ and, therefore, $(\theta^{(i)}, \lambda^{(i-1)})$ is still distributed from the joint distribution. (Actually, this requires the support of the joint distribution to be equal to the Cartesian product of the supports of $\pi_1$ and $\pi_2$. See Robert and Casella (2004, Example 10.7 and Figure 10.1) for a counter-example.) The same reasoning applies to the second step in the algorithm and the chain $(\theta^{(t)}, \lambda^{(t)})$ is ergodic with limiting distribution $\pi$. In addition, the dual structure of the above algorithm leads to good convergence properties, as pinpointed in Diebolt and Robert (1994):

**Lemma 6.3.6** If $\pi_1(\theta|x, \lambda) > 0$ on $\Theta$ and $\pi_2(\lambda|x, \theta) > 0$ on $\Lambda$, resp., both sequences $(\theta^{(m)})$ and $(\lambda^{(m)})$ are ergodic Markov chains with invariant distributions $\pi(\theta|x)$ and $\pi(\lambda|x)$.

Moreover, it can be shown that, if the convergence is uniformly geometric for one of the two chains, e.g., if it takes values in a finite space, the convergence to the stationary distribution is also uniformly geometric for the other chain. This property is now known as the Duality Principle (see Exercise 6.25).

**Example 6.3.7** (Example 6.3.4 continued) The conditional distributions are $\theta|x, \lambda \sim B(n, \lambda)$, $\lambda|x, \theta \sim Be(\alpha + \theta, \beta + n - \theta)$ and allow for Gibbs sampling. Figure 6.3.3 gives a comparison of the histogram of a sample of 5000 observations obtained by batch sampling (with $t = 10$) with the histogram of a sample of 5000 observations $\theta$ simulated directly from the beta-binomial distribution. The strong similarity shows that the Gibbs sampling approximation is quite acceptable.  

6.3.4 Rao–Blackwellization

As discussed in Section 6.3.1, the sample $\theta^{(1)}, \ldots, \theta^{(m)}$ produced by the Gibbs sampler can be used similarly to those obtained by the classical Monte Carlo method, but Gelfand and Smith (1990) remark that the conditional structure of the sampling algorithm and the dual sample, $\lambda^{(1)}, \ldots, \lambda^{(m)}$, should be exploited. Indeed, if the quantity of interest is $\mathbb{E}^\pi[g(\theta)|x]$, one can use the average of the conditional expectations

$$\delta_2 = \frac{1}{m} \sum_{i=1}^{m} \mathbb{E}^\pi[g(\theta)|x, \lambda^{(m)}],$$

when they can be computed easily, instead of using the direct average

$$\delta_1 = \frac{1}{m} \sum_{i=1}^{m} g(\theta^{(i)}).$$
This modification is based on the Rao–Blackwell theorem (see Theorem 2.4.8). Were the \(\lambda^{(i)}\)'s and \(\theta^{(i)}\)'s independent,

\[
\mathbb{E}^\pi\left[\left(\delta_1 - \mathbb{E}^\pi[g(\theta)|x]\right)^2|x\right] = \frac{1}{m}\text{var}^\pi(g(\theta)|x) \\
\geq \frac{1}{m}\text{var}^\pi\left(\mathbb{E}^\pi[g(\theta)|x, \lambda]|x\right) \\
= \mathbb{E}^\pi\left[\left(\delta_2 - \mathbb{E}^\pi[g(\theta)|x, \lambda]\right)^2|x\right].
\]

Liu et al. (1994) show that this inequality also holds for Data Augmentation because \(\text{cov}(\theta^{(0)}, \theta^{(m)})\) is then positive and decreasing with \(m\) (Exercise 6.27). The estimator \(\delta_2\), christened \textit{Rao–Blackwellization}, therefore dominates \(\delta_1\). (But this domination does not necessarily extend to other MCMC schemes, see Liu et al. (1994) and Geyer (1995).)

**Example 6.3.8** (Casella and George (1992)) Consider the following conditional distributions (with \(x\) omitted):

\[
\pi(\theta|\lambda) \propto \lambda e^{-\theta\lambda}, \quad 0 < \theta < B, \\
\pi(\lambda|\theta) \propto \theta e^{-\lambda\theta}, \quad 0 < \lambda < B.
\]

The marginal distribution of \(\theta\) (or of \(\lambda\)) cannot be computed, but the conditional distributions are easy to simulate, being truncated exponential distributions. Since \(\mathbb{E}^\pi[\theta|\lambda] \simeq 1/\lambda\) for \(B\) large, \(\mathbb{E}^\pi[\theta|x]\) can be approximated by

\[
\frac{1}{m}\sum_{i=1}^{m}\theta_i \quad \text{or} \quad \frac{1}{m}\sum_{i=1}^{m}\frac{1}{\lambda_i}.
\]

For this particular example, the complete symmetry existing between the
two conditional distributions implies that the two estimators have exactly the same probabilistic properties, besides converging to the same value.\

The same argument leads us to propose the approximation of the posterior density $\pi(\theta|x)$ by the average of the conditional densities

$$\frac{1}{m} \sum_{i=1}^{m} \pi(\theta|x, \lambda_i),$$

instead of using regular kernel estimation methods (see Tanner and Wong (1987) and Gelfand and Smith (1990)).

### 6.3.5 The general Gibbs sampler

A generalization of the data augmentation algorithm is to consider several groups of parameters, $\theta, \lambda_1, \ldots, \lambda_p$, such that

$$\pi(\theta|x) = \int \cdots \int \pi(\theta, \lambda_1, \ldots, \lambda_p|x) \, d\lambda_1 \cdots d\lambda_p. \quad (6.3.4)$$

This generalization corresponds to the introduction of additional levels in the hierarchical model (6.3.3), either for modeling or for simulation reasons, or it may occur because of the decomposition of the hyperparameter $\lambda$ or of the parameter $\theta$ into components of smaller dimensions.

As mentioned in Section 6.3.3 with the data augmentation scheme, the Gibbs sampler provides simulations from the joint distribution $\pi(\theta, \lambda_1, \ldots, \lambda_p|x)$, when some conditional distributions associated with $\pi$ are available. Obviously, when $\pi(\theta|x)$ itself can be decomposed into conditionals, there is no need to introduce the additional parameters $\lambda_i$ ($1 \leq i \leq p$).

**Example 6.3.9 (Example 6.3.4 continued)** If the population size $n$ has a Poisson prior, $\mathcal{P}(\xi)$, the overall joint posterior distribution is

$$\pi(\theta, \lambda, n|x) \propto \binom{n}{\theta} \lambda^{\theta+\alpha-1} (1-\lambda)^{n-\theta+\beta-1} e^{-\xi n \frac{\xi n}{n!}}$$

and the marginal distribution of $\theta$ cannot be derived. On the contrary, the full conditional distributions have explicit expressions, since

$$\theta|x, \lambda, \xi \sim \mathcal{B}(n, \lambda),$$
$$\lambda|x, \theta, \xi \sim \mathcal{B}(\theta + \alpha, n - \theta + \beta),$$
$$n - \theta|x, \theta, \lambda \sim \mathcal{P}(\xi (1 - \lambda)).$$

Simulation from these three conditionals is thus possible.

**Example 6.3.10 (Tanner and Wong (1987))** Consider a multinomial model,

$$y \sim \mathcal{M}_5(n; a_1\mu + b_1, a_2\mu + b_2, a_3\eta + b_3, a_4\eta + b_4, c(1 - \mu - \eta)),$$
parametrized by $\mu$ and $\eta$, where

$$0 \leq a_1 + a_2 = a_3 + a_4 = 1 - \sum_{i=1}^{4} b_i = c \leq 1$$

and $c, a_i, b_i \geq 0$ are known. This model stems from sampling according to

$$x \sim M_9(n; a_1 \mu, b_1, a_2 \mu, b_2, a_3 \eta, b_3, a_4 \eta, b_4, c(1 - \mu - \eta)),$$

and aggregating some coordinates:

$$y_1 = x_1 + x_2, \quad y_2 = x_3 + x_4, \quad y_3 = x_5 + x_6, \quad y_4 = x_7 + x_8, \quad y_5 = x_9.$$ A conjugate prior distribution on $(\mu, \eta)$ for the model on $x$ is the Dirichlet distribution $D(\alpha_1, \alpha_2, \alpha_3)$,

$$\pi(\mu, \eta) \propto \mu^{\alpha_1-1} \eta^{\alpha_2-1} (1 - \eta - \mu)^{\alpha_3-1},$$

where $\alpha_1 = \alpha_2 = \alpha_3 = 1/2$ corresponds to a noninformative modeling. In this setting, the posterior distribution of $(\mu, \eta)$ cannot be derived explicitly. However, if we introduce the missing data $z = (x_1, x_3, x_5, x_7)$, which is not observed (hence, is missing), $x$ is in one-to-one correspondence with $(y, z)$ and

$$\pi(\eta, \mu|y, z) = \pi(\eta, \mu|x) \propto \mu^{z_1} \mu^{z_2} \eta^{z_3} \eta^{z_4} (1 - \eta - \mu)^{y_5 + \alpha_3 - 1} \mu^{\alpha_1 - 1} \eta^{\alpha_2 - 1},$$

where we denote the coordinates of $z$ as $(z_1, z_2, z_3, z_4)$. Therefore,

$$\mu, \eta|y, z \sim D(z_1 + z_2 + \alpha_1, z_3 + z_4 + \alpha_2, y_5 + \alpha_3).$$

Moreover,

$$z_i|y, \mu, \eta \sim B\left(y_i, \frac{a_i \mu}{a_i \mu + b_i}\right) \quad (i = 1, 2),$$

$$z_i|y, \mu, \eta \sim B\left(y_i, \frac{a_i \eta}{a_i \eta + b_i}\right) \quad (i = 3, 4).$$

Defining $\theta = (\mu, \eta)$ and $\lambda = z$, it thus appears that conditional distributions can be simulated in this case. Notice that the missing data $z$ does not appear in the original formulation of the problem and may be artificial, in the sense that the model at hand does not necessarily correspond to an aggregated multinomial model. However, it greatly facilitates the simulation of the $\theta$’s. Similar behavior will occur in other missing-data models. ||

In this general hierarchical setting, implementation of the Gibbs sampler can be done in many ways. If the decomposition of $(\theta, \lambda)$ in $(\theta, \lambda_1, \ldots, \lambda_p)$ corresponds to a division of the model into its hierarchical levels, that is,

$$\pi(\theta|x) = \int \ldots \int \pi_1(\theta|\lambda_1, x)\pi_2(\lambda_1|\lambda_2)\ldots\pi_{p+1}(\lambda_p)\,d\lambda_1 \ldots d\lambda_p,$$
it seems logical to simulate according to the conditional distributions
\[
\begin{align*}
\pi(\theta|x, \lambda_1, \ldots, \lambda_p) &= \pi_1(\theta|\lambda_1, x), \\
\pi_1(\lambda_i|x, \theta, (\lambda_j)_{j \neq i}) &= \pi_1(\lambda_i|\lambda_{i-1}, \lambda_{i+1}) \quad (1 < i < p), \\
\pi(\lambda_1|x, \theta, (\lambda_j)_{j \neq 1}) &= \pi(\lambda_1|\theta, \lambda_2), \\
\pi(\lambda_p|x, \theta, (\lambda_j)_{j \neq p}) &= \pi(\lambda_p|\lambda_{p-1}),
\end{align*}
\]
(6.3.6) whatever the dimensions of \(\theta\) and \(\lambda_j\) are (Exercise 6.29). For instance, in Example 6.3.10, \((\mu, \eta)\) could thus be generated conditional upon \((y, z)\) according to a Dirichlet distribution and \(z\) conditional upon \((\mu, \eta)\).

An alternative Gibbs sampler also proposed in Gelfand and Smith (1990) is the one-at-a-time Gibbs sampler, which neglects hierarchical divisions and consider only one-dimensional parameters, to generate them conditional upon the other parameters.

**Example 6.3.11** (Example 6.3.10 continued) Since
\[
\begin{align*}
\mu^{(t)} &\sim (1 - \eta^{(t-1)})Be\left(z_1^{(t-1)} + z_2^{(t-1)} + \alpha_1, y_5 + \alpha_3\right), \\
\eta^{(t)} &\sim (1 - \mu^{(t)})Be\left(z_3^{(t-1)} + z_4^{(t-1)} + \alpha_2, y_5 + \alpha_3\right), \\
\end{align*}
\]
(6.3.7) \(z_j^{(t)} \sim B\left(y_j, \frac{a_j \mu^{(t)}}{a_j \mu^{(t)} + b_j}\right) \quad (j = 1, 2), \\
\]
The above validation of the data-augmentation algorithm extends to this case: the joint distribution \(\pi(\theta_1, \ldots, \theta_p)\) with full conditionals \(\pi_1, \ldots, \pi_p\) is set forth below.

---

**Given** \((\theta_1^{(t)}, \ldots, \theta_p^{(t)})\), simulate

1. \(\theta_1^{(t+1)} \sim \pi_1(\theta_1|\theta_2^{(t)}, \ldots, \theta_p^{(t)})\),
2. \(\theta_2^{(t+1)} \sim \pi_2(\theta_2|\theta_1^{(t+1)}, \theta_3^{(t)}, \ldots, \theta_p^{(t)})\),
   
   : 
3. \(\theta_p^{(t+1)} \sim \pi_p(\theta_p|\theta_1^{(t+1)}, \ldots, \theta_{p-1}^{(t+1)})\).

---

The above validation of the data-augmentation algorithm extends to this case: the joint distribution \(\pi\) is stationary at each step of this algorithm,
since the $\pi_j$’s are the full conditionals of $\pi$. Under the positivity constraint that the support of $\pi$ is the Cartesian product of the supports of the $\pi_i$’s, the resulting chain is ergodic.

Compared with the Metropolis–Hastings algorithm, the number of possible implementations of the Gibbs sampler is small and, moreover, the differences in the convergence properties are often minor. Still, the approach of (6.3.6) (also called substitution sampling in Gelfand and Smith (1990)) should be preferred over the one-at-a-time alternative, since the former respects the initial hierarchical modeling and often converges more rapidly to the stationary distribution (see Liu et al. (1994) and Roberts and Sahu (1997)). Data augmentation is the only case of Gibbs sampling to produce a Markov chain for both $(\theta^{(t)})$ and $(\lambda^{(t)})$; in every other scheme, the subchains are not Markov chains (Exercise 6.30).

However, in order to be able to use data augmentation or even substitution sampling, one needs the conditional distributions for each hierarchical level (as $\pi(\eta, \mu|y, z)$ in Example 6.3.10), and they may be more difficult to derive than full conditional distributions (see Exercise 6.46). Moreover, the Gibbs sampler does not actually require the $\theta_i$’s to be one-dimensional, and the choice of the decomposition can then be entirely based on simulation reasons. Notice also that, when reduced conditional distributions, like $\pi(\theta|x, \lambda_{i_0})$, are available for simulation, it is obviously preferable to use these distributions, since they increase convergence speed by reducing the dependency on the other parameters. (This is called blocking; see for instance Roberts and Sahu (1997).) A last important remark is that, whenever simulation from a given conditional distribution $\pi_i(\theta_i|\theta_j, j \neq i)$ is difficult, this simulation step can be replaced with a single Metropolis–Hastings step with target distribution $\pi_i(\theta_i|\theta_j, j \neq i)$. This may appear to be a crude approximation device, but this is not the case: the replacement of a simulation from $\pi_i(\theta_i|\theta_j, j \neq i)$ with a Metropolis–Hastings step does not modify the stationary distribution of the chain, and is thus entirely valid from an MCMC point of view.

**Example 6.3.12 (Example 6.1.4 continued)** When $N$, the size of the population, is the parameter of interest, Gibbs sampling provides a sample, $N_1, \ldots, N_m$, starting with an initial value of $p = (p_1^{(0)}, \ldots, p_n^{(0)})$ and iteratively generating according to

\[
N^{(j)} - x_+ | x, p^{(j-1)} \sim \text{Neg}(x_+, p^{(j-1)}),
\]

\[
p_i^{(j)} | x, N^{(j)} \sim \text{Be}(\alpha + x_i, \beta + N^{(j)} - x_i) \quad (1 \leq i \leq n).
\]

(This is actually a data augmentation scheme.) The sample $N_1, \ldots, N_m$ is then obtained by taking $N_1 = N^{(k_0+T)}$, $N_2 = N^{(k_0+2T)}$, \ldots, $N_m = N^{(k_0+mT)}$, where $k_0$ represents the “burn-in” time, that is, the number of iterations to come reasonably close to stationarity, and $T$ is the batch size, that is, the number of iterations to achieve approximate independence between the points of the sample. Gibbs sampling simultaneously gives a
sample \( p^1, \ldots, p^m \). The expectation \( \mathbb{E}_\pi^N[N|x] \) can then be approximated by

\[
\hat{\delta}_\pi(x) = \frac{1}{m} \sum_{t=1}^m \mathbb{E}_\pi^N[N|x, p^t]
\]

\[
= \frac{1}{m} \sum_{t=1}^m \left( \prod_{i=1}^n (1 - p^t_i) \right)^{-1} x_+,
\]

according to the “Rao–Blackwellization” argument mentioned above. George and Robert (1992) provide hierarchical extensions in this setting by considering different families of hyperpriors on \((\alpha, \beta)\).

A more general comparison between Metropolis–Hastings and Gibbs sampling algorithms is meaningless: depending on the problem at hand and on the choice of the proposals/hierarchical decompositions, one algorithm may converge faster than the other. The only warning we can provide here is that, contrary to common belief, the Gibbs sampler is not necessarily the optimal solution for an MCMC implementation. Indeed, whereas on the one hand the Gibbs sampler is constructed directly from the target distribution \( \pi \), and thus does not involve subjective input from the experimenter, on the other hand the fact that the Gibbs sampler updates the chain one component (or one block) at a time may induce very poor convergence properties if the distribution has a very narrow or multimodal support. In contrast, a Metropolis–Hastings algorithm using a random-walk proposal may be inefficient if the shape or scale of the proposal is at odds with the support of \( \pi \), but it also allows for big jumps that may reach far-away modes of \( \pi \). We could then classify Gibbs samplers as local, and random-walk Metropolis–Hastings algorithms as global, in the crude sense that the former often provide a better picture of the neighborhood of the starting point, while the latter explore the support of \( \pi \) on a larger scale (see Besag (2000) for a more detailed discussion). The best solution to this dilemma is then to take advantage of the positive features of these different samplers by combining them in an hybrid sampler calling for several MCMC algorithms in a deterministic or random manner.

6.3.6 The slice sampler

Gibbs sampling may appear at this stage as a particular MCMC method that only applies in a quite restricted setting: it involves hierarchical structures, as in (6.3.3), thus does not apply to unidimensional problems; it also requires full conditionals, thus cannot cover complex models.

This perception of the Gibbs sampler is mistaken: as we will now see, the Gibbs sampler also applies in unidimensional problems, it does not require simulation from the full conditionals, and it covers the same models as other MCMC methods. In fact, the hierarchical decomposition (6.3.3) is not particularly restrictive; and indeed, numerous distributions (on the
observation or the parameter) can be written as hidden mixtures, with totally artificial parameter $\lambda$ (see Note 6.6.3). Therefore, even when the hierarchical structure is missing in the original problem, it can often be reintroduced in order to improve the computation of the Bayes estimators, or even the choice of the prior distribution.

The generality of the Gibbs sampler is actually exposed in the particular version called the slice sampler (Wakefield et al. (1991), Besag and Green (1993), and Damien et al. (1999)). Consider a distribution $\pi(\theta)$ on a general set $\Theta$, which can be one-dimensional or multidimensional, and write $\pi$ as the product

$$\pi(\theta) = \prod_{i=1}^{k} \varpi_i(\theta),$$

where the $\varpi_i$’s are positive functions, but are not necessarily densities. Then $\pi(\theta)$ can be written as the marginal

$$\pi(\theta) = \int \prod_{i=1}^{k} \mathbf{1}_{0 \leq \omega_i \leq \varpi_i(\theta)} d\omega_1 \cdots d\omega_k.$$

The corresponding slice sampler is then straightforward:

At iteration $t$, simulate

1. $\omega_1^{(t+1)} \sim \mathcal{U}_{[0, \varpi_1(\theta^{(t)})]}$

   ... 

k. $\omega_k^{(t+1)} \sim \mathcal{U}_{[0, \varpi_k(\theta^{(t)})]}$

k+1. $\theta^{(t+1)} \sim \mathcal{U}_{A^{(t+1)}}$, with

$$A^{(t+1)} = \{\xi; \varpi_i(\xi) \geq \omega_i^{(t+1)}, i = 1, \ldots, k\}.$$

The $\omega_j$’s are a particular type of auxiliary variables, which are meaningless for the statistical problem. Notice that there are many possible representations (6.3.8) for the same distribution $\pi$, including the simple

$$\pi(\theta) = \int_{0}^{1} \mathbf{1}_{0 \leq \omega \leq \pi(\theta)} d\omega,$$

and that the choice is purely dictated by convenience. In fact, the last step $(k+1)$ in the above algorithm may be far from simple to implement, since the set $A^{(t)}$ is often difficult to construct, but this decomposition shows that the Gibbs sampler can provide, at least formally, a representation of all distributions. (See Roberts and Rosenthal (1998) and Mira and Tierney (2002) for theoretical properties of the slice sampler.)

**Example 6.3.13 (Example 6.3.2 continued)** The joint distribution of $(\alpha, \eta)$ being

$$\pi(\alpha, \eta|x_1, \ldots, x_n) \propto \alpha^n \eta^{n+\beta-1} \left( \prod_{i=1}^{n} x_i \right)^{\alpha} \exp \left\{ -\eta \sum_{i=1}^{n} x_i^\alpha - \alpha - \xi \eta \right\},$$
the conditional distribution $\pi_1(\eta|\alpha, x_1, \ldots, x_n)$ is simply a

$$G(\beta + n, \xi + \sum_i x_i^\alpha)$$

distribution, which can be simulated easily. The conditional distribution $\pi_2(\alpha|\eta, x_1, \ldots, x_n)$ is much more complex because of the exponential part involving the $x_i^\alpha$’s. If we write this distribution as $\alpha^n \chi^\alpha \exp(-\eta \sum_{i=1}^n x_i^\alpha)$, it can be expressed as the marginal (in $\alpha$) of

$$\alpha^n \mathbb{I}_{\omega_0 \leq \chi^\alpha} \prod_{i=1}^n \mathbb{I}_{\alpha \log(x_i) \leq \log(\omega_i)/\eta} \cdot$$

The conditional distribution of $\alpha$ given $\eta$ and the $\omega_i$’s is then proportional to

$$\alpha^n \mathbb{I}_{\log(\chi^\alpha) \leq \log(\omega_0)} \prod_{i=1}^n \mathbb{I}_{\alpha \log(x_i) \leq \log(-\log(\omega_i))/\eta},$$

that is, a simple power distribution $\alpha^n$ on an interval $(a, b)$. The overall Gibbs sampler for the Weibull posterior distribution then goes through the iterative simulation of $\eta$, of the $\omega_i$’s and of $\alpha$.

**Example 6.3.14 (Example 6.1.5 continued)** Because the posterior distribution of $\theta = (\mu_1, \sigma_1^2, p, \mu_2, \sigma_2^2)$ is available in closed form,

$$\pi(\theta|x) \propto \tilde{\pi}(\theta|x) = \pi(\theta) \prod_{i=1}^n \{p\varphi(x_i; \mu_1, \sigma_1) + (1-p)\varphi(x_i; \mu_2, \sigma_2)\},$$

a formal slice sampler with a single auxiliary variable $\omega$ can be proposed, with $\theta \sim U_{\tilde{\pi}(\theta|x) \geq \omega}$. But it is impossible to simulate from this uniform distribution, since the constraint $\tilde{\pi}(\theta|x) \geq \omega$ cannot be inverted into a constraint on $\theta$. A manageable version of the slice sampler in this setting can be constructed by introducing instead $n$ auxiliary variables $\omega_i$ so that $\tilde{\pi}(\theta|x)$ reads like the marginal distribution of

$$\pi(\theta) \prod_{i=1}^n \mathbb{I}_{p\varphi(x_i; \mu_1, \sigma_1) + (1-p)\varphi(x_i; \mu_2, \sigma_2) \geq \omega_i \geq 0}.$$ 

Although the joint distribution of $\theta$ conditional on the $\omega_i$’s is still intractable, the full conditionals of the parameters $\mu_1$, $\sigma_1^2$, $p$, $\mu_2$ and $\sigma_2^2$ can be easily simulated. (As we will see in Section 6.4, which concentrates on mixtures, the original Gibbs sampling solution also goes through the simulation of $n$ auxiliary variables.)

**6.3.7 The impact of MCMC methods on Bayesian Statistics**

This section has very briefly presented the bases of MCMC methods, with a few illustrations taken from Bayesian computational problems. It is important to stress at this point that the intrusion of these MCMC tools into the
Bayesian field has had a “devastating” effect! Indeed, it has radically modified the way people work with models and prior assumptions, by allowing much more complex structures to be proposed, as for instance in the case of graphical models where relations between variables are only defined at a local level, the joint distribution being impossible to envision (see Spiegelhalter et al. (1993) and Note 10.7.1). Similarly, latent variable models such as ARMA, hidden Markov, or stochastic volatility models can now be correctly analyzed (see Note 6.6.5 and Robert and Casella (2004, Note 9.7.2)) where only crude approximations could be used in the past, and this has had a tremendous effect in Bayesian signal processing, econometrics and mathematical finance.

The “devastation” mentioned above has also occurred at the level of the rigid structures previously imposed by the need for an analytical processing; for instance, conjugate priors are not compulsory anymore, even if they are still quite useful as basic priors in the different stages of a hierarchical modeling (see Chapter 10). Similarly, much more fluid representations can be proposed in model choice, as we will see in Chapter 7, where the possibility of envisioning many models at once leads the statistician away from strict testing towards model averaging, where the most likely models get the heavier weights but none are a priori excluded. See also Berger (2000), Cappé and Robert (2000), and Gelfand (2000) for short reviews on the impact of MCMC methods on the field.

As usual, a significant increase in the facility of using a given technique is accompanied by the corresponding increase in potential misuses of this technique! In the case of Bayesian analysis, this means that the effect of a prior modeling is more difficult to assess through the conditional distributions used in a Gibbs sampler. More crucially, the propriety of the posterior distribution discussed in Section 1.5 may fail to hold without the user being aware of it (see Note 6.6.4). But these drawbacks cannot compete with the explosion of the range and number of Bayesian applications, or the resolution of inferential problems never considered before.

6.4 An application to mixture estimation

We conclude this chapter by showing how MCMC methods are appropriate for the derivation of the Bayes estimators of the parameters of a mixture of normal distributions, considered in Example 6.1.5. Extensions to other mixtures of distributions from an exponential family or to hidden Markov models are straightforward (see Gruet et al. (1999) and Robert and Casella (1999, Section 9.5.1)). As detailed in Section 6.1, a Bayesian analysis of a mixture model leads to the information paradox that an explicit estimator is available and intuitively justified, but cannot be computed when the number of observations gets too large. Moreover, the maximum likelihood estimators of the parameters of (6.1.4) are not clearly defined, solving the likelihood equations is difficult, and there are even problems with analytical
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approximations of the Bayes estimator. (See Crawford et al. (1992) for
an approach using Laplace approximation.) Similarly, a standard Monte
Carlo processing of mixture models is arduous, even though Casella et
al. (2000) have proposed an importance sampling solution in a conjugate
setting (Exercise 6.39). See Note 6.6.6 for further references and details on
the early history of mixture estimation.

Gibbs sampling for mixtures relies on a missing data representation, as
in Dempster et al. (1977), to build up a hierarchical structure similar to

\[(6.4.1) \quad x \sim f(x|\theta) = \sum_{i=1}^{k} p_i \phi(x; \mu_i, \sigma_i),\]

a mixture of \(k\) normal distributions with means \(\mu_i\) and variances \(\sigma_i^2\) \((1 \leq i \leq k)\) and \(\sum p_i = 1\) \((p_i > 0)\). Given a sample \(x_1, \ldots, x_n\), from (6.4.1), we
define the missing values \(z_j\) \((1 \leq j \leq n)\) as the component indicator vectors
for the \(x_j\)’s, that is,

\[z_{ij} = \begin{cases} 1 & \text{if } x_j \sim \phi(x; \mu_i, \sigma_i), \\ 0 & \text{otherwise}, \end{cases}\]

and \(\sum z_{ij} = 1\). This vector can also be considered as an additional param-
eter and it provides the following joint distributions \((1 \leq j \leq n)\):

\[z_j|\theta \sim M_p(1; p_1, \ldots, p_k), \quad x_j|z_j, \theta \sim \mathcal{N} \left( \prod_{i=1}^{k} \mu_{z_{ij}}, \prod_{i=1}^{k} \sigma_{z_{ij}}^2 \right). \]

A convenient prior distribution on \(\theta = (\mu_1, \sigma_1, p_1, \ldots, \mu_k, \sigma_k, p_k)\) is the
product of conjugate distributions \(\pi_i(\mu_i, \sigma_i)\), \(\pi_i(\mu_i|\sigma_i)\) a normal distri-
bution \(\mathcal{N}(\xi_i, \sigma_i^2/n_i)\), \(\pi_i(\sigma_i^2)\) an inverse gamma distribution \(\mathcal{IG}(\nu_i/2, s_i^2/2)\),
and \(\pi(p)\) a Dirichlet distribution, \(\mathcal{D}(\alpha_1, \ldots, \alpha_k)\), as in Example 6.1.5.

Notice that, once the allocation vectors \(z_j\) \((1 \leq j \leq n)\) are known,
the mixture structure disappears, since this additional information breaks
down the sample into subsamples according to the values of \(z_{ij}\). Although
the posterior distribution of \(\theta\) cannot be used per se, as shown in Example
6.1.5, conditioning on \(z = (z_1, \ldots, z_n)\) removes the difficulty. Indeed, we
get the following posterior distributions \((1 \leq j \leq n)\):

\[z_j|x_j, \theta \sim M_k(1; p_1(x_j, \theta), \ldots, p_k(x_j, \theta)), \quad (6.4.2)\]

with \((1 \leq i \leq k)\)

\[p_i(x_j, \theta) = \frac{p_i \phi(x_j; \mu_i, \sigma_i)}{\sum_{t=1}^{k} p_t \phi(x_j; \mu_t, \sigma_t)}, \quad (6.4.3)\]

\[\mu_i|x, z, \sigma_i \sim \mathcal{N}(\xi_i(x, z), \sigma_i^2/(n + \sigma_i^2)), \quad \sigma_i^2|x, z \sim \mathcal{IG} \left( \frac{\nu_i + n_i}{2}, \frac{1}{2} \left[ s_i^2 + s_i^2(x, z) + \frac{n_i m_i(z)}{n_i + m_i(z)} (\bar{x}_i(z) - \xi_i)^2 \right] \right), \]
\[ p(x, z) \sim D_k(\alpha_1 + m_1(z), \ldots, \alpha_k + m_k(z)), \]

where

\[ m_i(z) = \sum_{j=1}^{n} z_{ij}, \quad \bar{x}_i(j) = \frac{1}{m_i(z)} \sum_{j=1}^{n} z_{ij} x_j, \]

and

\[ \xi_i(x, z) = \frac{n_i \xi_i + m_i(z) \bar{x}_i(z)}{n_i + m_i(z)}, \quad s_i^2(x, z) = \sum_{j=1}^{n} z_{ij} (x_j - \bar{x}_i(z))^2. \]

Conditional upon \( z \), the posterior distributions only take into account the subsamples related with each component, in a manner similar to the decomposition (6.1.6) of the true posterior distribution. In addition, simulations from (6.4.2) and (6.4.3) are particularly straightforward. Therefore, it is much easier to produce a sample \( \theta_1, \ldots, \theta_m \) from \( \pi(\theta|x) \) by Gibbs sampling than to use the true posterior distribution directly.

The remark following Lemma 6.3.6 implies that Gibbs sampling leads to uniform geometric convergence for the chain \((\theta^{(m)})_n\), since \( z \) has a finite support. The one-dimensional Gibbs sampling version of this algorithm only modifies the simulation for \( \sigma_i \), which is then conditional on \( \mu_i \) (1 \( \leq \) \( i \leq \) \( k \)),

\[ \sigma_i^2 | x, z, \mu_i \sim IG \left( \frac{\nu_i + n_i + 1}{2}, \frac{1}{2} \left[ s_i^2 + \sum_{j=1}^{n} z_{ij} (x_j - \xi_i)^2 \right] \right). \]

Although the change is minor compared with (6.4.3), convergence results are much more difficult to establish in this setting. In particular, geometric convergence cannot be established without imposing restrictions on the \( \sigma_i \)’s (see Diebolt and Robert (1994)). Moreover, since data augmentation can be implemented in this setting and is usually preferable to the one-dimensional Gibbs sampler, there is no reason to use the latter. In the setting of hidden Markov chains, which generalize mixture models like (6.4.1) by introducing Markovian dependence between the \( z_j \)’s, this is not so straightforward (even though there exist in some settings closed-form representations of the likelihood that integrate out the latent variables; see Exercises 6.46 and 6.47, and Robert et al. (1999a)).

We stress as a final remark that Gibbs sampling is not the unique solution for the simulation of the posterior distribution \( \pi(\theta|x) \). Indeed, as shown by Example 6.3.14, this distribution is available in closed form and can thus be used with any Metropolis–Hastings proposal (besides the slice sampler produced in Example 6.3.14). For instance, Celeux et al. (2000) demonstrate that the random-walk proposal can be used efficiently in this setting, with better mixing properties than the Gibbs sampler.
6.5 Exercises

**Section 6.1**

6.1 For a mixture of two normal distributions, as studied in Example 6.1.5 and the data of Table 6.1.5, identify the hyperparameters of the conjugate distributions by the moments method.

6.2 In the setting of Example 6.1.5, show that the posterior distribution can actually be written as (6.1.6) and develop $\omega(k_i)$ and $\pi(\theta(k_i))$. Give the expressions of the Bayes estimators of $\mu_1$, $\sigma_1$, and $p$ for the hyperparameters obtained in Table 6.1.5.

6.3 Establish the equivalent of Exercise 6.2 for

(i) a mixture of two exponential distributions; and

(ii) a mixture of three uniform distributions.

6.4 In the setting of Exercise 6.2, how does the computing time evolve with the sample size when

(i) only the weight $p$ is unknown; and

(ii) all the parameters are unknown.

6.5 *(Smith and Makov (1978)) Consider

$$x \sim f(x|p) = \sum_{i=1}^{k} p_i f_i(x),$$

where $p_i > 0$, $\sum_i p_i = 1$, and the densities $f_i$ are known. The prior $\pi(p)$ is a Dirichlet distribution $D(\alpha_1, \ldots, \alpha_k)$.

a. Show that the computing time becomes prohibitive as the sample size increases.

A sequential alternative which approximates the Bayes estimator is to replace $\pi(p|x_1,\ldots,x_n)$ by $D(\alpha_1^{(n)}, \ldots, \alpha_k^{(n)})$, with

$$\alpha_1^{(n)} = \alpha_1^{(n-1)} + P(z_{n1} = 1|x_n), \ldots, \alpha_k^{(n)} = \alpha_k^{(n-1)} + P(z_{nk} = 1|x_n),$$

and $z_{ni} (1 \leq i \leq k)$ is the component indicator vector of $x_n$ as defined in Section 6.4.

b. Justify this approximation and compare it with the updating of $\pi(\theta|x_1,\ldots,x_{n-1})$ when $x_n$ is observed.

c. Examine the performances of this approximation for a mixture of two normal distributions $\mathcal{N}(0, 1)$ and $\mathcal{N}(2, 1)$ when $p = 0.1, 0.25, 0.5$.

d. If $\pi_i^n = P(z_{ni} = 1|x_n)$, show that

$$\hat{p}_i^{(n)}(x_n) = \hat{p}_i^{(n-1)}(x_{n-1}) - a_{n-1}\{\hat{p}_i^{(n-1)} - \pi_i^n\},$$

where $\hat{p}_i^{(n)}$ is the quasi-Bayesian approximation of $\mathbb{E}^\pi(p_i|x_1,\ldots,x_n)$.  
6.6 In the setting of Example 6.1.4, determine the posterior distribution of \( \pi(N|x) \): (a) for \( n = 10 \) and similar \( x_i \)'s; and (b) for \( n = 30 \) and very different \( x_i \)'s. Consider the same problem when \( \pi(N) \) is a Poisson distribution \( \mathcal{P}(\lambda) \) and \( \lambda \) varies. Pay particular attention to the potential problems linked with the direct evaluation.

**Section 6.2.1**

6.7 *(Morris (1982)) Given the quadratic variance natural exponential families studied in Exercises 3.24 and 10.33, consider

\[
P_m(x, \mu) = V^m(\mu) \left\{ \frac{d^m}{d\mu^m} f(x|\mu) \right\} / f(x|\mu).
\]

a. Show that \( P_m \) is a polynomial of degree \( m \) in \( x \) and in \( \mu \).

b. Show that \((m > 1) \)

\[
P_{m+1}(x, \mu) = [P_1(x, \mu) - mV'(\mu)] P_m(x, \mu) - m[1 + (m - 1)v_2] V(\mu) P_{m-1}(x, \mu),
\]

where \( V(\mu) = v_0 + v_1 \mu + v_2 \mu^2 \).

c. Show that the polynomials \( P_m \) are orthogonal, and that \( \mathbb{E}_\mu[P^2_m(x, \mu)] = a_m V^m(\mu) \).

d. Give the polynomials associated with the normal, Poisson, gamma, binomial, and negative binomial distributions. [Note: They are called Hermite, Poisson–Charlier, generalized Laguerre, Krawtchouk, and Meixner polynomials, respectively.]

**Section 6.2.2**

6.8 Show that, if the support of \( h \) does not contain the support of \( f(x|\theta)\pi(\theta) \), the importance sampling approximation (6.2.4) does not converge.

6.9 The regular accept–reject simulation algorithm is defined as follows: If \( f \) and \( g \) are densities such that there exists \( M \) with \( f(x) \leq Mg(x) \),

1. Generate \( y \sim g(y) \) and \( u \sim \mathcal{U}_{[0,1]} \);
2. If \( u > f(y)/Mg(y) \), go back to 1.
3. Take \( x = y \).

Show that this algorithm actually provides an observation \( x \) from \( f(x) \).

6.10 *(Gilks and Wild (1992)) A general accept–reject simulation method is proposed for log-concave densities on \( \mathbb{R} \). The method is based on adaptive upper and lower bounds on the density, which are updated after each simulation step.

a. Given \( f(x) \) proportional to the density to be simulated, we assume there exist \( u(x) \) and \( \ell(x) \), upper and lower bounds on the density, which are updated after each simulation step.

Iterate

(a) Generate \( x \sim u(x) \) and \( U \sim \mathcal{U}_{[0,1]} \)
(b) Accept \( x \) if \( U \leq \ell(x)/u(x) \)
(c) Otherwise, accept $x$ if $U \leq f(x)/u(x)$

till $x$ is accepted

Show that this method actually produces a random variable with distribution $f$.

b. The two bounding functions can be constructed automatically for $f$ log-concave as follows. For the first simulation, take three arbitrary values $x_1, x_2 > x_1$, and $x_3 > x_2$ such that at least one is on each side of the mode of $f$. (Explain why this can be done without requiring an explicit derivation of the mode.) Show that the lower bound $\log \ell(x)$ on $\log f(x)$ can be derived by joining the three points $(x_i, \log f(x_i))$ and $\ell(x)$ to be 0 outside the interval $[x_1, x_3]$. The upper bound $\log u(x)$ is constructed by taking the complements of the segments used for $\log \ell(x)$ until they meet: the tails are thus made of the extensions of the chords $(x_1, x_2)$ and $(x_2, x_3)$; $\log u(x)$ is completed by adding the vertical lines going through $x_1$ and $x_3$ until they meet the two chords.

c. Derive a way to update the upper and lower bounds after each simulation requiring the computation of $f(x)$.

d. Show that the two functions $u(x)$ and $\ell(x)$ are piecewise exponential and indicate how one can simulate from distributions proportional to these functions.

e. Illustrate the above algorithm for the simulation from a $\mathcal{N}(0,1)$ distribution. When does it become more time-consuming to evaluate and simulate from a better upper bound than to keep the current upper bound?

6.11 *(Rubinstein (1981)) Consider the integral

\[ I = \int_a^b f(x) \, dx, \]

approximated by a Monte Carlo method with importance function $h$:

\[ \hat{I} = \frac{1}{m} \sum_{i=1}^{m} f(x_i) / h(x_i). \]

a. Show that the variance of $\hat{I}$ is

\[ \text{var}(\hat{I}) = \frac{1}{m} \int_a^b \left( \frac{f(x)}{h(x)} - 1 \right)^2 h(x) \, dx \]

and deduce that it is minimized by $h \propto |f|$.

b. Consider $0 \leq f(x) \leq c$, $v_1, \ldots, v_m \sim \mathcal{U}_{[0,c]}$, and $u_1, \ldots, u_m \sim \mathcal{U}_{[a,b]}$. We define

\[ \tilde{I} = (b-a) \frac{1}{m} \sum_{i=1}^{m} f(u_i) \quad \text{and} \quad \tilde{I} = c(b-a) \frac{1}{m} \sum_{i=1}^{m} \mathbb{I}_{v_i \leq f(u_i)}. \]

Show that

\[ I = c(b-a) P(V \leq f(U)) \]

for $U \sim \mathcal{U}_{[a,b]}$ and $V \sim \mathcal{U}_{[0,c]}$.

c. Deduce that $\mathbb{E}[\tilde{I}] = I$ and $\text{var}(\tilde{I}) \leq \text{var}(\hat{I})$. 

d. Discuss the relevance of the notion of a “best” importance function $h$.
(Hint: Consider a sequence of normal distributions centered at the value of interest, that is, at $x^*$ such that $f(x^*) = 1$ and with variance decreasing to 0.)

6.12 Show that, for a given function $g(\theta)$ and a distribution of interest $\pi(\theta)$, the optimal choice of the importance density $h$ (in terms of variance of the estimator (6.2.4)) is

$$h(\theta) \propto |g(\theta)|\pi(\theta).$$

Express the corresponding estimator and deduce that, if $g$ is of a constant sign, the resulting variance is 0. (Hint: See Robert and Casella (2004, Theorem 3.3.2) for a proof.)

Section 6.2.3

6.13 Justify the Laplace approximation when $h(\theta) = (\theta - \mu)^2$ and $b(\theta)$ is a polynomial of degree 2. What happens if $b$ is of higher degree? Derive the general Laplace expansion by using Taylor series for $b$ and $h$.

6.14 *(Tierney et al. (1989)) Deduce from the Laplace approximation that

$$\frac{\int b_N(\theta)e^{-nh_N(\theta)}d\theta}{\int b_D(\theta)e^{-nh_D(\theta)}d\theta} = \frac{A(N)}{A(D)} + O(\sigma^{-2}),$$

where

$$A(K) = \sigma_K \exp\{-n\hat{h}_K\} \left[ \hat{b}_K + \frac{1}{2n} \left\{ \sigma_K^2 \hat{b}'_K - \frac{5}{12} \hat{b}_K (\hat{h}''_K)^2 \sigma_K^6 - \frac{1}{4} \hat{b}_K \sigma_K^2 \hat{h}^{(4)}_K \right\} \right]$$

and $K = N, D$, if $\hat{h}_K = h(\hat{\theta}_K)$, etc., and $\hat{\theta}_K$ is minimizing $h_K$. Deduce Lemma 6.2.4 under the assumption that $\hat{h}^{(i)}_N - \hat{h}^{(i)}_D = O(n^{-1})$ for $i = 0, \ldots, 4$ and $\hat{b}_D \neq 0$. What happens if $\hat{b}_D = 0$?

6.15 *(Tierney et al. (1989)) If $M(s)$ is the moment generating function of $g(\theta)$ and $\hat{M}$ is the Laplace approximation of $M$ for (6.2.9), with $b_N = b_D = b > 0$ and

$$h_D(\theta) = \{\log[f_x(\theta)] + \log[\pi(\theta)] - \log[b(\theta)]\}/n,$$

$h_N(\theta) = h_D(\theta) - sg(\theta)/n$, we define

$$\hat{E}(g) = \hat{M}'(0).$

a. Show that $\hat{E}^n [g(\theta)|x] = \hat{E}(g) + O(n^{-2}).$

b. Let $\hat{\theta}$ be the minimum of $h_D$, let $\hat{\theta}_s$ be the minimum of $h_N$, and let $\sigma^2 = h_N^{(2)}(\theta_s)$. Show that

$$\hat{E}(g) = g(\hat{\theta}) + \frac{d}{ds} \log \sigma_s \bigg|_{s=0} + \frac{d}{ds} \log b(\hat{\theta}_s) \bigg|_{s=0}.$$

c. Deduce that

$$\hat{E}(g) = \hat{g} + \frac{\sigma^2 \hat{g}''}{2n} - \frac{\sigma^2 \hat{h}''_K \hat{g}'}{2n} + \frac{\sigma^2 \hat{b}_D \hat{g}'}{nb_D},$$

and therefore that this method actually gives the approximation (6.2.8) for the standard form.
6.16 In the setting of Example 6.2.6, choose the standard and fully exponential representations leading to the proposed approximations.

Section 6.3.2

6.17 *Consider the Metropolis–Hastings algorithm of Section 6.3.2 that simulates a density \( \pi(\theta) \) from a proposal density \( q(\theta'|\theta) \).

a. Show that this algorithm reduces to regular simulation from \( \pi \) when \( q(\theta'|\theta) = \pi(\theta') \).

b. Give the simplified version of the Metropolis–Hastings algorithm when \( q(\theta'|\theta') = \pi(\theta) \) is symmetric in its arguments, that is, when \( q(\theta|\theta') = q(\theta'|\theta) \).

c. Show directly, that is, without the balance condition (6.3.1), that \( \pi(\theta) \) is a stationary distribution for this algorithm when the support of \( q \) contains the support of \( \pi \). (Hint: Compute the probability distribution function of \( \theta^{(m+1)} \) when \( \theta^{(m)} \sim \pi(\theta) \) by breaking up the integral into four parts, and exchange the dummy variables \( \theta \) and \( \xi \) in two of the four integrals.)

d. In the particular case when \( \pi \) is a \( \mathcal{N}(0,1) \) distribution and \( q(\theta'|\theta') \) is a \( \mathcal{N}(\theta',\sigma^2) \) distribution, study the probability of acceptance of \( \xi \) in the \( m \)th step as a function of \( \sigma \). What is the exact distribution of \( \theta^{(m)} \)? Deduce the best choice of \( \sigma \).

6.18 Show that the detailed balance condition (6.3.1) holds for the Metropolis–Hastings algorithm.

6.19 Examine whether the Metropolis–Hastings algorithm produces a reversible Markov chain, that is, such that the distribution of \( (x^t,x^{t+1}) \) is the same as the distribution of \( (x^{t+1},x^t) \) under stationarity.

6.20 (Robert (1993a)) Consider \( n \) observations \( y_1,\ldots,y_n \) from a general logistic regression model with

\[
P(y_i = 1) = 1 - P(y_i = 0) = \frac{\exp(\theta^t x_i)}{1 + \exp(\theta^t x_i)},
\]

and \( x_i,\theta \in \mathbb{R}^p \).

a. Show that, conditional upon the \( x_i \)'s, this distribution belongs to an exponential family and that \( \sum_i y_i x_i \) is a sufficient statistic.

b. Give the general form of the conjugate prior distributions for this model and show that the normalization factor cannot be computed explicitly. Give an interpretation of the hyperparameters \( (\xi,\lambda) \) of the conjugate prior in terms of previous observations.

c. Show that the maximum likelihood estimator of \( \theta, \hat{\theta} \), cannot be obtained explicitly, and that it satisfies the following implicit equations \((j=1,\ldots,p)\):

\[
\sum_{i=1}^n \frac{\exp(\hat{\theta}^t x_i)}{1 + \exp(\hat{\theta}^t x_i)} x_{ij} = \sum_{i=1}^n y_i x_{ij}.
\]

(6.5.1)

d. Approximate a conjugate distribution by the Metropolis–Hastings algorithm. [Note: If a normal conditional distribution is used, attention should be paid to the variance factor.]
e. Explain why (6.5.1) can be used to control the convergence of the algorithm for some special values of the hyperparameter vector, \((\xi, \lambda)\), namely, those for which

\[
\mathbb{E}_{\xi, \lambda} \left[ \sum_{i=1}^{n} \frac{\exp(\theta^{i}x_{i})}{1 + \exp(\theta^{i}x_{i})} x_{i} \right] = \mathbb{E}_{\xi, \lambda} \left[ \sum_{i=1}^{n} \frac{\exp(\theta^{i}x_{i})}{1 + \exp(\theta^{i}x_{i})} y_{i}, \ldots, y_{n} \right] = \sum_{i=1}^{n} y_{i} x_{i}.
\]

6.21 *Given a density of interest, \(\pi\), and an available density \(f\) such that \(\pi/f \leq M\), samples from \(\pi\) can be produced either by accept/reject, \(\theta^{(1)}_{1}, \ldots, \theta^{(1)}_{p}\), or by Metropolis–Hastings with proposal \(f, \theta^{(2)}_{1}, \ldots, \theta^{(2)}_{n}\), or else an importance sampling sample, \(\theta^{(3)}_{1}, \ldots, \theta^{(3)}_{n}\), can be generated from \(f\). Compare the variances of

\[
\frac{1}{p} \sum_{i=1}^{p} \theta^{(1)}_{i}, \quad \frac{1}{n} \sum_{i=1}^{n} \theta^{(2)}_{i}, \quad \frac{1}{n} \sum_{i=1}^{n} \pi(\theta^{(3)}_{i}) \theta^{(3)}_{i}/f(\theta^{(3)}_{i}) \theta^{(3)}_{i}.
\]

[Note: \(p\) denotes the random number of observations produced after \(n\) proposals in the accept/reject algorithm.]

6.22 Consider a probability distribution \(P\) and a function \(\varrho\) such that \(0 \leq \varrho(x) \leq 1\) and \(\mathbb{E}^{P}[1/\varrho(x)] < \infty\). A Markov chain \(x^{(n)}\) is derived as follows. Update \(x^{(n)}\) into \(x^{(n+1)}\) by generating \(y \sim P\) and take

\[
x^{(n+1)} = \begin{cases} 
y & \text{with probability } \varrho(x^{(n)}), 
\theta^{(n)} & \text{with probability } 1 - \varrho(x^{(n)}).
\end{cases}
\]

a. Show that this variation of the Metropolis–Hastings algorithm is converging to the stationary distribution with density

\[
\varrho(x)^{-1}/\mathbb{E}^{P}[\varrho(x)^{-1}]
\]

with respect to \(P\).

b. Apply to the case when \(P\) is a \(\text{Be}(\alpha + 1, 1)\) distribution and \(\varrho(x) = x\).

c. Study the performances of the method when \(\alpha = 0.2\). [Note: See Robert and Casella (1999, Example 8.2.8, or 2004, Problems 7.5 and 7.6) for an illustration of the poor performances of this generator.]

Section 6.3.3

6.23 The data augmentation algorithm is based on the conditional distributions, \(\pi(\theta|\lambda)\) and \(\pi(\lambda|\theta)\). As described in Section 6.3, it successively simulates from \(\pi(\theta|\lambda)\) and from \(\pi(\lambda|\theta)\). This exercise shows why such a simulation of \(\pi(\theta, \lambda)\) is justified from a probabilistic point of view.

a. Derive the joint distribution \(\pi(\theta, \lambda)\) in terms of these conditional distributions.

b. Given two functions \(q(\theta|\lambda)\) and \(s(\lambda|\theta)\), what is a necessary and sufficient condition for \(q\) and \(s\) to be proportional to conditional distributions?

c. Consider the above questions in the case of \(n\) levels for the completed models, that is, when conditional distributions are available for \(\theta, \lambda_{1}, \ldots, \lambda_{n-1}\).
6.24 (Exercise 6.23 cont.) The Hammersley–Clifford theorem establishes that the joint distribution \( \pi(\vartheta) \) of a vector \( \vartheta = (\theta_1, \ldots, \theta_p) \) can be derived from the full conditional distributions, \( \pi_j(\theta_j | \ldots, \theta_{j-1}, \theta_{j+1}, \ldots, \theta_p) \). Show that
\[
\pi(\vartheta) \propto \prod_{j=1}^p \frac{\pi_j(\theta_{\ell_j}, \ldots, \theta_{\ell_{j-1}}, \theta'_{\ell_{j+1}}, \ldots, \theta'_{\ell_p})}{\pi_j(\theta'_{\ell_j}, \ldots, \theta'_{\ell_{j-1}}, \theta'_{\ell_{j+1}}, \ldots, \theta'_{\ell_p})}
\]
for every permutation \( \ell \) on \( \{1, 2, \ldots, p\} \) and every \( \theta' \in \Theta \). [Note: Clifford and Hammersley never published their result. See Hammersley (1974) and Robert and Casella (2004, Section 9.1.4) for details.]

6.25 *(Diebolt and Robert (1994))* Consider the two Markov chains \( (\theta^{(m)}_{\cdot}) \) and \( (\lambda^{(m)}) \) used in data augmentation with conditional distributions \( \pi_1(\theta|x, \lambda) \) and \( \pi_2(\lambda|x, \theta) \).

a. Show that the respective transition kernels of these chains are
\[
K(\theta'|\theta) = \int_{\Lambda} \pi_1(\theta'|x, \lambda) \pi_2(\lambda|x, \theta) d\lambda,
\]
\[
H(\lambda'|\lambda) = \int_{\Theta} \pi_2(\lambda'|x, \theta) \pi_1(\theta|x, \lambda) d\theta.
\]

b. Show that \( \pi_1(\theta|x) \) and \( \pi_2(\lambda|x) \) are indeed stationary for these kernels.

c. Establish that, if \( \theta^{(m)}_{\cdot} \sim \pi_1^m(\cdot|x, \lambda^{(0)}) \) and \( \lambda^{(m)} \sim \pi_2^m(\cdot|x, \lambda^{(0)}) \),
\[
||\pi_1^m(\cdot|x, \lambda^{(0)}) - \pi_1(\cdot|x)||_1 \leq ||\pi_2^m(\cdot|x, \lambda^{(0)}) - \pi_2(\cdot|x)||_1.
\]

d. Derive Lemma 6.3.6 from c., and from the fact that irreducible Markov chains with stationary distributions are ergodic. Show that, if \( (\lambda^{(m)}) \) is geometrically ergodic with rate \( \varrho \), \( (\theta^{(m)}) \) is also converging with rate \( \varrho \), that is,
\[
||\pi_1^m(\cdot|x, \lambda^{(0)}) - \pi_1(\cdot|x)||_1 \leq C \varrho^m.
\]

e. The chain \( (\lambda^{(m)}) \) is \( \varphi \)-mixing if there exists \( \varphi \), geometrically decreasing, and a finite measure \( \mu \) such that
\[
|\pi_1^m(\theta|x, \lambda^{(0)}) - \pi_1(\theta|x)| \leq \varphi(m) \mu(\lambda).
\]

Show that, when \( (\lambda^{(m)}) \) is \( \varphi \)-mixing,
\[
|\pi_1^m(\theta|x, \lambda^{(0)}) - \pi_1(\theta|x)| \leq \varphi(m) \int_{\Lambda} \pi_1(\theta|x, \lambda) \mu(d\lambda)
\]
and deduce that, if \( \Lambda \) is compact, \( (\theta^{(m)}) \) is also \( \varphi \)-mixing.

f. Similarly, show that geometric convergence of \( (\lambda^{(m)}) \) and compactness of \( \Lambda \) are sufficient to ensure that, for every function \( h \) satisfying
\[
\mathbb{E}^\pi[||h(\theta)||^2|x, \lambda] < \infty,
\]
there exists \( C_h \) such that
\[
||\mathbb{E}\pi^1 h(\theta)|x, \lambda^{(0)}| - \mathbb{E}\pi^1 h(\theta)|x||^2 \leq C_h \varrho^m.
\]

g. Take advantage of the fact that, when \( \Lambda \) is finite, the chain \( (\lambda^{(m)}) \) is necessarily geometrically converging and \( \varphi \)-mixing (Billingsley (1986)). Assess the importance of the above results in the setting of mixture estimation.
h. Extend the duality principle to the case of a hierarchical model with multiple levels, using the fact that conditional distributions only depend on the neighboring levels.

6.26 Two machines are run in parallel with breakdown times \( x \sim f(x|\theta) \) and \( y \sim g(y|\eta) \). The defective machine is supposed to be known when a breakdown occurs.

a. Give the distribution of \( z \), breakdown time of the system, and derive a Gibbs sampling algorithm to get posterior estimators of \( \theta \) and \( \eta \) when a sample \( z_1, \ldots, z_n \) is available, and when conjugate priors are used on both \( \theta \) and \( \eta \).

b. Implement this algorithm in the special cases when (a) \( f \) and \( g \) are normal densities with means \( \theta \) and \( \eta \), and variance 1; (b) \( f \) and \( g \) are exponential distributions with parameters \( \theta \) and \( \eta \).

Section 6.3.4

6.27 For a chain \((\theta^{(t)}, \lambda^{(t)})\) produced by data augmentation,

a. Show that, for every function \( h \),
\[
\text{cov}(h(\theta^{(1)}), h(\theta^{(2)})) = \text{var}\{E[h(\theta)|\lambda]\}.
\]

b. Give a corresponding representation for \( \text{cov}(h(\theta^{(1)}), h(\theta^{(t)})) \).

c. Deduce that \( \text{cov}(h(\theta^{(1)}), h(\theta^{(t)})) \) is always positive and decreasing with \( t \).

d. Conclude about the domination of the usual average by its Rao–Blackwellized version.

6.28 Show that, in the setting of Example 6.3.4, the marginal distributions on \( \theta \) and \( \lambda \) cannot be derived explicitly and that, moreover, the restriction \( B < +\infty \) is necessary for the marginal distributions to be defined.

Section 6.3.5

6.29 For a hierarchical model such as (6.3.5), show that the distribution of a given \( \lambda_i \) conditional on all the other parameters of the model \( \pi(\lambda_i|x, \theta, (\lambda_j)_{j \neq i}) \) \((1 \leq i \leq p)\) only depends on its two nearest neighbors in the vector \((x, \theta, \lambda_1, \ldots, \lambda_p)\). (Hint: Draw a graphical representation of the model.)

6.30 Show that, if the Gibbs sampler is implemented with more than two full conditional levels, as in, for instance, (6.3.7), the resulting subchains corresponding to the various levels are not Markov chains.

6.31 Considering the multinomial model of Example 6.3.10, explain why simulating from \( \pi((\mu, \eta)|x) \) rather than from \( \pi(\mu|x) \) and \( \pi(\eta|x) \) should speed up convergence. (Hint: Study the correlation between \( \mu^{(t)} \) and \( \mu^{(t+1)} \) in both cases.)

6.32 Show that, in a Gibbs sampling algorithm, if an arbitrary simulation step, like the simulation from \( \pi(\theta_1|\theta_2, \ldots, \theta_k) \) say, is replaced by a single step of a Metropolis–Hastings algorithm, the validity of the algorithm is preserved. Discuss the crucial interest of this property for practical issues.

6.33 Consider a distribution \( \pi(\theta_1, \theta_2) \), which is not available under closed form, but such that the two conditional distributions \( \pi(\theta_1|\theta_2) \) and \( \pi(\theta_2|\theta_1) \) are known and can be simulated from.
a. Show that the Metropolis–Hastings algorithm can be implemented. (*Hint:* Show that the only difficulty is to simulate from \( \pi(\theta_1) \) or from \( \pi(\theta_2) \) and use Exercise 6.23.)

b. Deduce that in every setting Gibbs sampling can be used, the same applies to the general form of the Metropolis–Hastings algorithm.

6.34 Show that a Gibbs sampling step is a special case of the Metropolis algorithm where the acceptance probability is always equal to 1.

**Section 6.3.6**

6.35 A truncated normal distribution \( N_p(0, I_p) \) restricted to the polygon \( \theta_i x_i \leq z_i \) (1 \( \leq \) i \( \leq \) n) is to be simulated.

a. Give the distribution of \( \theta_j \) conditional on \( \theta_k \) (k \( \neq \) j) and derive a Gibbs implementation for the simulation of this truncated normal distribution. (*Hint:* See Geweke (1991) or Robert (1995a) for accept-reject algorithms to simulate from a one-dimensional truncated normal distribution).

b. Propose a Metropolis–Hastings alternative based upon a \( N_p(\mu, \Sigma) \) simulation, when \( \mu \) and \( \Sigma \) are derived from the polygon boundaries.

c. Propose a slice sampler based on a single auxiliary variable and a slice sampler based on \( p \) auxiliary variables.

d. Compare these different algorithms.

**Section 6.3.7**

6.36 (Rubin et al. (1992)) A study was conducted on the campus of Cornell University to model the sexual behavior of undergraduates. Out of a population of \( R_m \) (\( R_f \)) male (female) undergraduates, \( r_m \) (\( r_f \)) answered the survey and \( t_m \) (\( t_f \)) were found to be sexually active (in the previous two months).

a. The first quantities of interest are \( T_f \) and \( T_m \), numbers of female and male undergraduates who were sexually active. Using a hypergeometric model on \( t_m \) and \( t_f \) and taking \( r_m \) and \( r_f \) as fixed, derive a Bayes estimator of \( T_f \) and \( T_m \) when

\[
T_i \sim \mathcal{B}(R_i, p_i), \quad p_i \sim \mathcal{B}(\alpha, \beta), \quad \pi(\alpha, \beta) = 1/\alpha\beta \quad (i = f, m).
\]

(*Numerical application:* \( R_f = 5211, \ r_f = 253, \ t_f = 111, \ R_m = 6539, \ r_m = 249 \) and \( t_m = 22 \).)

b. During the study, sexually active respondents were asked about the number of partners they had had during the two last months, \( y_f \) and \( y_m \), as well as the number of Cornell undergraduate partners, \( x_m \) and \( x_f \).

Assuming a Poisson distribution \( \mathcal{P}(\lambda_i) \) for the number of additional partners \( y_i - 1 \) and a binomial distribution \( \mathcal{B}(y_i, p_i) \) on the number of Cornell undergraduate partners (\( i = f, m \)), with \( \rho_f = T_m/N_m \) and \( \rho_m = T_f/N_f \), derive a Bayes estimator of the population in sexual contact with the Cornell undergraduates, \( N_m \) and \( N_f \). The prior distributions are

\[
\lambda_i \sim \mathcal{E}(\lambda_0), \quad p_i \sim \mathcal{B}(\gamma, \delta), \quad \pi(\gamma, \delta) = 1/\gamma\delta.
\]

(*Numerical application:* \( y_m = 54, \ x_m = 31, \ y_f = 135, \ x_f = 67 \).)
c. Compare your results with the maximum likelihood estimators obtained in the study: \( \hat{N}_f = 4186 \), \( \hat{N}_m = 1473 \), \( \hat{T}_f = 2323 \) and \( \hat{T}_m = 615 \).

d. Repeat the estimation for the hyperpriors
\[
\pi(\alpha, \beta) = e^{-(\alpha + \beta)}, \quad \pi(\gamma, \delta) = e^{-(\gamma + \delta)},
\]
and
\[
\pi(\alpha, \beta) = 1/(\alpha + \beta)^2, \quad \pi(\gamma, \delta) = 1/(\gamma + \delta)^2.
\]

6.37 In the setting of logistic regression (see Exercise 6.20), a missing data structure can be exhibited and exploited by a Gibbs sampling algorithm.

a. Derive the distribution of \( z_i \) such that the observation \( y_i \) is \( 1_{z_i \leq x_i^\top \theta} \).

b. Give the likelihood of the completed model and examine whether a Gibbs algorithm similar to those of Section 6.4 can be constructed in the special case \( \theta \sim \mathcal{N}_p(\mu, \Sigma) \).

c. Compare the performance of this algorithm with a more straightforward Metropolis–Hastings algorithm of your choice.

6.38 A probit model is a qualitative regression model where the dependence on the auxiliary variables is given by
\[
P_\theta(y_i = 1) = 1 - P_\theta(y_i = 0) = \Phi(\theta^\top x_i).
\]
a. Show that, as in Exercise 6.37, it is possible to complete the model by exhibiting a continuous latent variable \( z_i \).

b. Propose a Gibbs sampling algorithm based upon the completed data when \( \theta \sim \mathcal{N}_p(\mu, \Sigma) \).

Section 6.4

6.39 (Casella et al. (2000)) Gibbs sampling and other MCMC techniques unlocked the difficulties with Bayesian inference on mixtures. It is, however, possible to produce efficient importance sampling estimators in this setting. We assume that a sample \((x_1, \ldots, x_n)\) from
\[
\sum_{j=1}^k p_j f(x | \theta_j)
\]
is available.

a. Given the allocation variables \( z_1, \ldots, z_n \), where \( x_i | z_i \sim f(x | \theta_{z_i}) \), show that the posterior distribution of \( z = (z_1, \ldots, z_n) \) is given by

\[
P(z | x) = \frac{\prod_{j=1}^k \int_{\Theta \cap \{i: z_i = j\}} f(x_i | \theta_j) \pi_j(\theta_j) d\theta_j}{\sum_{z \in \mathcal{Z}} \prod_{j=1}^k \int_{\Theta \cap \{i: z_i = j\}} f(x_i | \theta_j) \pi_j(\theta_j) d\theta_j},
\]

where \( \mathcal{Z} \) is the set of all \( k^n \) allocation vectors \( z \).
b. Show that
\[ P(Z_i = j|x_i) = \frac{p_j m_j(x_i)}{\sum_{j=1}^{k} p_j m_j(x_i)}, \]
where \( m_j(x) = \int f(x|\theta_j)\pi(\theta_j)d\theta_j, \) \((j = 1, \ldots, m)\) is the univariate marginal distribution of \( x_i \).

c. Deduce that, if (6.5.2) and (6.5.3) are both available up to a normalizing constant, the Bayes estimator \( \mathbb{E}\{h(\theta)|x\} \) can be approximated by importance sampling, the \( z_i \)'s \((i = 1, \ldots, n)\) being generated from the marginal distributions of b., if \( \mathbb{E}\{h(\theta)|(x_1, z_1), \ldots, (x_n, z_n)\} \) is also known in closed form.

d. Apply to the case of a mixture of exponential distributions,
\[ \sum_{j=1}^{k} p_j \lambda_j \exp(-\lambda_j x), \quad x > 0, \]
under the prior \( \lambda_j \sim \mathcal{G}(\alpha_j, \beta_j), \quad j = 1, \ldots, k, \)
when the weights \( p_j \) and the hyperparameters \( \alpha_j, \beta_j \) are known. In particular, determine transforms \( h(\lambda_1, \ldots, \lambda_k) \) such that the conditional expectations \( \mathbb{E}\{h(\theta)|(x_1, z_1), \ldots, (x_n, z_n)\} \) are known.

6.40 For a normal mixture, detail the reasoning leading to the conditional distributions (6.4.2) and (6.4.3) and give an explicit expression of \( \mathbb{E}^x[\mu|x, z] \).

6.41 For a small sample size, run several simulations to compare Bayesian sampling with a direct computation of the Bayes estimator for a mixture of two normal distributions.

6.42 Show that conjugate priors cannot lead to a noninformative answer in the case of a two-component normal mixture when the variances of the prior distributions go to \( \infty \).

6.43 (Robert and Soubiran (1993)) Derive the formulas equivalent to (6.4.2) and (6.4.3) for a mixture of multidimensional normal distributions. \((\text{Hint: Use Section 4.4.1 for the choice of conjugate prior distributions and detail the simulation of Wishart distributions.})\)

6.44 (Binder (1978)) Consider a sample \( x_1, \ldots, x_n \) from the mixture
\[ x \sim f(x|\theta) = \sum_{i=1}^{k} p_i f_i(x), \]
where the densities \( f_i \) and the weights \( p_i \) are known. The problem is to identify the origins of the observations, \( g = (g_1, \ldots, g_n) \), with
\[ g_j = \sum_{i=1}^{k} \mathbb{1}_{z_{ij}=1} \quad (1 \leq j \leq n). \]

a. Show that calculation difficulties also occur in this setting for the computation of the Bayes estimators.

b. Give the Bayes estimator of \( g \) when \( p \sim \mathcal{D}(1/2, \ldots, 1/2) \) and \( f_i(x) = \varphi(x; \mu_i, 1) \) with \( \mu_i \sim \mathcal{N}(\xi, 1) \).

c. How can Gibbs sampling be implemented for this problem?
Adapt the Gibbs sampling techniques developed in Section 6.4 in the case of a mixture of distributions to the case of a censored model, that is, for observations $y_i^*$ such that

$$y_i^* = \begin{cases} y_i & \text{if } y_i \leq c, \\ c & \text{otherwise}, \end{cases}$$

and $y_i \sim f(y|\theta)$, with $f(\cdot|\theta)$ belonging to an exponential family.

A hidden Markov model generalizes the mixture model studied in Example 6.1.5 and in Section 6.4 by introducing some dependence between the observations $x_1, \ldots, x_t$. When completing these observations by (unknown) missing state indicators $z_i$, the model becomes hierarchical ($1 \leq i \leq t$):

$$x_i|z_i, \theta \sim f(x|\theta, z_i)$$

and $(z_i)$ constitutes a Markov chain on $\{1, \ldots, K\}$ with transition matrix $P = (p_{jk})$, where

$$p_{jk} = P(z_i = k|z_{i-1} = j) \quad (2 \leq i \leq t)$$

(taking $z_1 = 1$ for identifiability reasons). We also assume that $f(\cdot|\theta)$ belongs to an exponential family.

a. Give the likelihood of this model and deduce that neither maximum likelihood, nor Bayesian estimation with conjugate priors on $\theta$ and $P$, can be derived explicitly in this case.

b. Considering the particular case when $f(\cdot|\theta)$ is $N(\xi, \sigma^2)$ with $\theta = (\xi, \sigma^2)$, show that a Gibbs sampling implementation with iterative simulations from $\pi(\theta|x, z)$ and $\pi(z|x, \theta)$ is quite time-consuming because of $\pi(z|x, \theta)$.

c. Show that the fully conditional distributions $\pi(z_i|x, \theta, z_j, j \neq i)$ only depend on $z_{i-1}$ and $z_{i+1}$ and are much easier to simulate.

d. Propose a Gibbs sampling algorithm for this model. Show that the condition $p_{kj} > 0$ for all $1 \leq j, k \leq K$ is sufficient to ensure geometric convergence of the chains $(\theta^{(m)})$ and $(P^{(m)})$ to the true posterior distributions. (Hint: Arguments similar to those of Exercise 6.25 can be used.)

In the setting of Exercise 6.46, there exists a way to simulate the whole chain $z = (z_2, \ldots, z_n)$ conditional on the parameters $\theta$ and thus to implement a data-augmentation scheme. The representation of the conditional distribution of $z$ is called forward–backward and has been known for a while in the signal processing literature (Baum and Petrie (1966)).

a. Establish the so-called backward recurrence relation ($1 \leq i \leq n - 1$)

$$f(x_i, \ldots, x_n|\theta, z_i = j) =$$

$$\sum_{k=1}^{K} p_{jk} f(x_i|\theta_j) f(x_{i+1}, \ldots, x_n|\theta, z_{i+1} = k),$$

with $f(x_n|z_n = j) = f(x_n|\theta_j)$.

b. Derive from the backward formulas the probability $P(z_1 = j|x_1, \ldots, x_n, \theta)$ under the assumption that $z_1$ is marginally distributed from the stationary distribution associated with the transition matrix $P$.

c. Compute the probabilities $P(z_i = j|x_1, \ldots, x_n, \theta, z_1, \ldots, z_{i-1}) (i = 2, \ldots, n)$. 

Table 6.5.1. *Frequencies of car passages for a sequence of one-minute intervals.*

<table>
<thead>
<tr>
<th>Number of cars</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4 or more</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of occurrences</td>
<td>139</td>
<td>128</td>
<td>55</td>
<td>25</td>
<td>13</td>
</tr>
</tbody>
</table>


**d.** Conclude that the vector \((z_1, \ldots, z_n)\) can be simulated conditional upon the observations and on \(\theta\), thus that the data-augmentation scheme can be implemented in some hidden Markov models.

**6.48** In a mixture setting, compare the performance (in terms of computing time) of a Gibbs sampling with that of a more straightforward Metropolis–Hastings algorithm.

**Note 6.6.3**

**6.49** Does the decomposition of the noncentral chi-squared distribution proposed in Example 6.6.1 allow for implementation of the Gibbs sampling? Give an approximation by the Metropolis–Hastings algorithm.

**6.50** (Heitjan and Rubin (1991)) *Coarse data* are defined as an aggregation of the observations in classes. Given a “complete” random variable \(y_i \sim f(y|\theta)\), taking values in \(\mathcal{Y}\), and a partition \(A_j (j \in I)\) of \(\mathcal{Y}\), the observations are \(x_i = j\) if \(y_i \in A_j\).

a. Give a real-life justification for this model.

b. Propose a Gibbs sampling algorithm in the case when \(f(\cdot|\theta)\) is a normal distribution \(\mathcal{N}(\xi, \sigma^2)\) with \(\theta = (\xi, \sigma^2)\) and \(A_j = [j, j + 1) (j \in \mathbb{Z})\).

**Frequencies of car passages during a one-minute period have been observed for 360 consecutive minutes and the resulting observations are given in Table 6.50.**

c. Assuming a Poisson \(\mathcal{P}(\theta)\) distribution for this model, apply Gibbs sampling to estimate the parameter \(\theta\) for this data set and the prior \(\pi(\theta) = 1/\theta\).

**Note 6.6.4**

**6.51** In the setting of Example 6.3.8,

a. Show that the marginal distributions associated with the full conditionals \(\pi(\theta|\lambda)\) and \(\pi(\lambda|\theta)\) satisfy

\[
\frac{\pi(\theta)}{\pi(\lambda)} = \frac{\theta}{\lambda}, \quad \theta, \lambda < B.
\]

b. Deduce that the joint distribution corresponding to these two conditionals is not defined when \(B\) goes to infinity.
Note 6.6.6

6.52 For the sequence \((\hat{\theta}_j)\) produced by the EM algorithm (see Note 6.6.6 and Robert and Casella (2004, Section 5.3.2)),

a. Show that
\[
Q(\hat{\theta}_{j+1} | \hat{\theta}_j, x) \geq Q(\hat{\theta}_j | \hat{\theta}_j, x).
\]

b. If \(k(z|\theta, x)\) denotes the conditional distribution of \(z\) given \(x\), show that
\[
\mathbb{E}_{\hat{\theta}_j} \left[ \log \left( \frac{k(z|\hat{\theta}_{j+1}, x)}{k(z|\hat{\theta}_j, x)} \right) \right] \leq 0.
\]
(Hint: Use Jensen’s inequality.)

c. Conclude that
\[
L(\hat{\theta}_{j+1} | x) \geq L(\hat{\theta}_j | x),
\]
with equality holding if and only if \(Q(\hat{\theta}_{j+1} | \hat{\theta}_j, x) = Q(\hat{\theta}_j | \hat{\theta}_j, x)\).

6.6 Notes

6.6.1 Pseudo-random uniform generators.

The algorithms for generating random variables from any distribution all rely on the generation of uniform random variables on \([0, 1]\). Since the production of an exact i.i.d. sequence of uniform \(U([0, 1])\) variables is impossible, there are methods that use a fully deterministic process to produce a sequence imitating an i.i.d. \(U([0, 1])\) sequence in the sense that the deterministic sequence is accepted as an i.i.d. \(U([0, 1])\) sequence for all statistical tests. For instance, the generator proposed in Ripley (1987) is a congruencial generator, defined as follows.

1. Start with an initial arbitrary seed \(x_0\)
2. Iterate
\[
x_i = (69069 x_{i-1} + 1) \mod 2^{32},
\]
\[
u_i = 2^{-32} x_i.
\]

The corresponding sequence of \(u_i\)’s can then be considered as an i.i.d. \(U_{[0,1]}\) sequence, although its actual support is finite.

Pseudo-random uniform generators are available on most machines and in most languages, and can be used as such, even though some of these generators are not thoroughly tested and may possess undesirable features (see Robert and Casella (2004, Exercise 2.44)).

Marsaglia and Zaman (1993) have developed a simple uniform generator with multiple seeds whose period is larger than \(2^{95}\). See Robert and Casella (2004, Section 2.6.1) for details.

6.6.2 The BUGS and CODA softwares

An MCMC software has been developed by Spiegelhalter et al. (1995a,b,c) at the MRC Biostatistics Unit in Cambridge, England. This software offers some possibilities to run a partly automated Gibbs sampler (BUGS stands for Bayesian inference using Gibbs sampling). Further, it comes as a computer
language, which is C or R like, involves declarations about the model, the data, and the prior specifications, including hierarchical modeling, and allows for a large range of transforms of most standard distributions. **BUGS** produces the Gibbs sample made of simulated values of the parameters, after an open number of warmup iterations, the batch size being also open.

A major restriction on the prior modeling is that conjugate priors or log-concave distributions must be used, for either standard simulation methods or the ARMS algorithm of Gilks et al. (1995) to apply, but more complex distributions can be handled by discretization of their support. The other restriction is that improper priors cannot be used and must be replaced by vague proper priors, that is, priors with large variances.

The **BUGS** software is completed with a convergence diagnosis software,\(^9\) **CODA**, which contains some of the most common MCMC convergence assessment techniques. This **S-Plus** package has been developed by Best et al. (1995) and can be used independently from **BUGS**. The techniques selected in **CODA** are described in Robert and Casella (2004, Chapter 11): they include the convergence diagnostics of Gelman and Rubin (1992), Geweke (1992), Heidelberger and Welch (1983), Raftery and Lewis (1992), plus plots of autocorrelation for each variable and of cross-correlations between variables.

### 6.6.3 Hidden mixtures

The hierarchical decomposition (6.3.3), which is instrumental for the Gibbs sampler, is also interesting for prior selection when the sampling distribution does not belong to an exponential family and there is no conjugate family of priors. For instance, this is the case for Student’s \( t \)- and noncentral chi-squared distributions. Decomposition of \( f(x|\theta) \) of the form

\[
   f(x|\theta) = \int f(x|\theta, z)g(z|\theta) \, dz
\]

may then allow for a prior modeling on \( \theta \) through conjugate priors (for \( f(x|\theta, z) \) or \( g(z|\theta) \)). As in Section 3.3.3, we call this representation a hidden mixture, in contrast with standard mixture problems where the mixture structure itself is of interest. (See also Note 3.8.3.)

**Example 6.6.1** Consider \( x \sim \chi^2_p(\theta) \), an observation from a noncentral chi-squared distribution. It can be written as a mixture

\[
   x|\theta, z \sim \chi^2_{p+2z}, \quad z|\theta \sim \mathcal{P}(\theta/2).
\]

Therefore, only \( g(z|\theta) \) depends on \( \theta \) and a possible prior distribution on \( \theta \) is \( \mathcal{G}(\alpha, \beta) \), since it is conjugate for the Poisson distribution.

**Example 6.6.2** Consider \( x|\mu, \sigma \sim T(m, \mu, \sigma^2) \), with \( \theta = (\mu, \sigma) \) unknown. Following Dickey’s representation (1968),

\[
   x|\theta, z \sim N(\mu, z), \quad z|\sigma^2 \sim \mathcal{IG}(m/2, m\sigma^2/2),
\]

\(^9\) Both software programs are currently available on the web site of the MRC Biostatistics Unit at **www.mrc-bsu.cam.ac.uk**.
we can propose
\[ \mu \sim \mathcal{N}(\xi, \tau^2), \quad \sigma^2 \sim \mathcal{G}(\alpha, \beta), \]
as a prior distribution and we derive
\[
\begin{align*}
  z|x, \theta & \sim \mathcal{IG} \left( \frac{m + 1}{2}, \frac{m \sigma^2 + (x - \mu)^2}{2} \right), \\
  \sigma^2|x, z & \sim \mathcal{G}(\alpha + (m/2), \beta + (m/2z)), \\
  \mu|x, z & \sim \mathcal{N} \left( \frac{z \mu + \tau^2 t x}{z + \tau^2}, \frac{z \tau^2}{z + \tau^2} \right). 
\end{align*}
\]

The conditional distributions (6.6.1) directly allow for simulation through Gibbs sampling. Notice the difference with the classical normal example (see Section 4.4). In this case, \( \sigma^2 \) has a gamma prior instead of an inverse gamma distribution and, more importantly, \( \mu \) and \( \sigma \) are a priori independent. The conditional decomposition thus leads to a modeling that is more satisfactory than in the normal case.

Resorting to a hidden mixture, either for \( f(x|\theta) \) or for \( \pi(\theta) \), is obviously helpful to simulate \( \pi(\theta|x) \) through Gibbs sampling when the posterior distribution is not available.

**Example 6.6.3 (Example 6.6.2 continued)** If, for robustness purposes, the prior distribution is actually
\[ \mu \sim \mathcal{T}(\nu, \xi, \tau^2), \quad \sigma^2 \sim \mathcal{G}(\alpha, \beta), \]
the corresponding hidden mixture representation is
\[ \mu|\delta \sim \mathcal{N}(\xi, \delta), \quad \delta \sim \mathcal{IG}(\nu/2, \nu \tau^2/2), \]
and the simulation of \( \pi(\mu, \sigma|x) \) can be done by Gibbs sampling according to the following conditional distributions:
\[
\begin{align*}
  z|x, \theta & \sim \mathcal{IG} \left( \frac{m + \nu}{2}, \frac{m \sigma^2 + (x - \mu)^2}{2} \right), \\
  \sigma^2|x, z & \sim \mathcal{G}(\alpha + (m/2), \beta + (m/2z)), \\
  \mu|x, z, \delta & \sim \mathcal{N} \left( \frac{\delta \mu + \tau^2 t x}{\delta + \tau^2}, \frac{\delta \tau^2}{\delta + \tau^2} \right), \\
  \delta|\theta & \sim \mathcal{IG} \left( \frac{\nu + 1}{2}, \frac{\nu \tau^2 + (x - \mu)^2}{2} \right). 
\end{align*}
\]

6.6.4 *Improper posteriors*

As stressed in Note 1.8.3, prior distributions \( \pi \) such that
\[ \int_\Theta \pi(\theta)f(x|\theta)d\theta = \infty \]
cannot be used. The difficulties in satisfying this condition for complex models are that (a) an analytic check is often impossible; and (b) the conditional distributions derived from \( \pi(\theta)f(x|\theta) \) may well be proper. Take, for instance, the case of Example 6.3.8: when \( B \) goes to infinity, the joint distribution on \( (\theta, \lambda) \)
is not defined; the conditional distributions are, however, standard exponential $\text{Exp}(\lambda)$ and $\text{Exp}(\theta)$ distributions (Exercise 6.51). The additional difficulty is that a Gibbs sampler implemented with these conditional distributions may fail to expose the impropriety problem (see Hobert and Casella (1996)).

**Example 6.6.4** Consider the usual random-effect model ($1 \leq i \leq I$, $1 \leq j \leq J$)

$$y_{ij} = \theta + u_i + \epsilon_{ij}, \quad u_i \sim \mathcal{N}(0, \sigma^2), \quad \epsilon_{ij} \sim \mathcal{N}(0, \tau^2).$$

The corresponding Jeffreys prior is $\pi(\theta, \tau^2, \sigma^2) = 1/\sigma^2 \tau^2$. Then (see Robert and Casella (1999, Example 7.4.3 and Problem 7.38)), the joint posterior distribution on $(\theta, \tau^2, \sigma^2)$ is not defined while the conditional distributions are well defined and can be used in a Gibbs sampler.

Despite the fundamental impossibility of using improper posteriors, which are truly measures $f(x|\theta)\pi(\theta)$ with infinite mass, for Bayesian inference, there exist settings where such measures can be of use. Indeed, it is possible to augment the parameter $\theta$ artificially with an auxiliary parameter $\alpha$, and to introduce an improper prior $\pi(\alpha)$ such that the joint posterior $\pi(\alpha, \theta|x) = \pi(\alpha)\pi(\theta)f(x|\theta)$ is also improper, while preserving the properness of the well defined $\pi(\theta|x)$ within the Markov chain.

**Example 6.6.5** (Meng and van Dyk (1999)) A Student's $t$-distribution with parameter $\theta = (\mu, \sigma)$, $T(\nu, \mu, \sigma^2)$, can be written as

$$x = \mu + \sigma y_1/(\nu y_2)^{1/2}, \quad y_1 \sim \mathcal{N}(0, 1), \quad y_2 \sim \chi^2_\nu.$$

(See Exercise 1.1 and Example 3.3.11.) If we introduce $\alpha > 0$ such that

$$x|y_2 \sim \mathcal{N}(\mu, \alpha\sigma^2/(\nu y_2)), \quad y_2 \sim \alpha\chi^2_\nu,$$

this does not change the model under study because the quantity $\alpha/y_2$ does not depend on $\alpha$. The parameter $\alpha$ is thus nonidentifiable and, with an improper prior on $\alpha$, $\pi(\alpha) = \alpha^{-1} \exp(-\beta/\alpha)$ say, the marginal posterior distribution on $\alpha$ is equal to this prior: the joint posterior distribution on $(\theta, \alpha)$ is not defined. It is nonetheless possible to create a Markov chain $(y^{(t)}_2, \theta^{(t)}, \alpha^{(t)})$ via a simple data-augmentation scheme applied to the full conditionals derived from

$$\pi(\alpha)\pi(\mu, \sigma)f(x|\mu, \alpha, \sigma, y_2)f(y_2|\alpha)$$

such that (a) this $\sigma$-finite measure is stationary for this chain; and (b) the subchain $(\theta^{(t)})$ converges to the well-defined posterior distribution $\pi(\theta|x)$.

Improper posteriors then appear as tools to speed up the exploration of the parameter space $\Theta$ by way of null-recurrent or even transient Markov chains in larger spaces. See Casella (1996), Meng and van Dyk (1999), Hobert (2000), and Liu and Wu (1999) for more details.

**6.6.5 MCMC algorithms for dynamic models**

In Section 4.5, we introduced several dynamic models and pointed out that the complex parameter space induced by the stationarity constraints as well as the lack of closed-form likelihoods necessitates the use MCMC algorithms.
The state-space representations of Sections 4.5.3 and 4.5.4 and the reparameterization of Lemma 4.5.4 are instrumental in designing Gibbs samplers in these models. For instance, in the AR($p$) model, the $\varrho_j$’s ($1 \leq j \leq p$) are linear functions of the partial autocorrelations $\psi_k$ ($1 \leq k \leq p$), when the $\psi_\ell$ ($\ell \neq k$) are fixed:

$$
\varrho_j = a_{kj} + b_{kj} \psi_k,
$$

where ($1 \leq \ell \leq i - 1$)

$$
a_{ii} = \psi_i, \quad b_{ii} = 0, \quad a_{i\ell} = a^{(i-1)\ell} - \psi_i a^{(i-1)(i-\ell)}, \quad b_{i\ell} = 0, \quad \text{if } i < k
$$

$$
a_{ii} = 0, \quad b_{ii} = 1, \quad a_{i\ell} = a^{(i-1)\ell}, \quad b_{i\ell} = -a^{(i-1)(i-\ell)} \quad \text{if } i = k
$$

$$
a_{ii} = \psi_i, \quad b_{ii} = 0, \quad a_{i\ell} = a^{(i-1)\ell} - \psi_i a^{(i-1)(i-\ell)}, \quad b_{i\ell} = b^{(i-1)\ell} - \psi_i b^{(i-1)(i-\ell)}
$$

if $i > k$

and

$$
a_{ik} = a^{pi}, \quad b_{ik} = b^{pi} \quad (1 \leq i \leq p).
$$

Therefore, if the $\psi_i$’s are simulated one by one, the likelihood (4.5.8) has a normal structure

$$
\prod_{t=1}^{T} \exp \left\{ -\frac{1}{2\sigma^2} \left[ x_t - \mu - \sum_{j=1}^{p} (a_{ij} + b_{ij} \psi_i)(x_{t-j} - \mu) \right]^2 \right\}.
$$

A similar conditional decomposition can be used for the MA($q$) and ARMA($p,q$) models of Sections 4.5.3 and 4.5.4, taking advantage of the linear structure of the state-space representation that preserves the normal structure. Alternatives based on the recursive representation (4.5.12) and on Metropolis–Hastings moves have been studied in Billio et al. (1999).

### 6.6.6 More on mixture estimation

The importance of mixtures of standard distributions cannot be discounted from a modeling perspective: mixture models are located at the boundary between parametric and nonparametric modeling and they allow for the description of more complex phenomena (compared with standard distributions), while preserving the parsimony principle (that is, using a reasonably small number of parameters to describe a phenomenon). This was illustrated for the construction of priors in Notes 3.8.3 and 6.6.3. Mixture structures appear in Bayesian nonparametric analysis, as, for instance, with Dirichlet process priors (see Notes 1.8.2 and 6.6.7). They are equally instrumental in classification problems (see, e.g., Bensmail et al. (1999)) and in outlier detection (Verdinelli and Wasserman (1992)).

The classical treatment of estimation of finite mixtures of distributions is presented in Titterington et al. (1985) and MacLachlan and Basford (1987). It can be traced to Pearson (1894), who proposed an estimation method based on moments involving the resolution of a 9th-degree polynomial equation.

For maximum likelihood estimation, Dempster et al. (1977) and Redner and Walker (1984) have developed a special algorithm called EM (for Estimation–Maximization) that has been incredibly popular (see Meng and van Dyk (1997) and MacLachlan and Krishnan (1997)). This algorithm is based on the same completion as the Gibbs sampler. Given a completed likelihood $L^c(\theta|\mathbf{x}, \mathbf{z})$, the
EM algorithm runs as follows.

At iteration $m$,

1. Compute

$$Q(\theta|\hat{\theta}_{(m)}, x) = \mathbb{E}_{\hat{\theta}_{(m)}} \left[ \log L^c(\theta|x, z)|x \right],$$

where the expectation is with respect to $k(z|\hat{\theta}_{m}, x)$ (E-step).

2. Maximize $Q(\theta|\hat{\theta}_{(m)}, x)$ in $\theta$ and take (M-step)

$$\hat{\theta}_{(m+1)} = \arg \max_{\theta} Q(\theta|\hat{\theta}_{(m)}, x).$$

It is validated by the fact that the observed likelihood increases at every step (Exercise 6.52). The sequence $(\hat{\theta}_{(m)})_m$ thus converges to a stationary point of the observed likelihood (which may be a local maximum or a saddlepoint). See Robert and Casella (1999, Section 5.3.3) for more details.

Since the convergence of the EM algorithm depends on the starting point $\hat{\theta}_{(0)}$ and since this algorithm requires the computation of the expectation in the E-step, some authors, including Broniatowski et al. (1983), Celeux and Diebolt (1990), Qian and Titterington (1991), and Lavielle and Moulines (1997), have proposed stochastic extensions of the EM algorithm.

From a Bayesian point of view, a more detailed study of MCMC techniques for mixtures is proposed in Robert (1996a), Roeder and Wasserman (1997), Robert and Mengersen (1999), Celeux et al. (2000), or Stephens (2000). In particular, Celeux et al. (2000) show that the ordering of the parameters used to ensure identifiability of the parameters may have disastrous effects on the resulting inference, and they devise specific loss functions to overcome the nonidentifiability problem.

Gibbs sampling and other MCMC schemes have thus brought considerable improvement to the Bayesian approach to mixture models, not only for estimation, as shown above, but also for testing and modeling because tests on the number of components of a mixture have been proposed (Mengersen and Robert (1996)). Moreover, these studies have also exhibited interesting noninformative extensions. As mentioned in Exercise 1.57, the peculiar properties of mixtures prohibit the use of improper priors of the form

$$\prod_{i=1}^k \pi_1(\mu_i, \sigma_i).$$

In fact, in the decomposition (6.1.6) of the posterior distribution as a sum over all possible partitions, some of these partitions do not attribute any observation to a given component $i^*$ of the mixture. The prior distribution on the corresponding parameters $(\mu_{i^*}, \sigma_{i^*})$ must therefore be proper.

However, as shown in Mengersen and Robert (1996), an improper prior can still be used if the component parameters are a priori dependent. For instance, the mixture model can be reparametrized in terms of a global location-scale parameter $(\mu, \tau)$, with a corresponding prior $\pi(\mu, \tau) = 1/\tau$. In this case, the prior input can be reduced to the choice of a single hyperparameter $\xi > 0$. 
Indeed, if (6.4.1) is written as
\[ p_1N(\mu, \tau^2) + (1-p_1) \left\{ p_2N(\mu + \tau \theta_1, \tau^2 \sigma_i^2) + (1-p_2) \left\{ p_3N(\mu + \tau \theta_1 + \tau \sigma_1 \theta_2, \tau^2 \sigma_1^2 \sigma_2^2) + \ldots \right\} \right\} , \]
an acceptable prior distribution is of the form \( p_i \sim B(1/2, 1/2) \), \( \theta_i \sim N(0, \xi^2) \), and \( \sigma_i \sim (1/2)\mathcal{U}_{[0,1]} + (1/2)\mathcal{P}a(2,1) \), the later distribution being justified by a uniform distribution on either \( \sigma_i \) or \( 1/\sigma_i \). (See Roeder and Wasserman (1997) and Robert and Titterington (1998) for similar proposals.)

### 6.6.7 A Gibbs Sampler for Dirichlet Processes

The interest of using Dirichlet processes for Bayesian nonparametric estimation has been mentioned in Note 1.8.2. We indicate here how a Gibbs sampling implementation proceeds in a normal setting.

Consider \( x_i \sim N(\theta_i, \sigma_i^2) \) \((1 \leq i \leq n)\) with \( (\theta_i, \sigma_i^2) \sim \pi \) and \( \pi \) distributed as a Dirichlet process \( \mathcal{D}(\alpha, \pi_0) \). As already mentioned in Note 1.8.2, \( \pi_0 \) is the prior expectation of \( \pi \) and \( \alpha \) is a degree of concentration around \( \pi_0 \). The corresponding marginal distribution is a mixture of normal distributions, with a random number of components ranging from \( 1 \) up to \( n \). That the number of components can be as high as the sample size is a reflection of the lack of constraints on the model, and this can be related to the fact that the usual kernel estimator always uses \( n \) components. Another important consequence of this modeling is that the prior conditional distributions of the \((\theta_i, \sigma_i^2)\)'s can be expressed as

\[
\pi[(\theta_i, \sigma_i^2)|(\theta_j, \sigma_j^2)_{j \neq i}] = \alpha(\alpha + n - 1)^{-1}\pi_0(\theta_i, \sigma_i^2)
+(\alpha + n - 1)^{-1}\sum_{j \neq i} \mathbb{I}((\theta_i, \sigma_i^2) = (\theta_j, \sigma_j^2)).
\]

(6.6.2)

The decomposition (6.6.2) exhibits the moderating effect of the Dirichlet prior: new values of \((\theta, \sigma^2)\) only occur with probability \( \alpha/(\alpha + n - 1) \).

A similar conditional distribution can be obtained a posteriori, namely, that for observations \( x_1, \ldots, x_n \),

\[
\pi[(\theta_i, \sigma_i^2)|(\theta_j, \sigma_j^2)_{j \neq i}, x_i] = q_{i0}\pi_0(\theta_i, \sigma_i^2|x_i)
+ \sum_{j \neq i} q_{ij} \mathbb{I}((\theta_i, \sigma_i^2) = (\theta_j, \sigma_j^2)),
\]

(6.6.3)

where \( q_{i0} + \sum_{j \neq i} q_{ij} = 1 \) and \( (i \neq j) \)

\[
q_{i0} \propto \alpha \int e^{-(x_i-\theta_i)^2/2\sigma_i^2 - \frac{1}{2}} \pi_0(\theta_i, \sigma_i^2) d\theta_i d\sigma_i^2, \quad q_{ij} \propto e^{-(x_i-\theta_j)^2/2\sigma_j^2} \sigma_j^{-1}.
\]

For the conditional distributions (6.6.3), \((\theta_i, \sigma_i^2)\) is a new parameter with probability \( q_{i0} \) and is equal to another parameter with probability \( 1 - q_{i0} \). Therefore, a Gibbs sampling implementation can proceed by simulating successively from those conditionals for all \( i \)'s, and propose as a marginal distribution for \( (x_1, \ldots, x_n) \) a mixture of \( k \) normal distributions, where \( k \) is the number of different values of simulated \((\theta_i, \sigma_i^2)\). (Notice that the number \( k \) will vary at each iteration.)

Another consequence of this representation is that, if we are interested in the predictive density \( f \), we can simulate a sample of size \( T \) from \( \pi(\theta, \sigma^2|x_1, \ldots, x_n) \),
by simulating successively $(\theta_i, \sigma_i^2)$ $(1 \leq i \leq n)$ according to (6.6.3) and $(\theta_{n+1}, \sigma_{n+1}^2)$ according to

$$
\pi(\theta_{n+1}, \sigma_{n+1}^2) = \pi[(\theta_{n+1}, \sigma_{n+1}^2) | (\theta_i \neq n+1, \sigma_i^2 \neq n+1)]
$$

$$
= \alpha(\alpha + n)^{-1} \pi_0(\theta_{n+1}, \sigma_{n+1}^2) + (\alpha + n)^{-1} \sum_{j=1}^{n} \mathbb{I}((\theta_{n+1}, \sigma_{n+1}^2) = (\theta_j, \sigma_j^2)).
$$

The predictive density can then be estimated by

$$
\frac{1}{T} \sum_{t=1}^{T} f(x | \theta^{(t)}, \sigma^{(t)2}),
$$

and is therefore of the same order of complexity as a kernel density estimator, since it involves formally $T$ terms. In fact, the sample of the $(\theta^{(t)}, \sigma^{(t)2})$ will include a few values simulated according to $\pi_0(\theta_{n+1}, \sigma_{n+1}^2)$ and most of the values of the $(\theta_i, \sigma_i^2)$ $(1 \leq i \leq n)$ that are also simulated according to $\pi_0$, but with replications. Improvements upon this direct implementation of the Dirichlet process prior are suggested in Escobar and West (1995), such as a derivation of the average number of components in the distribution of the $(\theta_i, \sigma_i^2)$ $(1 \leq i \leq n)$. However, the choice of the hyperparameters is quite crucial to the performances of the resulting estimator.
“Right this minute, wherever he is, Galad is puzzling over something he may never have faced before. Two things that are right, but opposite.”


7.1 Introduction

As pointed out in Chapter 5, *model choice* can be considered a special case of testing and, still, we feel this problem deserves special treatment (and, hence, a separate chapter). Why is this so? Before embarking on a more precise definition of what model choice is, we present below several arguments in favor of this separate treatment, and which, we hope, can be understood with only the vague idea that model choice deals with the comparison, and maybe the selection, of models.

From a conceptual point of view, the inferential action takes place on a wider scale than in Chapter 5: we are now dealing with models, rather than with parameters. For instance, there seems to be more at stake when comparing an exponential model with a Weibull model than when deciding whether a parameter $\theta$ is equal to 1, say. In other words, in contrast with the other chapters of this book, the sampling distribution $f(x)$ is unknown to a larger extent than simply depending on an unknown (finite dimensional) parameter.

From a modeling point of view, model choice often appears to be closer to estimation than to regular testing. While we saw in Chapter 5 that testing $H_0 : \theta \in \Theta_0$ is also equivalent to estimating the indicator function $\mathbb{I}_{\Theta_0}$, model choice may simultaneously involve many possibilities, $\mathcal{M}_1, \ldots, \mathcal{M}_p$ say, and the decision about “the” model is equivalent to estimating the index $\mu \in \{1, \ldots, p\}$ of this model (or, more exactly, getting the posterior distribution of the index). Obviously, many settings require a firm and precise decision about which model is right (meaning, which model is the most appropriate to the data at hand), but this does not sound as definitive as deciding whether $H_0$ is true.
From a computational point of view, model choice involves more complex structures that, almost systematically, require advanced tools such as those presented in Chapter 6. Hence the break between Chapter 5 and the current chapter, which also allows us to come back to the computation of Bayes factors and pseudo-Bayes factors using Monte Carlo and MCMC methods (Section 7.3). In fact, the comparison between models implies recourse to even more advanced tools than those of Chapter 6, and we shall introduce in Section 7.3.4 simulation methods which handle collections of parameter spaces (also called *spaces of varying dimensions*), specially designed for model comparison.

At last, the larger inferential scope mentioned in the first point means that we are leaving for a while the well charted domain of solid parametric models: we will see repeatedly in this chapter settings where the “true” distribution \( f \) is not known, and where we are trying to assess the distance between \( f \) and one (or several) family of distributions \( \{f_\theta; \theta \in \Theta\} \). For instance, in the goodness-of-fit tests of Section 7.6, we need to call for a nonparametric estimate of \( f \). Similar issues will be raised in variable selection (Section 7.5), where an embedding model, different from the true model, may be introduced.

Obviously, there is also much in common with Chapter 5, since the tools used here are mostly the same, namely posterior probabilities and Bayes factors. Many authors actually minimize the difference between regular testings and model choice on this basis. See, for instance, Berger and Pericchi (2001), whose survey on model choice mainly proposes examples with tests of null hypotheses like \( H_0 : \theta = 0 \).

Model choice, and the related topics of variable selection and goodness-of-fit tests, have been the subject of considerable effort in the past years, and this partly owes to the introduction of new computational methods, but we can only give here a partial indication of this effort. We thus refer the reader to Racugno (1999) for deeper treatments on this topic.

### 7.1.1 Choice between models

Model choice seems to elude the Bayesian paradigm in that the sampling distribution \( f \) is itself uncertain, making it difficult to condition on the observation \( x \). We will feel more acutely this shift of paradigm in Section 7.6 when the question is: *Does \( f \) belong to the family \( \{f_\theta; \theta \in \Theta\} \)?* the alternative being completely open. First, consider the more restricted setting where several (parametric) models are in competition,

\[
\mathcal{M}_i : x \sim f_i(x|\theta_i), \quad \theta_i \in \Theta_i, \quad i \in I,
\]

the index set \( I \) being possibly infinite. This reduced perspective is less puzzling from a Bayesian point of view, in the sense that a prior distribution can be constructed for each model \( \mathcal{M}_i \) as if it were the only and true model under consideration.
In the simplest case, the choice is between a small number of models that have been chosen for convenience, historical or more motivated reasons.

**Example 7.1.1** We introduced in Example 1.1.5 a dataset of Lenk (1999) relating the monthly unemployment rate with the monthly number of accidents in Michigan from 1978 to 1987. At a cursory reading, before looking at the connection between these two variates, one may oppose

$$\mathcal{M}_1 : N \sim \text{Poi} (\lambda), \quad \lambda > 0$$

to

$$\mathcal{M}_2 : N \sim \text{Neg} (m, p), \quad m \in \mathbb{N}^*, \ p \in [0, 1]$$

as possible models for the number of accidents $N$ in a given month.

In more complex cases, the number of potential models may be large because the available information is too limited to eliminate most of them. We are then closer to the nonparametric perspective.

**Example 7.1.2** A dataset used in most papers on mixture estimation is the galaxy dataset. First treated by Roeder (1992), it has been analyzed in Chib (1995), Escobar and West (1995), Phillips and Smith (1996), Richardson and Green (1997), Roeder and Wasserman (1997) and Robert and Mengersen (1999), among others. It consists in 82 observations of galaxy velocities, described in Figure 7.1.1. For astrophysical reasons, the distribution of this dataset can be represented as a mixture of normal distributions whose number of components $k$ is unknown. (A component of the mixture is to be interpreted as a cluster of galaxies.) The models in contention are thus

$$\mathcal{M}_i : n_j \sim \sum_{\ell=1}^i p_{\ell \mid i} N(\mu_{\ell \mid i}, \sigma_{\ell \mid i}^2),$$

where $i$ varies between 1 and some arbitrary upper bound.

In other settings, including variable selection (Section 7.5), the variety of models stems from the large number of combinations of covariates (or explanatory variables) that could be included in the model.
Table 7.1.1. Orange tree circumferences (in millimeters) against time (in days) for 5 trees. (Source: Gelfand (1996)).

<table>
<thead>
<tr>
<th>tree number</th>
<th>time</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>118</td>
<td>30</td>
<td>33</td>
<td>30</td>
<td>32</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>484</td>
<td>58</td>
<td>69</td>
<td>51</td>
<td>62</td>
<td>49</td>
</tr>
<tr>
<td>6</td>
<td>664</td>
<td>87</td>
<td>111</td>
<td>75</td>
<td>112</td>
<td>81</td>
</tr>
<tr>
<td>10</td>
<td>1004</td>
<td>115</td>
<td>156</td>
<td>108</td>
<td>167</td>
<td>125</td>
</tr>
<tr>
<td>12</td>
<td>1231</td>
<td>120</td>
<td>172</td>
<td>115</td>
<td>179</td>
<td>142</td>
</tr>
<tr>
<td>13</td>
<td>1372</td>
<td>142</td>
<td>203</td>
<td>139</td>
<td>209</td>
<td>174</td>
</tr>
<tr>
<td>15</td>
<td>1582</td>
<td>145</td>
<td>203</td>
<td>140</td>
<td>214</td>
<td>177</td>
</tr>
</tbody>
</table>

Example 7.1.3 (Gelfand (1996)) For 5 orange trees, the growth of tree $i$ is measured through the circumferences $y_{it}$ at different times $T_t$, resulting in the data of Table 7.1.1. The models under scrutiny are ($i = 1, \ldots, 5$, $t = 1, \ldots, 7$)

\[
\begin{align*}
\mathcal{M}_1 & : y_{it} \sim \mathcal{N}(\beta_{10} + b_{1i}, \sigma^2_1) \\
\mathcal{M}_2 & : y_{it} \sim \mathcal{N}(\beta_{20} + \beta_{21}T_t + b_{2i}, \sigma^2_2) \\
\mathcal{M}_3 & : y_{it} \sim \mathcal{N}\left(\frac{\beta_{30}}{1 + \beta_{31} \exp(\beta_{32}T_t)}, \sigma^2_3\right) \\
\mathcal{M}_4 & : y_{it} \sim \mathcal{N}\left(\frac{\beta_{40} + b_{4i}}{1 + \beta_{41} \exp(\beta_{42}T_t)}, \sigma^2_4\right),
\end{align*}
\]

where the $b_{ji}$’s are random-effects, distributed as $\mathcal{N}(0, \tau^2)$. Such models start from the plain individual effect—no time effect in $\mathcal{M}_1$, to the linear time effect in $\mathcal{M}_2$, to a non-linear time effect in $\mathcal{M}_3$, with individual effects in $\mathcal{M}_4$.

As should be obvious from Example 7.1.3, there often is a high degree of arbitrariness involved in the selection of the models to choose from. Similarly, in Example 7.1.2, the normality assumption corresponds to a convenience choice, rather than being motivated by astrophysical reasons.

Examples 7.1.1 to 7.1.3 expose a fundamental difficulty with model choice issues, namely, that while no model is true, several models may be appropriate. To be forced to choose one and only one model thus reproduces the dilemma encountered in Chapter 5, where a test procedure taking values in $\{0, 1\}$ did not sound like the right answer. (This problem will find a radical solution in Section 7.4 by refusing the choice of a particular model.) In both Examples 7.1.2 and 7.1.3, we also face an additional embedding problem, namely, that some models are submodels of others. For instance, in Example 7.1.2, a $k$ component mixture is a submodel of a $(k+p)$ component mixture, the $p$ remaining components being associated with weights 0. From a modeling point of view, the larger model should be preferred,
while, from a statistical point of view, this is not so clear, given that more parameters need to be estimated from the same sample! The model choice criterion must thus include parts that weight the fit, as well as parts that incorporate the estimation error.

7.1.2 Model choice: motives and uses

As motivated by the previous examples, model choice is not a monolithic estimation procedure, but can be undertaken for various reasons, which are not always obvious for (or made explicit by) the experimenter (or the "client"), and which therefore make the construction of a strict decision-theoretic framework very nearly impossible. Among these possible reasons, we can identify the choice of a model as

(i) a first step in *model construction*, as in Example 7.1.1, where a few models come to mind and the experimenter wants to decide which one fits "best" the data at hand. This perspective is just one step beyond nonparametric Statistics, in the sense that there is no reason to believe that one of these models is correct.

(ii) conversely, a last step of *model checking*, as in Example 7.1.3. A model or a family of models has been selected for various theoretical and practical reasons, and one wants to know whether the data agrees with this type of model. This is also the domain of goodness-of-fit tests, where the model is not clearly defined outside the null hypothesis (as detailed in Section 7.6).

(iii) a call for *model improvement*, as in the move from $\mathcal{M}_1$ to $\mathcal{M}_2$ or from $\mathcal{M}_3$ to $\mathcal{M}_4$ in Example 7.1.3. Given a model, possibly validated by a goodness-of-fit test, the goal is to introduce possible refinements in the model to improve the fit, or, in other words, to create an *embedding* of the existing model in a class of models to check whether the current model is good enough.

(iv) the reverse need of *model pruning*, where the current model is deemed to be too complicated to be of practical use, as for instance in Example 7.1.2 with $k = 50$, and where, for parsimony reasons, simpler submodels are examined to see whether they fit the data well enough. This is in particular the setting for variable selection techniques, where a whole range of covariates is proposed, and the aim is to reduce those to a few important covariates.

(v) a simpler *model comparison*, when a few models are proposed because they fitted correctly other samples and one wonders which of these models best fits the current sample, as in Example 7.1.1.

(vi) a more ambitious purpose of *hypothesis testing*, as in scientific settings, where several models are built from theoretical considerations and then

---

1 This expression makes literal sense when considering the tree of possible models in variable selection, which needs to be pruned of most of its branches!
tested through specially designed experiments. (This is the case, for instance, of Einstein’s theory of gravitation versus Newton’s, or of the cosmological theories of expansion versus contraction of the Universe.)

(vii) a more limited requirement of prediction efficiency, as, for instance, in finance. Contrary to (vi), the models are not considered per se since the experimenter is only interested in the prediction performances of different models. In the setting of Example 7.1.2, one could think for instance of the probability to allocate a new galaxy to the correct group of galaxies.

The applications of model choice are obviously as wide as those of Statistics, since there are very few cases when a given model or a parametric family is accepted by one and all! Let us mention here a few settings where model choice is particularly necessary: image analysis, when comparing different neighborhood structures (Cressie (1993)); graphical models and expert systems, when considering removing some links between variables (Spiegelhalter et al. (1993), Cowell et al. (1999)); variable dimension models, as in ARMA($p, q$) models where the lags $p$ and $q$ are unknown; causal inference, where the question is to decide whether $A$ has an effect on $B$, given a set of variables $C_1, \ldots, C_p$ (Shafer (1997), Wasserman and Robins (2000)).

7.2 Standard framework

7.2.1 Prior modeling for model choice

As in other settings, the standard Bayesian solution is to put a prior distribution on the unknown, which means extending the prior modeling from parameters to models. The parameter space associated with the set of models (7.1.1) can be written as

$$\Theta = \bigcup_{i \in I} \{i\} \times \Theta_i,$$

the model indicator $\mu \in I$ being now part of the parameters. So, if one can allocate probabilities $p_i$ to the indicator values, that is, to the models $M_i$ ($i \in I$), and then define priors $\pi_i(\theta_i)$ on the parameter subspaces $\Theta_i$, things fold over by virtue of Bayes’s theorem, as usual, since we can compute

$$p(M_i|x) = P(\mu = i|x) = \frac{p_i \int_{\Theta_i} f_i(x|\theta_i) \pi_i(\theta_i) d\theta_i}{\sum_j p_j \int_{\Theta_j} f_j(x|\theta_j) \pi_j(\theta_j) d\theta_j}. \quad (7.2.2)$$

While a common solution based on this prior modeling is simply to take the (marginal) MAP estimator of $\mu$, that is, to determine the model with
\[ \sum_j p_j \int_{\Theta_j} f_j(y|\theta_j)\pi_j(\theta_j|x) d\theta_j = \sum_j p(\mathcal{M}_j|x) m_j(y) \]

as a predictive density in $y$, a deeper-decision theoretic evaluation is often necessary.

There are difficulties with the usual Bayesian formalism, or at least with the prior modeling, in this setting: the solution based on the representation (7.2.1) of the collection of models requires the construction of a prior distribution $(\pi_i, p_i)$ for each $i \in I$, which is delicate when $I$ is infinite. Moreover, these priors $\pi_i$ must all be proper because there is no unique scaling for improper priors, as already seen in Chapter 5. In addition, if some models are embedded into others, that is, if $\mathcal{M}_{i_0} \subset \mathcal{M}_{i_1}$, there should be some coherence in the choice of $\pi_{i_0}$ given $\pi_{i_1}$, and maybe also in the choice of $p_{i_0}$ given $p_{i_1}$. For instance, if $\mathcal{M}_1 = \mathcal{M}_2 \cup \mathcal{M}_3$, one could argue that $p(\mathcal{M}_1) = p(\mathcal{M}_2) + p(\mathcal{M}_3)$, or at least $p(\mathcal{M}_1) \geq p(\mathcal{M}_2) + p(\mathcal{M}_3)$, should hold. Similarly, if two models $\mathcal{M}_{i_0}$ and $\mathcal{M}_{i_1}$ are not embedded in one another, the prior modeling should account for the possibility of a third model $\mathcal{M}_{i_2}$ embedding both $\mathcal{M}_{i_0}$ and $\mathcal{M}_{i_1}$. (In econometrics, this technique of creating a super-model is called encompassing.) A last important point, which is specific to model choice, is that parameters common to several models must be treated as separate entities. This point is often neglected in the literature, including Jeffreys (1961), because common parameters can be integrated out using the same prior, even when the prior is improper. A milder evasion of the above recommendation is to argue, as in Berger and Pericchi (1998), that, for common parameters, the same improper prior should be used, thus removing the issue of the normalizing constant (Exercise 7.4), but we cannot advise such an ad-hoc solution on a general basis.

**Example 7.2.1 (Example 7.1.3 continued)** Consider models $\mathcal{M}_1$ and $\mathcal{M}_2$: while $\beta_{10}$ and $\beta_{20}$ are both intercepts, and $\sigma^2_1$ and $\sigma^2_2$ are both variances, they must be distinguished because of the additional term $\beta_{21}T_i$ in model $\mathcal{M}_2$. In particular, if $\mathcal{M}_2$ is the true model, $\beta_{10}$ corresponds to $\beta_{20}$ shifted by the average of the $\beta_{21}T_i$’s, while $\sigma^2_1$ is larger than $\sigma^2_2$ to account for the poorer fit (see Exercise 7.5).

From a decision-theoretic perspective, the inferential problem is also hard to formalize because, as pointed out in Section 7.1.2, there are many conflicting potential uses of model choice. Overall, model choice appears as one part of a global *decision process*, where a model is constructed, improved by reduction or extension (as in points (iii) and (iv) above), then selected for future uses as the true model. To build a loss function that incorporates all these stages is clearly impossible, but the stress can be placed on the selection part. For instance, *model averaging* as in (7.2.3) is not acceptable in this sense because, by preserving all models which are compatible with
the data, one adopts an estimation perspective which amounts to a lack of decision! If no (or not enough) information can be gathered about the cost of choosing the wrong model, and thus if a decision-based loss function $L((\mu, \theta_\mu), (d, \vartheta))$ cannot be constructed, a solution supported at the end of Section 7.1.1 is to fight overfitting by introducing in the loss function penalty terms on the number of parameters (that is, the dimension) of the model, as detailed in Section 7.2.3. See also Carota, Parmigiani and Polson (1996) for a decision-theoretic attempt at model criticism, which pertains more to point (iii) above, and which uses Kullback–Leibler divergences as in Section 7.5.

A third type of difficulty is associated with the computation of predictions, marginals and other quantities related to the model choice procedures. This is not an issue restricted to model choice (see Chapter 6), obviously, but there are specificities that call for tailor-made solutions:

- the parameter spaces are often infinite-dimensional, as in (7.1.1), which may cause measure-theoretic complications.
- The computation of posterior or predictive quantities involves integration over different parameter spaces and thus increases the computational burden, since there is no time savings from one subspace to the next.
- The representation of the parameter space as a direct sum of different subspaces requires more advanced Markovian techniques to implement MCMC algorithms.
- In some settings, such as variable selection, the size of the collection of models is so large that some models cannot be explored.

In all but the simplest models, there is thus a need for computational (or approximation) techniques because no analytic representation is available. Section 7.3 will detail these techniques.

7.2.2 Bayes factors

Once the modeling representation (7.1.1) is accepted, and the corresponding priors are selected, the inferential issues are reduced to a generic testing problem. The solution proposed by Kass and Raftery (1995), as well as Berger and Pericchi (2001), is then to call for Bayes factors, e.g.,

$$B_{12} = \frac{P(M_1|x)}{P(M_2|x)} \frac{P(M_1)}{P(M_2)} = \frac{\int_{\Theta_1} f_1(x|\theta_1)\pi_1(\theta_1) d\theta_1}{\int_{\Theta_2} f_2(x|\theta_2)\pi_2(\theta_2) d\theta_2}$$
for the comparison of models $\mathcal{M}_1$ and $\mathcal{M}_2$. The setting is therefore similar to Section 5.2 and, consequently, the difficulties are also the same, only exacerbated here because we are dealing with more models (possibly an infinite number of them!) and are much more likely to call for noninformative priors. Notice that the comparison of models based on Bayes factors can proceed one pair $(\mathcal{M}_i, \mathcal{M}_j)$ at a time because of the coherence property of Bayes factors, that is $B_{ij}^{\pi} = B_{ik}^{\pi} B_{kj}^{\pi}$, which ensures that the model ordering is transitive. (Recall, though, that this is not the case for the pseudo-Bayes factors of Section 5.2.6.)

For exactly the same reason as in Section 5.2.5, improper priors cannot be used (unless, as mentioned above, they bear on parameters common to all models). Moreover, vague priors, that is, proper priors with a large variance—which is the representation adopted in BUGS, see Note 6.6.2—do not solve the difficulty, as already shown with the Jeffreys–Lindley paradox (Section 5.2.5).

**Example 7.2.2** (Example 7.1.1 continued) Consider the priors

$$\pi_1(\lambda) = \mathcal{G}(\alpha, \beta), \quad \pi_2(m, p) = \frac{1}{M} \mathbb{I}_{\{1, \ldots, M\}}(m)\mathbb{I}_{[0,1]}(p),$$

where the second prior is uniform over the parameter space $\Theta_2$. Then the Bayes factor

$$B_{12}^{\pi} = \frac{\beta^{\alpha} \Gamma(\alpha) \int_0^\infty \frac{\lambda^{\alpha+x-1} e^{-\lambda \beta}}{x!} d\lambda}{\frac{1}{M} \sum_{m=1}^{M} \int_0^1 \left( \frac{m}{x-1} \right)^p (1-p)^{m-x} dp}
= \frac{\Gamma(\alpha + x)}{x! \Gamma(\alpha) \beta^{-x}} \frac{1}{M} \sum_{m=1}^{M} \frac{x}{m - x + 1(m + 1)}
= M(m + 1) \frac{(x + \alpha - 1) \cdots \alpha}{x(x - 1) \cdots 1} \beta^{-x} \frac{1}{\sum_{m=1}^{M} (m - x + 1)}$$

depends on the choice of $\alpha, \beta$ when both go to 0 (Exercise 7.10).

The solution to this fundamental difficulty with improper priors is to use approximative Bayesian solutions, calling for minimal training samples or virtual observations, as in Section 5.2.6. (Notice that one of the early proposals of pseudo-Bayes factors appeared in Spiegelhalter and Smith (1980) for model choice in linear and log-linear models.) Intrinsic and fractional Bayes factors can then be proposed (with the same provisos as those in Section 5.2.6) as evaluation of the models under improper priors.

**Example 7.2.3** (Example 7.1.2 continued) As detailed in Example 5.2.19, there is no minimal training sample for a mixture model, whatever
the number of observations is. Therefore, intrinsic and fractional Bayes factors cannot be used there.

A first solution, already used in Diebolt and Robert (1994) for simulation purposes and further validated by Wasserman (1999), is to impose that the sample \((x_1, \ldots, x_n)\) is such that enough observations (in the sense of the training samples) come from each component (see also Green and Richardson (1998)). While being reasonable if all components are clearly distinguishable, this solution creates a dependence between the observations (which remain exchangeable), and the computation of the pseudo-Bayes factors under this assumption becomes very expensive.

The second solution, adopted in Mengersen and Robert (1996) when testing \(k = 1\) versus \(k = 2\), is to put a non-informative prior \(\pi(\mu, \tau)\) on the global location-scale parameter of the model, and to express the parameters of all components as perturbations of this location-scale parameter, using proper priors. Since \((\mu, \tau)\) is common to all components, the improper prior does not raise so keenly the normalization issue.

### 7.2.3 Schwartz’s criterion

In order to comment on penalty terms and (crude) approximations to Bayesian solutions, we need to briefly consider asymptotic approximations to Bayes factors.\(^2\)

Consider the Laplace expansion discussed in Section 6.2.3,

\[
\int_{\Theta} \exp\{n h(\theta)\} d\theta = \exp\{n h(\hat{\theta})\}(2\pi)^{p/2}n^{-p/2}|H^{-1}(\hat{\theta})| + O(n^{-1}) ,
\]

where \(p\) is the dimension of \(\Theta\), \(\hat{\theta}\) is the maximum of \(h\) and \(H\) is the Hessian of \(h\). If we apply this approximation to the Bayes factor by expanding both numerator and denominator, we get an approximation of the Bayes factor,

\[
B_{12}^{\pi} \approx \frac{L_{1,n}(\hat{\theta}_{1,n})}{L_{2,n}(\hat{\theta}_{2,n})} \left| \frac{H_{1}^{-1}(\hat{\theta}_{1,n})}{H_{2}^{-1}(\hat{\theta}_{2,n})} \right|^{1/2} \left( \frac{n}{2\pi} \right)^{(p_2-p_1)/2} ,
\]

where \(p_1\) and \(p_2\) are the dimensions of \(\Theta_1\) and \(\Theta_2\), \(L_{1,n}\) and \(L_{2,n}\) are the likelihood functions based on \(n\) observations, and \(\hat{\theta}_{1,n}\) and \(\hat{\theta}_{2,n}\) are the maxima of \(L_1\) and \(L_2\), respectively. Therefore,

\[
\log(B_{12}^{\pi}) \simeq \log \lambda_n + \frac{p_2 - p_1}{2} \log(n) + K(\hat{\theta}_{1,n}, \hat{\theta}_{2,n}) ,
\]

where \(\lambda_n\) is the standard likelihood ratio for the comparison of \(M_1\) with \(M_2\),

\[
\lambda_n = L_{1,n}(\hat{\theta}_{1,n})/L_{2,n}(\hat{\theta}_{2,n}) ,
\]

\(^2\) This section aims at illustrating the link between Bayesian approximation and usual penalization criteria, not at promoting such criteria. It can thus be skipped on a first reading.
and \( K(\hat{\theta}_1,n,\hat{\theta}_2,n) \) denotes the remainder term.

This approximation leads to \textit{Schwartz’s criterion} (1978):
\[
S = -\log \lambda_n - \frac{p_2 - p_1}{2} \log(n)
\]
when \( M_1 \subset M_2 \), if the remainder term \( K(\hat{\theta}_1,n,\hat{\theta}_2,n) \) is negligible compared with both other terms, that is, is a \( O(1) \). (See Gelfand and Dey (1994, §8) for an example where this term is not negligible.)

Recall that, for regular models, when \( M_1 \subset M_2 \), the likelihood ratio is approximately distributed as a \( \chi^2_{p_2-p_1} \) distribution,
\[
-2 \log \lambda_n \approx \chi^2_{p_2-p_1}
\]
if \( M_1 \) is the true model (Lehmann and Casella (1998), Gouriéroux and Monfort (1996)). Since
\[
P(M_2 \text{ chosen}|M_1) = P(\lambda_n < c|M_1) \approx P(\chi^2_{p_2-p_1} > -2 \log(c)) > 0,
\]
it follows, from a frequentist point of view, that a criterion based solely on the likelihood ratio does not converge to a sure answer under \( M_1 \). This is why penalization factors have been added to the (log) likelihood ratio to account for this bias, starting with Akaike’s (1983) criterion,
\[
(7.2.5) \quad -2 \log \lambda_n - \alpha(p_2 - p_1),
\]
where \( \alpha = \log 2 \) also corresponds to an approximation of Aitkin’s (1991) procedure, where the author uses the data twice, firstly to build a proper (pseudo-) prior by taking the posterior, and secondly to derive the Bayes factor as if this construct were a genuine prior. (See Exercise 5.15.)

Schwartz’s criterion, also called \textit{BIC} (for \textit{Bayes Information Criterion}), thus provides a cursory first-order approximation to the Bayes factor, as defended in Kass and Raftery (1995). However, we do not see the relevance of this criterion in a Bayesian setting, since (a) the dependence on the prior assumption disappears; and (b) the approximation only works for regular models. For instance, in Example 7.1.2, the asymptotics of the log-likelihood ratio \(-2 \log \lambda_n\) are much more complex than the \( \chi^2_{p_2-p_1} \) approximation (see, e.g., Dacunha-Castelle and Gassiat (2000)) and Schwartz’s criterion does not work. See Berger and Pericchi (2001) for other examples of irregular likelihoods. Moreover, in non-i.i.d. structures, the definition of both \( n \) and \( p \) may be ambiguous, as stressed by Spiegelhalter et al. (1998). At a computational level, notice that Schwartz’s criterion requires the derivation of the maximum likelihood estimates for all models.

\textbf{Example 7.2.4 (Example 7.1.2 continued)} If we decompose Schwartz’s criterion as
\[
S = \log \left\{ \frac{L_{2,n}(\hat{\theta}_2,n)}{L_{1,n}(\hat{\theta}_1,n)} \right\} - \frac{p_2 - p_1}{2} \log(n)
\]
\[
= \log L_{2,n}(\hat{\theta}_2,n) - \frac{p_2}{2} \log(n) - \log L_{1,n}(\hat{\theta}_1,n) + \frac{p_1}{2} \log(n),
\]
the part owing to model $\mathcal{M}_i$ can be identified as

$$ S_i = \log L_{i,n}(\hat{\theta}_{i,n}) - \frac{p_i}{2} \log(n). $$

For $\mathcal{M}_k$ associated with a $k$ component model, $p_k = 3k - 1$. In the case of the galaxy data, Raftery (1996) gets

$$ S_1 = -271.8, \quad S_2 = -249.7, \quad S_3 = -256.7, \quad S_4 = -263.6, $$

using the EM algorithm (see Note 6.6.6) to obtain approximations of the maximum likelihood estimates $\hat{\theta}_{i,n}$ when $k > 1$. This means that, for Schwartz’s criterion, the model with two components is to be preferred to the others.

7.2.4 Bayesian deviance

Spiegelhalter, Best and Carlin (1998) have developed a Bayesian alternative to both AIC (Akaike’s Information Criterion) and BIC, based on the deviance and called DIC (for Deviance Information Criterion). This criterion is more satisfactory than the two former alternatives because it takes into account the prior information and gives a natural penalization factor to the log-likelihood. Besides, it also allows for improper priors, since each model is considered separately.

As mentioned earlier in Section 7.2.3, for a model $f(x|\theta)$ associated with a prior distribution $\pi(\theta)$, the deviance$^3$ $D(\theta) = -2\log(f(x|\theta))$ is not a good discriminating measure, given its bias toward higher dimensional models. The same obviously applies to its posterior distribution. Spiegelhalter et al. (1998) introduce a penalized deviance,

$$ DIC = \mathbb{E}[D(\theta)|x] + p_D $$

$$ = \mathbb{E}[D(\theta)|x] + \{\mathbb{E}[D(\theta)|x] - D(\mathbb{E}[\theta|x])\}. $$

The criterion is then implemented for model evaluation as the smaller the value of DIC, the better the model.

The factor $\mathbb{E}[D(\theta)|x]$ in (7.2.6) can be interpreted as a measure of fit, while $p_D$ is a measure of complexity, also called the effective number of parameters. Since $DIC = D(\mathbb{E}[\theta|x]) + 2p_D$, the analogy with Akaike’s Information Criterion (7.2.5) is clear. As shown in Spiegelhalter et al. (1998), in a non-hierarchical framework where the posterior distribution of $\theta$ is approximately normal, DIC and AIC are in fact equivalent. Notice also that DIC reproduces the usual decomposition of the squared error as the

$^3$ In generalized linear models (McCullagh and Nelder (1989)), the deviance is usually calibrated by an additional term $f(y)$ like $f(y|\hat{\theta}(y))$ where $\hat{\theta}(y)$ is an arbitrary estimator of $\theta$. When this term does not depend on the model, or is chosen for a particular model such as a “full” model, the comparison of models based on $D(\theta)$ and $D(\theta) + 2\log f(y|\hat{\theta}(y))$ are obviously the same.
squared bias plus the variance

$$\mathbb{E}_\theta[(\delta - \theta)^2] = (\mathbb{E}_\theta[\delta] - \theta)^2 + \mathbb{E}_\theta[(\delta - \mathbb{E}_\theta[\delta])^2]$$

to a parameter-free framework (except for $\mathbb{E}[\theta|x]$, which depends on the parameterization).

**Example 7.2.5** (Spiegelhalter et al. (1998)) For a one-way analysis of variance ($i = 1, \ldots, p$)

$$y_i = \theta_i + \sigma_i \epsilon_i, \quad \epsilon_i \sim \mathcal{N}(0, 1),$$

the divergence is $D(\theta) = \sum_i \sigma_i^{-1} (\theta_i - y_i)^2$. Therefore, if $\theta_i = \theta$ ($i = 1, \ldots, p$) and $\pi(\theta) = 1$,

$$\mathbb{E}[D(\theta)|y_1, \ldots, y_p] = \sum_{i=1}^k \sigma_i^{-1}(y_i - \mathbb{E}[\theta|y_1, \ldots, y_p])^2 + 1 \quad (7.2.7)$$

where $\mathbb{E}[\theta|y_1, \ldots, y_p] = \sum_i \sigma_i^{-1} y_i / \sum_i \sigma_i^{-1}$. And $p_D = 1$ in this case.

If, instead, we consider the model $\theta_i \sim \mathcal{N}(\mu, \tau^2)$ with known hyperparameters $\mu$ and $\tau$,

$$\mathbb{E}[D(\theta)|y_1, \ldots, y_p] = \sum_{i=1}^k \sigma_i^{-1}(1 - \varrho_i)^2(y_i - \mu)^2 + \sum_{i=1}^k \varrho_i, \quad (7.2.8)$$

where $\varrho_i = \sigma_i^2 \tau^2 / (\sigma_i^2 + \tau^2)$.

The practical computation of the Bayesian deviance most often requires the call to an MCMC algorithm, since settings such as those of Example 7.2.5 and others developed in Spiegelhalter et al. (1998) are fairly rare. This computation is quite straightforward to implement, however, once an MCMC sample $(\theta^{(1)}, \ldots, \theta^{(T)})$ has been generated, since $\mathbb{E}[D(\theta)|y_1, \ldots, y_p]$ is simply a posterior expectation of an explicit function of $\theta$.

**Example 7.2.6** (Spiegelhalter et al. (1998)) A study on lip cancer in 56 regions of Scotland relates the observed numbers of cases $y_i$ with the expected national numbers $E_i$ as

$$y_i \sim \mathcal{P}(\lambda_i E_i),$$

$\lambda_i = \exp(\theta_i)$ being the area-specific risk of lip cancer. Possible covariates are $x_i$, the percentage of the population working outdoors, and the geographic location of the region, represented by a list $A_i$ of adjacent regions. Some models under consideration are then

$$\mathcal{M}_1 : \theta_i = \alpha + \beta x_i,$$

$$\mathcal{M}_2 : \theta_i = \varphi_i,$$

$$\mathcal{M}_3 : \theta_i = \varphi_i + \beta x_i,$$

where the $\varphi_i$’s are spatially correlated, that is

$$\varphi_i|\varphi_j, j \neq i \sim \mathcal{N}\left(\sum_{j \in A_i} \varphi_j/n_i, \tau^2/n_i\right),$$
where \( n_i \) denotes the number of adjacent regions. (This spatial model is called the autoregressive spatial model and is often used in Spatial Statistics. See Besag (1974) or Cressie (1992).)

Under noninformative priors for the hyperparameters (except for \( \tau^2 \) which is distributed as a IG(1, 1) random variable), the MCMC sampler produces approximate DIC’s of 242.8, 88.5 and 89.0 for the three models, with effective numbers \( p_D \) equal to 2.1, 31.6 and 29.4, respectively. Models \( M_2 \) and \( M_3 \) are thus similar, while being better than model \( M_1 \). Notice that, while the true number of parameters in model \( M_1 \) is 2, the number of parameters in models \( M_2 \) and \( M_3 \) is respectively 57 and 58.

Spiegelhalter et al. (1998) suggest additional uses of the Bayesian deviance like deviance residuals. They also notice the lack of parameterization-invariance of \( D(\mathbb{E}[\theta|x]) \) and suggest using the canonical parameterization in generalized linear models.\(^4\)

7.3 Monte Carlo and MCMC approximations

As in other settings, the customary difficulty with the Bayesian approach is the computation of integrals of the type

\[
m_i(x) = \int f_i(x|\theta_i)\pi_i(\theta_i) d\theta_i
\]

and, more crucially, of ratios of integrals

\[
\frac{\int f_1(x|\theta_1)\pi_1(\theta_1) d\theta_1}{\int f_2(x|\theta_2)\pi_2(\theta_2) d\theta_2},
\]

not to mention the additional difficulties induced by the intrinsic and fractional Bayes factors. The solutions presented in Chapter 6, namely the use of asymptotic approximations, and of Monte Carlo and MCMC simulation methods, obviously apply in this case. But, as mentioned earlier in this chapter and illustrated in Chen et al. (2000), special methods have also been devised for the computation of Bayes factors and related quantities.

7.3.1 Importance sampling

This technique, introduced in Section 6.2.2, is particularly well adapted to the computation of predictive distributions like (7.3.1). Given a proposal (or importance) distribution, with density proportional to \( g \), and a sample \( \theta^{(1)}, \ldots, \theta^{(T)} \), the marginal density for model \( M_i \), \( m_i(x) \), is approximated

\(\text{Notice that replacing } \mathbb{E}[\theta|x] \text{ with the MAP estimate does produce a truly parameterization-invariant criterion, with the drawback that this estimate is more difficult to derive than the posterior mean.}\)
by

\[ m_i^{IS}(x) = \frac{\sum_{t=1}^{T} f_i(x|\theta^{(t)}) \frac{\pi_i(\theta^{(t)})}{g(\theta^{(t)})}}{\sum_{t=1}^{T} \frac{\pi_i(\theta^{(t)})}{g(\theta^{(t)})}}, \]

where the denominator takes care of the missing normalizing constant. (Notice that, if \( g \) is a density, the expectation of \( \pi(\theta^{(t)})/g(\theta^{(t)}) \) is 1.)

A compelling incentive, among others, for using importance sampling in the setting of model choice is that the sample \((\theta^{(1)}, \ldots, \theta^{(T)})\) can be recycled for several models \( M_i \) if they all involve the same (type of) parameters. (For instance, this is not possible for Examples 7.1.1 and 7.1.2.) See Chen and Shao (1997) for an illustration on Bayes factors.

The variance of \( m^{IS}(x) \) may be infinite, as already discussed in Section 6.2.2. Raftery (1996) examines the choices of importance functions in the present setting for a given model with sampling density \( f(x|\theta) \) and prior distribution \( \pi(\theta) \). The first natural choice is \( g(\theta) = \pi(\theta) \), which leads to the estimator of the marginal

\[ m^{IS}(x) = \frac{1}{T} \sum_t f(x|\theta^{(t)}), \]

but is often inefficient if the data is informative because most of the simulated values \( \theta^{(t)} \) fall outside the modal region of the likelihood. (In the extreme case when \( \pi \) is improper, this choice is, of course, impossible.) Obviously, given that the tails of \( \pi \) are usually wider than those of \( \pi(\theta|x) \), infinite variance problems are rather rare with this importance function.

A second possible choice is \( g(\theta) = f(x|\theta)\pi(\theta) \). Since the associated estimator is then

\[ (7.3.2) \quad m^{IS}(x) = 1/\left(\frac{1}{T} \sum_{t=1}^{T} \frac{1}{f(x|\theta^{(t)})}\right), \]

that is, the harmonic mean of the likelihoods, \( m^{IS}(x) \) provides an approximation of the normalization constant of \( g \). While this solution allows for improper priors, as long as the posteriors are defined, the corresponding variance is often infinite. A solution to this problem is to call for the so-called defensive importance sampling by taking a mixture of \( g \) (or, rather, of \( \pi(\theta|x) \)) and of a distribution with fat tails, \( \varpi(\theta) \):

\[ (1 - \rho)\pi(\theta|x) + \rho \varpi(\theta), \quad \rho \ll 1. \]

(See Hesterberg (1998) and Owen and Zhou (2000) for detailed treatments of this technique.) For instance, \( \varpi(\theta) = \pi(\theta) \), as proposed by Newton and Raftery (1994).

Another solution, proposed by Gelfand and Dey (1994), is to generate a
sample of \( \theta^{(t)} \)'s from the posterior and to use

\[
m^{IS}(x) = 1 / \frac{1}{T} \sum_{t=1}^{T} \frac{h(\theta^{(t)})}{f(x|\theta^{(t)}) \pi(\theta^{(t)})},
\]

rather than (7.3.2), where \( h \) is an arbitrary density (Exercise 7.18). The estimator (7.3.3) has furthermore a finite variance if

\[
\int \frac{h^2(\theta)}{f(x|\theta) \pi(\theta)} d\theta < \infty.
\]

Since \( h \) is a free parameter, it can (in principle) be chosen so that this condition is satisfied.

### 7.3.2 Bridge sampling

Monte Carlo methods adapted to the estimation of ratios of normalizing constants, or, equivalently, of Bayes factors, have been developed in the past five years. We refer the reader to Chen et al. (2000, Chapter 5) for a complete exposition on such methods and introduce here one solution which pertains from importance sampling.

**Bridge sampling** was introduced in Meng and Wong (1996), and is based on identities used in the physics literature: if both models cover the same parameter space \( \Theta \), if \( \pi_1(\theta|x) = c_1 \tilde{\pi}_1(\theta|x) \) and \( \pi_2(\theta|x) = c_2 \tilde{\pi}_2(\theta|x) \), then the equality

\[
\frac{c_2}{c_1} = \frac{\mathbb{E}_{\pi_2} [\tilde{\pi}_1(\theta|x) h(\theta)]}{\mathbb{E}_{\pi_1} [\tilde{\pi}_2(\theta|x) h(\theta)]}
\]

holds for any bridge function \( h(\theta) \) such that both expectations are finite (Exercise 7.20). The bridge sampling estimator is then

\[
B^{S}_{12} = \frac{1}{n_1} \sum_{i=1}^{n_1} \tilde{\pi}_2(\theta_{1i}|x) h(\theta_{1i})
= \frac{1}{n_2} \sum_{i=1}^{n_2} \tilde{\pi}_1(\theta_{2i}|x) h(\theta_{2i}),
\]

where the \( \theta_{ji} \)'s are simulated from \( \pi_j(\theta|x) \) \( (j = 1, 2, i = 1, \ldots, n_j) \).

For instance, if

\[
h(\theta) = 1 / [\tilde{\pi}_1(\theta|x) \tilde{\pi}_2(\theta_{1i}|x)],
\]

then \( B^{S}_{12} \) is a ratio of harmonic means, generalizing (7.3.2). Meng and Wong (1996) have derived an (asymptotically) optimal bridge function

\[
h^*(\theta) = \frac{n_1 + n_2}{n_1 \pi_1(\theta|x) + n_2 \pi_2(\theta|x)}.
\]

This choice is not of direct use, since the normalizing constants of \( \pi_1(\theta|x) \) and \( \pi_2(\theta|x) \) are unknown (otherwise, we should not need to resort to such techniques!). Nonetheless, it shows that a good bridge function should cover the support of both posteriors, with equal weights if \( n_1 = n_2 \).
Example 7.3.1 For generalized linear models, that is, models from exponential families,

\[ f(y|\theta) = h(y) e^{\theta \cdot y - \psi(\theta)} \]

where the mean \( \mathbb{E}[y|\theta] = \nabla \psi(\theta) \) is a function of covariates, \( x \), of the form \( \nabla \psi(\theta) = \Psi(x^t \beta) \), the choice of the link function \( \Psi \) is never easy. For instance, when the regressed variable \( y \) takes values in \( \{0, 1\} \) and \( \mathbb{E}[y|x] = P(y = 1|x) \), three common choices of \( \Psi \) are (McCullagh and Nelder (1989))

- the \textit{logit} link function, \( \Psi(t) = \exp(t)/(1 + \exp(t)) \);
- the \textit{probit} link function, \( \Psi(t) = \Phi(t) \), that is, the c.d.f. of the \( \mathcal{N}(0, 1) \) distribution; and
- the \textit{log–log} link function, \( \Psi(t) = 1 - \exp(-\exp(t)) \).

The three contending models are then

\[ M_1 : y|x \sim \frac{e^{yx^t \beta_1}}{1 + e^{yx^t \beta_1}} \]
\[ M_2 : y|x \sim \Phi(x^t \beta_2)^y [1 - \Phi(x^t \beta_2)]^{1-y} \]
\[ M_3 : y|x \sim \exp\{-(1-y)\exp(x^t \beta_3)\} [1 - \exp\{-\exp(x^t \beta_3)\}]^y. \]

If the prior distribution \( \pi \) on the \( \beta_i \)'s is a normal \( \mathcal{N}_p(\xi, \tau^2 I_p) \), and if the bridge function is \( h(\beta) = 1/\pi(\beta) \), the bridge sampling estimate is then (1 ≤ \( i < j \) ≤ 3)

\[ B_{ij}^S = \frac{1}{n} \sum_{t=1}^{n} L_j(\beta_{it}|x) - \frac{1}{n} \sum_{t=1}^{n} L_i(\beta_{jt}|x), \]

where the \( \beta_{it} \) are generated from \( \pi_i(\beta_i|x) \propto L_i(\beta_i|x) \pi(\beta_i) \).

In a special case when both priors are equal, except for a hyperparameter, Gelman and Meng (1998) have constructed an improvement upon bridge sampling, called \textit{path sampling} and presented in Note 7.8.1.

7.3.3 MCMC methods

While importance sampling seems quite appropriate in this setting, MCMC methods can also be used to generate samples from complex distributions. For instance, the bridge sampling estimate can be based on MCMC samples rather than on i.i.d. samples if the distributions \( \pi_j(\theta|x) \) are too involved.
**Example 7.3.2 (Example 7.3.1 continued)** For model $M_j$ ($j = 1, 2, 3$), the likelihood part of the posterior is

$$\prod_{i=1}^{n} \Psi(x_i^t \beta_j)^{y_i} [1 - \Psi(x_i^t \beta_j)]^{1-y_i}.$$ 

In the case of the probit link function ($j = 2$), $\Psi(t) = \Phi(t)$, which is not available in closed form. A natural Gibbs sampling solution is then to create auxiliary variables $z_i \sim \mathcal{N}(0, 1)$ such that $\Psi(x_i^t \beta_2) = \mathbb{E}[\mathbb{I}_{z_i \leq x_i^t \beta_2}]$, that is, to generate from the joint distribution

$$\pi(\beta_2, z_1, \ldots, z_n) \propto \pi(\beta_2) \prod_{i=1}^{n} \mathbb{I}_{[y_i \leq x_i^t \beta_2]} \mathbb{I}_{[1-y_i \geq x_i^t \beta_2]}.$$ 

For both other link functions, a standard slice sampler (see Section 6.3.6) can be used: for the logit model, $u_i \leq \Psi(x_i^t \beta_1)$ can be inverted into

$$x_i^t \beta_1 \geq \log(u_i/(1-u_i)),$$

while, for the log-log model, $u_i \leq \Psi(x_i^t \beta_3)$ is equivalent to

$$x_i^t \beta_3 \geq \log(-\log(1-u_i)).$$

For the three models, the components of the $\beta_j$’s are then simulated from multidimensional truncated normal distributions. Therefore, the approximation (7.3.3) of the marginal distribution can be based on an MCMC sample $(\theta(t))$ from $\pi(\theta|x)$.

**Example 7.3.3 (Example 7.2.1 continued)** If the priors for the four models are of the form ($j = 1, \ldots, 4$)

$$\pi_j(\beta, \sigma_j^2, \tau_j^2) \propto \sigma_j^2 \tau_j^2 e^{-2(\sigma_j^{-2} + \tau_j^{-2})},$$

where $\beta$ denotes the vector of $\beta_{ij}$’s for model $j$, Gelfand (1996) suggest to evaluate the four models by generating a sample of $\theta_j(t)$’s from the corresponding posteriors, by approximating the predictive distributions as

$$\hat{f}_j(y|y_1, \ldots, y_n) = \frac{1}{T} \sum_{t=1}^{T} f_j(y|\theta_j(t)),$$

then by drawing samples from these predictives to see whether they agree with the sample $y_1, \ldots, y_n$. Table 7.3.3 shows the result of this experiment: these figures exclude models $M_1$ and $M_2$, while both models $M_3$ and $M_4$ agree with the predictive intervals. Obviously, this is only a first indicator of fit, which should be completed with a computation of the genuine Bayes factors, but this empirical evaluation may allow for the elimination of inadequate models.
Table 7.3.1. Adequacy results for the four models of orange tree growths, as percentage of observations within the 50\% and 90\% predictive intervals. (Source: Gelfand (1996).)

<table>
<thead>
<tr>
<th>Model</th>
<th>50%</th>
<th>95%</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\mathcal{M}_1)</td>
<td>89</td>
<td>100</td>
</tr>
<tr>
<td>(\mathcal{M}_2)</td>
<td>29</td>
<td>51</td>
</tr>
<tr>
<td>(\mathcal{M}_3)</td>
<td>46</td>
<td>100</td>
</tr>
<tr>
<td>(\mathcal{M}_4)</td>
<td>60</td>
<td>86</td>
</tr>
</tbody>
</table>

Chib (1995) proposes to use the Gibbs sampler to approximate marginal densities, based on the Bayes representation

\[
\log m(x) = \log f(x|\theta) + \log \pi(\theta) - \log \pi(\theta|x),
\]

which holds for any value of \(\theta\). When \(\theta = (\theta_1, \theta_2)\), and when both \(\pi(\theta_1|\theta_2, x)\) and \(\pi(\theta_2|\theta_1, x)\) are available in closed form, including the normalization constant, the Rao–Blackwellization argument of Section 6.3.4 gives an approximation to the marginal posterior \(\pi(\theta_1|x)\) as

\[
\tilde{\pi}(\theta_1|x) = \frac{1}{T} \sum_{t=1}^{T} \pi(\theta_1|\theta_2^{(t)}, x),
\]

where the \(\theta_2^{(t)}\)'s are generated from by a Gibbs sampling algorithm. (Notice that the choice of the partition of \(\theta\) in \((\theta_1, \theta_2)\) is dictated by the availability of both \(\pi(\theta_1|\theta_2, x)\) and \(\pi(\theta_2|\theta_1, x)\).) Chib’s (1995) approximation of \(\log m(x)\) is then

\[
\log f(x|\theta) + \log \pi(\hat{\theta}) - \log \pi(\hat{\theta}_2|\hat{\theta}_1, x) - \log \tilde{\pi}(\hat{\theta}_1|x),
\]

where \(\hat{\theta} = (\hat{\theta}_1, \hat{\theta}_2)\) is an approximation of the MAP estimator of \(\theta\), for instance. When both conditional densities are not available in closed form, or when one of them misses its normalizing constant, Chib (1995) suggests an extension to more blocks in the partition, but this is much more costly (Exercise 7.23).

The major improvement brought by MCMC techniques to model selection is, however, their ability to deal with variable dimension models, that is, with models \(\mathcal{M}_k\) on different parameter sets, with no intersection and possibly different dimensions.

**Example 7.3.4 (Example 7.1.2 continued)** The dimension of the parameter space for a \(k\) component normal mixture is \(3k - 1\), accounting for the constraint

\[
\sum_{\ell=1}^{k} p_{k\ell} = 1.
\]
If the prior distribution on $k$ is a Poisson $\mathcal{P}(\lambda)$ distribution, the parameter space is infinite dimensional, since $k$ is unbounded.

While, from a model-choice point of view, the difficulty is mainly in computing the posterior probability of model $M_k$, $\pi(\mu = k|x)$, there are more fundamental problems related to this representation, the first one being the very notion of model parameter, which can be written as a sequence $(\theta_1, \ldots, \theta_k, \ldots)$ or as a couple $(k, \theta_k)$. There are also measure-theoretic difficulties in the representation of the prior density for a direct sum of spaces. Obviously, the corresponding MCMC samplers are much harder to construct.

A first solution, due to Carlin and Chib (1995), consists in saturating the model, that is, in considering all models at once: for a finite range of models $M_k$ ($k = 1, \ldots, K$) with corresponding priors $\pi_k(\theta_k)$, and prior weights $\varrho_k$, the parameter space is

$$\Theta = \{1, \ldots, K\} \times \prod_{k=1}^{K} \Theta_k$$

and, if $\mu$ denotes the model indicator, the posterior distribution is

$$\pi(\mu, \theta_1, \ldots, \theta_K|x) \propto \varrho_\mu f_\mu(x|\theta_\mu) \prod_{k=1}^{K} \pi_k(\theta_k).$$

Since

$$m(x|\mu = j) = \int f_j(x|\theta_j) \pi(\theta_1, \ldots, \theta_K|\mu = j) d\theta = \int f_j(x|\theta_j) \pi_j(\theta_j) d\theta_j$$

does not depend on the $\pi_k(\theta_k)$’s for $k \neq i$, Carlin and Chib (1995) propose to use pseudo-priors $\tilde{\pi}_k(\theta_k|\mu = j)$ to simulate the parameters $\theta_k$ on steps when $k \neq j$. Their method is then implemented as a Gibbs sampler on $(\mu, (\theta_1, \ldots, \theta_K))$, where $\mu$ is generated from

$$P(\mu = j|x, \theta_1, \ldots, \theta_K) \propto \varrho_j f_j(x|\theta_j) \pi_j(\theta) \prod_{k \neq j} \tilde{\pi}_k(\theta_k|\mu = j).$$

The authors point out that the method works better when these pseudo-priors are close to the true posteriors, but there is always some danger in the calibration of the pseudo-priors that some important parts of the parameter spaces $\Theta_k$ may be omitted. The major drawback of Carlin and Chib’s (1995) method is that it requires simulation for all models at every stage, which is costly when $K$ is large. In addition, it cannot be implemented when $K$ is infinite.

**Example 7.3.5** (Carlin and Chib (1995)) On a dataset of 42 pine trees, the grain (strength) $y_i$ is regressed against either the wood density $x_i$, or a modified (resin adapted) density, $z_i$. Two contending models are

$$M_1: y_i = \alpha + \beta x_i + \sigma \varepsilon_i$$
and

\[ M_2 : y_i = \gamma + \delta z_i + \tau \varepsilon_i, \]

where both \((\alpha, \beta, \sigma^2)\) and \((\gamma, \delta, \tau^2)\) are associated with (empirical Bayes) conjugate priors:

\[
\begin{pmatrix}
\alpha \\
\beta
\end{pmatrix}, \quad
\begin{pmatrix}
\gamma \\
\delta
\end{pmatrix} \sim \mathcal{N}\left(\begin{pmatrix} 3000 \\
185
\end{pmatrix}, \begin{pmatrix} 10^6 & 0 \\
0 & 10^4
\end{pmatrix}\right), \quad \sigma^2, \tau^2 \sim \mathcal{IG}(a, b),
\]

with \((a, b)\) such that the mean and standard deviation of \(\sigma^2\) and \(\tau^2\) are 300\(^2\). (Notice that, in a realistic Bayesian analysis, the effect of this prior modeling should be evaluated by a robustness analysis. See Section 3.6.)

The pseudo-priors are chosen in this case as the priors for \(\sigma^2\) and \(\tau^2\), and some vague conjugate priors on \((\alpha, \beta)\) and \((\gamma, \delta)\):

\[
\alpha | \mu = 2 \sim \mathcal{N}(3000, 52^2), \quad \beta | \mu = 2 \sim \mathcal{N}(185, 12^2), \\
\gamma | \mu = 1 \sim \mathcal{N}(3000, 43^2), \quad \delta | \mu = 1 \sim \mathcal{N}(185, 9^2).
\]

In order to force visits to the model \(M_1\), the authors used disproportionate weights, \(\varrho_1 = 0.9995\) and \(\varrho_2 = 0.0005\). (This appears to be quite a common feature in the pseudo-prior approach, in order to compensate for the possibly poor choice of the pseudo-priors.)

The result is that \(B_{21}\) is estimated by 4420 (after correction for the weights), with a (simulation) confidence interval of \((4353, 4487)\). (The confidence interval is simply deduced from the binomial variance on the posterior probability \(P(\mu = 1|x)\).) The model \(M_2\) can therefore be safely chosen as the appropriate model.

**Example 7.3.6 (Example 7.1.2 continued)** For the galaxy mixture model, if we only consider the case of 3 (model \(M_1\)) versus 4 (model \(M_2\)) components, Carlin and Chib (1995) use a complete data model as in Section 6.4, by creating allocations \(z^k_i\) \((i = 1, \cdots, n, \ k = 1, 2)\). As in Example 7.3.5, using preliminary runs on both models, the pseudo-priors on the parameters are conjugate distributions matching the posterior estimates for both models, while the pseudo-priors for the \(z^k_i\)’s, when \(\mu \neq k\), are derived from the observed frequencies. The authors evaluate the Bayes factor to be 0.5153, with a standard error of 0.0146, thus concluding against the four-component model. (The authors also mention that the result may be altered in favor of the four-component model simply by modifying the prior on the weights.)

**7.3.4 Reversible jump MCMC**

For models with variable dimensions, Green (1995) proposes another type of saturation technique, at a more local level than Carlin and Chib’s (1995). The idea at the core of this technique, given two models \(M_1\) and \(M_2\) of possibly different dimensions, is to remove the difference in the dimensions
of models $\mathcal{M}_1$ and $\mathcal{M}_2$ by supplementing the corresponding parameters $\theta_1$ and $\theta_2$ by auxiliary variables $u_{1\to 2}$ and $u_{2\to 1}$ such that

$$(\theta_1, u_{1\to 2}) \text{ and } (\theta_2, u_{2\to 1})$$

are in bijection:

$$(7.3.6) \quad (\theta_2, u_{2\to 1}) = \Psi_{1\to 2}(\theta_1, u_{1\to 2}) .$$

If $\theta_1$ is distributed from $\pi_1(\theta_1)$ and $u_{1\to 2}$ is generated from $g_{1\to 2}(u)$, the distribution of (7.3.6) is given by

$$
\pi_1(\theta_1) g_{1\to 2}(u_{1\to 2}) \left| \frac{\partial \Psi_{1\to 2}(\theta_1, u_{1\to 2})}{\partial (\theta_1, u_{1\to 2})} \right|^{-1}
$$

by the Jacobian formula. Now, if we want (7.3.6) to be distributed from $\pi_2(\theta_2) g_{2\to 1}(u_{2\to 1})$, the Metropolis–Hastings acceptance probability is

$$
\min \left( \frac{\pi_2(\theta_2) g_{2\to 1}(u_{2\to 1})}{\pi_1(\theta_1) g_{1\to 2}(u_{1\to 2})} \left| \frac{\partial \Psi_{1\to 2}(\theta_1, u_{1\to 2})}{\partial (\theta_1, u_{1\to 2})} \right|, 1 \right) .
$$

In opposition to Carlin and Chib’s (1995) technique, this approach only considers local moves between two models: the other $\theta_j$’s and the auxiliary variables $u_{i\to j}$ are not explicitly used outside moves from $\mathcal{M}_i$ to $\mathcal{M}_j$.

Obviously, the theory behind reversible jump MCMC is more advanced than the justification given above, if only because it requires a deeper understanding of the joint measure on $(\theta_2, u_{2\to 1})$ and $(\theta_1, u_{1\to 2})$, which must satisfy a detailed balance condition as in (6.3.1). We refer the reader to Green (1995) for details. The main issue, however, is that, given a probability $\varrho_{i\to j}$ of choosing model $\mathcal{M}_j$ when in model $\mathcal{M}_i$, the acceptance probability of a move is indeed given by

$$
(7.3.7) \quad \min \left( \frac{\varrho_{j\to i} \pi_j(\theta_j) g_{j\to i}(u_{j\to i})}{\varrho_{i\to j} \pi_i(\theta_i) g_{i\to j}(u_{i\to j})} \left| \frac{\partial \Psi_{i\to j}(\theta_i, u_{i\to j})}{\partial (\theta_i, u_{i\to j})} \right| , 1 \right) ,
$$

where $(\theta_j, u_{j\to i}) = \Psi_{i\to j}(\theta_i, u_{i\to j})$. The algorithm can then be completed with additional steps within a given model $\mathcal{M}_i$, or about hyperparameters that are not model-dependent.

As discussed in Robert and Casella (2004, Section 11.2), the freedom allowed by the reversible jump algorithm to move between many models of different dimensions has generated many applications, which are by no means restricted to the model-choice setting. In connection with Example 7.1.2, Richardson and Green (1997) devised a reversible jump algorithm for normal mixtures, with the conclusion that the number of components for the galaxy dataset should be four. We present below the corresponding algorithm for a mixture of exponential distributions, developed in Gruet, Philippe and Robert (1999). (See also Robert, Rydén and Titterington (1999b) for a generalization to hidden Markov models.)
Example 7.3.7 For a mixture of exponential distributions

\[ \sum_{j=1}^{k} p_{jk} \mathcal{E}xp(\lambda_{jk}) , \]

the reversible jump algorithm can be restricted to moves between adjacent models, that is, between model \( \mathcal{M}_k \) and models \( \mathcal{M}_{k+1} \) and \( \mathcal{M}_{k-1} \). These moves are quite open, in the sense that a component can be added (or removed) at random, as long as there is symmetry in the up and down moves. For instance, a birth of component \( k + 1 \) may be proposed by generating \( (p((k+1),\lambda((k+1))) \) from a prior \( \varpi_{k+1} (p, \lambda) \), assuming independent identical priors on all components. The transformation is then

\[
(p_{1(k+1)}, \ldots, p_{k(k+1)}) = \left( ((1-p(k+1)(k+1))p_{1k}, \ldots, (1-p(k+1)(k+1))p_{kk}) \right)
\]

\[
(\lambda_{1(k+1)}, \ldots, \lambda_{(k+1)(k+1)}) = (\lambda_{1k}, \ldots, \lambda_{kk}, \lambda_{(k+1)(k+1)}) .
\]

The Jacobian of this transform is therefore \( (1-p(k+1)(k+1))^k \) and the probability to accept the birth is

\[
\min \left( \frac{\varpi_{k+1} (p(k+1)(k+1))}{\varpi_k (p_{1k}, \ldots, p_{kk}, \lambda_{1k}, \ldots, \lambda_{kk})} \right) ,
\]

if the probabilities of choosing a birth (move to \( \mathcal{M}_{k+1} \)) or a death (move to \( \mathcal{M}_{k-1} \)) are the same.

The move from \( \mathcal{M}_k \) to \( \mathcal{M}_{k+1} \) considered in Gruet et al. (1999) is a split of a randomly chosen component \( j \) in such a way that the new component parameters \( (p_j(k+1), p_{j+1}(k+1), \lambda_j(k+1), \lambda_{j+1}(k+1)) \) satisfy the moment condition

\[
\begin{align*}
7.3.8 \quad p_{jk} &= p_{j(k+1)} + p_{j+1(k+1)} \\
p_{jk} \lambda_{jk} &= p_{j(k+1)} \lambda_{j(k+1)} + p_{j+1(k+1)} \lambda_{j+1(k+1)},
\end{align*}
\]

the opposite move being a merge of two components \( j \) and \( j + 1 \) according to (7.3.8). This proposal can be equivalently represented as a generation of \( u_1, u_2 \sim U([0,1]) \), with \( p_{j(k+1)} = u_1 p_{jk} \) and \( \lambda_{j(k+1)} = u_2 \lambda_{jk} \), and the Jacobian is then

\[
\frac{\partial \Psi_{k \rightarrow k+1}(p_{jk}, \lambda_{jk}, u_1, u_2)}{\partial (p_{jk}, \lambda_{jk}, u_1, u_2)} = p_{jk} / (1 - u_1) .
\]

Figure 7.3.4 presents some condensed analysis of the performances of the reversible jump algorithm, when analyzing a dataset on hospital stays, with a posterior mode for \( k \) at 4. The allocation map on the lower right graph represents the successive allocations of the observations by grey levels: it shows that the mixing properties of the chain are quite good, since no pattern emerges. (See Gruet et al. (1999) for more details.)
Notice that, in both schemes described in Example 7.3.7, there is no auxiliary variable $u_{k \rightarrow (k-1)}$ for the downward moves. This setting often occurs when one model is a completion of the other, although additional auxiliary variables can be introduced for potential improvements in speed.

A related technique has been proposed in Ripley (1987), Grenander and Miller (1994), Phillips and Smith (1996) and Stephens (2000), based on birth and death continuous time processes. See Note 7.8.2.

### 7.4 Model averaging

A natural approach to model uncertainty, from the Bayesian point of view, is to include all models $\mathcal{M}_k$ under consideration for future decisions, thus bypassing the model-choice step. As proposed in Raftery, Madigan and Volinsky (1996), this solution escapes the usual underestimation of uncertainty resulting from choosing model $\mathcal{M}_{k_0}$, say, at the model-selection stage, and thereafter ignoring the uncertainty about that choice in the subsequent steps.

Obviously, this perspective is not appropriate to all settings: sometimes, the decision maker or the statistician must select a model, as for instance in scientific inference, or they must eliminate some superfluous covariates in variable selection because of prohibitive sampling costs (Section 7.5). In addition, model averaging seems to infringe the parsimony requirement, in
the sense that, since all models are included into the (super) model, this generates an inflation of parameters and, given that most cases involve Monte Carlo or MCMC algorithms, implies the generation and storage of a vast number of MCMC samples. This is the case with Example 7.1.2 for instance.

In this approach, given a sample $x = (x_1, \ldots, x_n)$, the predictive distribution is obtained by averaging over all models

$$f(y|x) = \int_{\Theta} f(y|\theta)\pi(\theta|x)d\theta$$

$$= \sum_k \int_{\Theta_k} f_k(y|\theta_k)\pi(k,\theta_k|x)d\theta_k$$

$$= \sum_k p(M_k|x) \int f_k(y|\theta_k)\pi_k(\theta_k|x) d\theta_k,$$

where $\Theta$ denotes the overall parameter space defined in (7.2.1).

Although this approach faces most of the difficulties encountered in Section 7.2, including the computation of many integrals and the simulation on a parameter space $\Theta$, which is a sum of spaces with different dimensions, the removal of the decision step on the model label $\mu$ alleviates some of these difficulties. For instance, the fact that the collection of models is possibly infinite (or simply too large, as in variable selection) is not an impediment, in the sense that an MCMC algorithm that explores the space $\Theta$ will bypass models with very small probabilities $P(M_i|x)$.

The issue here is rather at the modeling level, as already discussed in Section 7.2.1: when facing many models, the choice of the prior probabilities $\pi(k)$ is paramount, but difficult to formalize and justify. For instance, in the setting of variable selection (Section 7.5), the models in contention can be represented by vectors of indicator variables,

$$M_k : (\delta_{k1}, \ldots, \delta_{kd})$$

$$\delta_{kj} \in \{0, 1\},$$

where $d$ is the number of potential covariates. Madigan and Raftery (1991) suggest using

$$\pi(k) \propto \prod_{j=1}^{d} \left\{ \varrho_j^{\delta_{kj}} (1 - \varrho_j)^{1-\delta_{kj}} \right\},$$

where $\varrho_j$ denotes the prior probability that variable $j$ has an effect. A drawback to this choice is that covariates are included in a model independently from one another, which only makes sense if they are independent, a risky assumption in most cases. The standard alternative of putting equal weights on all models is also open to criticism: besides the obvious drawback that it does not work if the number of models is infinite, it is awkward to use for nested models, that is, when some models are special cases of others, as in variable selection.

As mentioned above, MCMC techniques such as reversible jump or jump
diffusions (Note 7.8.2) naturally solve the difficulty of exploring a large number of models by avoiding those with very small probabilities, assuming that the corresponding algorithms have a proper convergence behavior. Madigan and Raftery (1994) devise another technique, called *Occam’s Window*.\(^5\) They suggest that only models such that

$$\max_k \frac{P(M_k|x)}{P(M_\ell|x)} \leq C$$

should be considered, that is, models sufficiently likely compared with the most likely model. They propose in addition to exclude models \(M_\ell\), such that there exists a submodel \(M_h \subset M_\ell\) such that

$$\frac{P(M_h|x)}{P(M_\ell|x)} \geq 1.$$ 

This reduction in the number of models can only be implemented if the number of models is sufficiently small, though, and Clyde (1999) points out the possible bias in the resulting probabilities resulting from this pruning.

In the case of variable selection in normal regression, \(y \sim \mathcal{N}(X\beta, \sigma^2 I)\), that is,

$$y_t = \sum_{j=1}^J \beta_j x_{jt} + \sigma \varepsilon_t \quad t = 1, \cdots, T,$$

with orthogonal regressors

$$X'X = \text{diag}(x_j'x_j),$$

Clyde (1999) proposes to use priors of the form

$$\beta_j \sim \mathcal{N}(0, c_j^2 \gamma_j), \quad \gamma_j \sim \mathcal{B}(p_j),$$

where the \(\gamma_j\)'s act like 0-1 indicators for the \(j\)th regressor to be present in the model. Then, under Madigan and Raftery’s (1991) prior,

$$\pi(\gamma_1, \ldots, \gamma_J|y, \sigma) = \prod_{j=1}^J \varrho_j^{\gamma_j} (1 - \varrho_j)^{1-\gamma_j}, \quad (7.4.1)$$

\(^5\) William d’Occam or d’Ockham (*circa* 1290–*circa* 1349) was an English theologian (and a Franciscan monk) from Oxford who worked on the bases of empirical induction and, in particular, posed the principle later called *Occam’s razor*, which excludes a plurality of reasons for a phenomenon if they are not supported by some experimentation (see Adams (1987)). This principle, *Pluralitas non est ponenda sine neccesitate* (or *Entities are not to be multiplied without necessity*), is often invoked as a parsimony principle to choose the simplest among two equally possible explanations, and its use is recurrent in the Bayesian literature (see, for instance, Jeffreys (1961, §6.12) or Jefferys and Berger (1992)). However, we refrain from using this notion because it does not provide a working principle, and is therefore open to misappropriation. In other words, the call to *Occam’s razor* does not provide further justification for a given method. (At a more anecdotal level, Umberto Eco’s *The Name of the Rose* borrows from Occam to create the character William of Baskerville.)
with

\[ \varrho_j = \frac{O_j(y, \sigma)}{1 + O_j(y, \sigma)} \]

and

\[ O_j(y, \sigma) = \frac{p_j}{1 - p_j} \left( \frac{x_j'x_j + \sigma^2/c_j^2}{\sigma^2/c_j^2} \right)^{-1/2} \exp \left\{ -\frac{(\hat{\beta}_j x_j' / \sigma^2)^2}{2(x_j'x_j / \sigma^2 + 1/c_j^2)} \right\} , \]

which means that the \( \gamma_j \)'s are a posteriori independent, and also that the probability of a given submodel can be easily computed, including the most likely submodel (Exercise 7.25). This is not the case with George and McCulloch’s (1997) alternative modeling

\[ \beta_j \sim N(0, c_j^2 \gamma_j + [c_j^2 / 100](1 - \gamma_j)) . \]

If \( \sigma^2 \) is unknown, Clyde (1999) uses a single prior \( \sigma^2 \sim IG(\alpha, \beta) \) for all models

\[ \pi(\sigma^2 | \gamma, y) \sim IG(\hat{\alpha}, \hat{\beta}) \]

and approximates the posterior weights of the different models with either a “plug-in” estimate, that is, replacing \( \sigma^2 \) with an estimate \( \hat{\sigma}^2 \) in (7.4.1), or with a Rao–Blackwell average.

While such results are interesting, they are quite difficult to extend to other settings, such as generalized linear models, where further approximations are necessary. Besides, the orthogonality assumption is quite restrictive because usual regressors are never orthogonal, and using a orthogonalizing transform such as principal components is not satisfactory because decision-makers are often interested in the values of the coefficients \( \beta_j \). Furthermore, it violates the principle that common parameters should be treated as different entities in different models, since the \( \beta_j \)'s are the same in every model where they appear.

### 7.5 Model projections

We now present a different approach\(^6\) to model selection, that has been developed by Goutis and Robert (1998) and applied to variable selection in Dupuis and Robert (2001). The approach is based on projections of a full model \( f(y|\theta) \) on submodels, represented as restrictions on \( \theta \), and on the assessment of the approximation error owing to these restrictions. It applies in particular to variable selection, that is, to the determination of a set of covariates, among a larger set of covariates.

\(^6\) This section contains more specialized material which, while being at the same level of difficulty as the remainder of this chapter, can be skipped on a first reading.
Example 7.5.1 In a study into the influence of dietary factors on breast cancer, the following covariates are considered by Raftery and Richardson (1996):

- age
- age of first pregnancy
- menopausal age
- age at the end of study
- age at menarche
- body mass index
- parity
- fat intake (total)
- alcohol consumption
- fat intake (saturated)
- family history of breast cancer
- history of benign BC

Since the observation takes values in \( \{0, 1\} \), which corresponds to the no cancer–cancer dichotomy, the models under consideration are logistic regressions involving some or all of the covariates \( (i = 1, \ldots, 2^{12}) \):

\[
M_i : P(y_j = 1 | x_j) = \frac{\exp[\alpha_i + \beta^t_i x^{(i)}_j]}{1 + \exp[\alpha_i + \beta^t_i x^{(i)}_j]},
\]

where \( x^{(i)} \) denotes the coordinates of \( x \) corresponding to the binary decomposition of \( i \). For instance, model \( M_5 \) is associated with \( i = 5 = 0 \cdots 0101 \) and therefore \( x^{(5)} = (x_{10}, x_{12}) \).

One of the main differences of the projection approach, compared with the usual model-choice axioms of Section 7.2, is that it only requires the construction of a prior \( \pi(\theta) \) on the full model \( f(x|\theta) \), instead of a prior for every submodel, and that it accommodates improper priors. In fact, as we will see below, it derives the submodel weights and priors from the original prior distribution \( \pi \), thus escaping marginalization and projection paradoxes with subspaces of different dimensions.

Given a restriction \( \theta \in \Theta_0 \), Goutis and Robert’s (1998) perspective is to consider that this restriction is acceptable if

\[
d(f(\cdot | \theta), \Theta_0) < \epsilon,
\]

where \( d \) is a divergence measure and

\[
d(f(\cdot | \theta), \Theta_0) = \inf_{\theta_0 \in \Theta_0} d(f(\cdot | \theta), f(\cdot | \theta_0)).
\]

The parameter \( \theta^\perp \) is then the projection of the parameter \( \theta \) onto the submodel. From this perspective, model choice is seen as an assessment of the difference between the true model and a more parsimonious model. It thus provides a realistic modeling of experimental purposes where exact nullity is rarely at stake and escapes parameterization issues, since the representation (7.5.1) is parameter-free. In addition, this formalism only requires a prior distribution on the full parameter \( \theta \), since the projection parameter \( \theta^\perp \) is a transform of \( \theta \). The posterior probability that (7.5.1) holds can therefore be computed with this prior distribution only. Notice that this is
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Table 7.5.1. Values of the parameters for Kullback–Leibler divergences of $\epsilon$ in the case of Bernoulli, Poisson and normal distributions (Source: Goutis and Robert (1998).)

<table>
<thead>
<tr>
<th>$\epsilon$</th>
<th>0</th>
<th>0.01</th>
<th>0.05</th>
<th>0.1</th>
<th>0.25</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>$\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{B}(p)$</td>
<td>0.5</td>
<td>0.57</td>
<td>0.65</td>
<td>0.71</td>
<td>0.81</td>
<td>0.9</td>
<td>0.96</td>
<td>0.99</td>
<td>1</td>
</tr>
<tr>
<td>$\mathcal{P}(\lambda)$</td>
<td>1</td>
<td>1.15</td>
<td>1.35</td>
<td>1.52</td>
<td>1.88</td>
<td>2.36</td>
<td>3.15</td>
<td>4.5</td>
<td>$\infty$</td>
</tr>
<tr>
<td>$\mathcal{N}(\mu, 1)$</td>
<td>0</td>
<td>0.14</td>
<td>0.32</td>
<td>0.45</td>
<td>0.71</td>
<td>1</td>
<td>1.41</td>
<td>2</td>
<td>$\infty$</td>
</tr>
</tbody>
</table>

different from deriving the prior distribution on $\theta^\perp$ by projection of $\pi(\theta)$ and then using a standard Bayes factor, as in McCulloch and Rossi (1992) (Exercise 7.32).

There are many choices for the divergence measure $d$, but a natural choice is the **Kullback–Leibler** pseudo-distance

$$d(f, g) = \int \log \left( \frac{f(z)}{g(z)} \right) f(z) \, dz,$$

already used in (2.5.6). As argued in Bernardo and Smith (1994), there are many good reasons for using this measure, including information theory, scoring rule, transitivity and additivity properties, as well as connection with exponential families and generalized linear models.

Similarly, the factor $\epsilon$ in (7.5.1) can be chosen in many ways. For instance, it can be calibrated on simple distributions to evaluate the proper scale of $\epsilon$, as in Table 7.5 (Exercise 7.28). In the case of a single restriction, $\epsilon$ can be derived from the (proper) prior $\pi$, so that

$$P^\pi(d(f(\theta \mid \cdot), f(\theta^\perp \mid \cdot)) \leq \epsilon) = 1/2.$$  

This was done in the setting of mixtures by Mengersen and Robert (1996), but the 1/2 value can be criticized as giving a false impression of objectivity (since the resulting value depends on $\pi$). At last, in variable selection settings and related embedded models, there exists a minimal or most rudimentary model, $f_0$, which corresponds to a regression with only one intercept, and which may scale $\epsilon$ as $\epsilon = \rho d(f, f_0)$. (Dupuis and Robert (2001) call $d(f, f_0)$ the **maximal loss of explanatory power**.)

Once $d$ and $\epsilon$ have been chosen, the method can be implemented by either computing the posterior probability $P^\pi(d(f(\theta \mid \cdot), f(\theta^\perp \mid \cdot)) \leq \epsilon)$, or by deriving the posterior expectation of $d(f(\theta \mid \cdot), f(\theta^\perp \mid \cdot))$. For the variable-selection problem, when $y$ is regressed on a vector $x$ of $p$ covariates, the issue is complicated by the fact that this distance is computed by integrating over the joint distribution of $(x, y)$, leading to the term (Exercise 7.30)

$$\mathbb{E}_x[d(f(\cdot \mid x, \theta), f_A(\cdot \mid x_A, \theta^\perp))],$$

where $A \subset \{1, \ldots, p\}$ and $x_A$ is the corresponding subset of covariates. Because the distribution of the covariate vector $x$ is rarely known, this
quantity can be approximated by the empirical average
\[
\frac{1}{n} \sum_{i=1}^{n} E_y \left[ \log \left( \frac{f(y|x_i, \theta)}{g(y|x_i,A, \theta^{\perp})} \right) \Bigg| x_i \right].
\]

Besides the usual computational difficulties of approximating posterior expectations or posterior probabilities, an additional issue with variable selection is that, given \( p \) potential covariates, there exist \( 2^p \) (or \( 2^p - 1 \)) models in competition. For large values of \( p \), a complete exploration of all the models is thus impossible. As detailed in Note 7.8.3, some transitivity and additivity properties of the Kullback–Leibler distance allow for a faster pruning of the submodel tree: when selecting among all subsets \( A \) of covariates such that
\[
d(M_g, M_A) = E_x[d(f(y|x, \alpha), g(y|x,A, \alpha^{\perp}))] < \epsilon,
\]
the submodel with the smallest cardinal, that is, with the smallest number of covariates, it is possible to evaluate this cardinal by a downward step—starting from the full model and descending in the submodel tree by eliminating one covariate at a time, the farthest away from \( M_g \), till the distance is too large—and an upward step—starting from the constant model and adding one covariate at a time, the closest from \( M_g \), till the distance is smaller than \( \epsilon \)—and to check afterwards that no other model with the same cardinality \( p_0 \) is closer to the full model. This last step may be very costly, though, being of order \( \binom{p}{p_0} \) (Exercise 7.29).

**Example 7.5.2 (Example 7.5.1 continued)** For a flat prior on the regression parameters \((\alpha, \beta)\), Dupuis and Robert (2001) obtained the results listed in Table 7.5 via this variable-selection procedure (with \( \varrho = 0.9 \) in the scaling of \( \epsilon \)). The same submodel 100111111001 was selected at the three stages of this procedure. From the list of explanatory variables given in Example 7.5.1, this means that the selected submodel excludes fat intakes from the important explanatory variables. Notice the agreement between the approach based on the posterior expected distance (column 3) and the posterior probability that the distance is less than \( \epsilon \) (column 4).

Although this approach has the appeal of relying on a loss function to select among submodels, and of eliminating the improper prior problem, it also has some defects. Firstly, in cases such as variable selection when the number of submodels under consideration is large, it may require enormous computing time to implement. Secondly, the determination of the bound \( \epsilon \) is open to criticism: for instance, why should a fixed proportion of the distance \( d(f, f_0) \) be pertinent for the decision-maker? How should it depend on the number of observations? Another drawback to this approach is that it requires a full (or reference) model, thus only works with nested models. Following an approach routinely used in econometrics (see, e.g., Gouriéroux and Monfort (1996)), Goutis and Robert (1998) propose to extend the method to the general case by creating an encompassing model, but this is a
Table 7.5.2. Submodels examined by the variable selection procedure for the breast-cancer dataset. The result of each step is shown in bold, $d(M_g, M_A)$ denotes the expected Kullback–Leibler divergence between the full model and the projection on the subset of covariates $A$, and $P(M_A)$ is the posterior probability that the distance $d(M_g, M_A)$ is less than $\epsilon$. (Source: Dupuis and Robert (2001).)

<table>
<thead>
<tr>
<th>step</th>
<th>subset $A$</th>
<th>$d(M_g, M_A)$</th>
<th>$P(M_A)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>101111111111</td>
<td>0.508</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>1011111111011</td>
<td>1.146</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>1001111111011</td>
<td>1.800</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td><strong>1001111111001</strong></td>
<td><strong>2.726</strong></td>
<td><strong>0.91</strong></td>
</tr>
<tr>
<td>2.</td>
<td>0000000010000</td>
<td>21.78</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>0000100100000</td>
<td>16.97</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>1000100100000</td>
<td>13.81</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>1000100110000</td>
<td>10.61</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>1000100110010</td>
<td>7.601</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>1000110110010</td>
<td>5.224</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>1001101100100</td>
<td>3.736</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td><strong>1001111111001</strong></td>
<td><strong>2.726</strong></td>
<td><strong>0.91</strong></td>
</tr>
<tr>
<td>3.</td>
<td>1111111110000</td>
<td>8.170</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>1111110010100</td>
<td>13.72</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>1111001111010</td>
<td>8.349</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>1100111111010</td>
<td>5.988</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>0011111111010</td>
<td>9.215</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>1111100111001</td>
<td>4.542</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>1111010111001</td>
<td>4.761</td>
<td>0.85</td>
</tr>
<tr>
<td></td>
<td>1110110111001</td>
<td>3.91</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>1101110111001</td>
<td>3.265</td>
<td>0.89</td>
</tr>
<tr>
<td></td>
<td>1011110111001</td>
<td>3.017</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td>0111110110010</td>
<td>5.895</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td><strong>1001111111001</strong></td>
<td><strong>2.726</strong></td>
<td><strong>0.91</strong></td>
</tr>
<tr>
<td></td>
<td>1001110111010</td>
<td>3.109</td>
<td>0.899</td>
</tr>
<tr>
<td></td>
<td>1000111111010</td>
<td>3.826</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>1110110100011</td>
<td>5.284</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>1101110111001</td>
<td>6.04</td>
<td>0.80</td>
</tr>
<tr>
<td></td>
<td>1011101110011</td>
<td>5.9</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>1010110111011</td>
<td>3.576</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>1001111011011</td>
<td>2.77</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>1011010111011</td>
<td>5.08</td>
<td>0.84</td>
</tr>
<tr>
<td></td>
<td>0110011111011</td>
<td>9.346</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>1001100111111</td>
<td>4.151</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>1001010111111</td>
<td>4.224</td>
<td>0.86</td>
</tr>
<tr>
<td></td>
<td>1000110111111</td>
<td>3.787</td>
<td>0.88</td>
</tr>
</tbody>
</table>
difficult issue given that this encompassing model is not the true model, and is thus of little interest for the decision-maker. Besides, the encompassing model can be defined in many ways, which lead to different answers. For instance, one can oppose arithmetic and geometric averages (Exercise 7.34).

**Example 7.5.3 (Example 7.1.1 continued)** Given that both Poisson and negative binomial models involve the terms
\[
\frac{\lambda^y}{y!},
\]
where \(\lambda = p/(1 - p)\) in the negative binomial case, a possible encompassing model is
\[
f(y|\lambda, m, \alpha) \propto \frac{1}{y!} \lambda^y e^{-\alpha \lambda} \left[ \frac{m!}{(m-y)!} \frac{1}{(1 + e^\lambda)^m} \right]^{1-\alpha} \quad 0 \leq \alpha \leq 1,
\]
since the Poisson model corresponds to \(\alpha = 1\) and the negative binomial model to \(\alpha = 0\). This density is in fact the geometric average of both densities, but the normalizing constant, which depends on \((\lambda, m, \alpha)\), is unknown. A more manageable alternative is to use an arithmetic average, that is, the mixture
\[
p \mathcal{P}(\lambda) + (1 - p) \mathcal{N}eg \left( m, \frac{e^\lambda}{1 + e^\lambda} \right) \quad 0 \leq p \leq 1.
\]

### 7.6 Goodness-of-fit

We conclude this chapter with a short introduction to the Bayesian approach to goodness-of-fit, which is, in a way, the most challenging of all model choice problems. Indeed, when considering the question *Is \(M_0\) compatible with \(x\)?* or *Does \(f\) belong to the family \(\{f_\theta; \theta \in \Theta\} ?* there is no alternative to \(M_0\). For instance, in Example 7.1.1, if we only consider the Poisson model, to assess whether this model is compatible with the dataset is difficult, given that, when it is *not* compatible, the model is left undefined!\(^7\)

The difficulty here with the Bayesian paradigm seems to be that it cannot provide an answer about the validity of the model without moving “outside” the model, that is, without working in a larger structure (a *meta-model*) that includes the model under consideration as a special case. In fact, this is not a shortcoming of the Bayesian approach, but rather a result of the poor formulation of the question. That the Bayesian paradigm fails to produce an answer to an poorly posed problem does not imply that other systems

\(^7\) The frequentist approach to this problem bypasses the difficulty by working only under the null hypothesis. The standard \(\chi^2\) test, for instance, is based on the \(\chi^2\) approximation, which only works when the model is the true model. *If it is not*, the \(\chi^2\) statistic diverges to infinity, but nothing can be said about its distribution for a given sample size.
that produce such an answer, such as the $\chi^2$ test, are in any way validated! Rather, by requiring the construction of an alternative model, the Bayesian paradigm clarifies the issue and formalizes the definition of the meta-model that includes the model under study.

This issue being clarified, there are many ways of defining this alternative model $M_1$, unless strong prior information is available. For instance, $M_1$ can be an embedding model of $M_0$. But, as discussed in Section 7.5, there is no single choice of an embedding model, that is, there is no such thing as the smallest (or the most natural) embedding model, besides the trivial $M_0$ itself! Neyman (1937) proposed the exponential family extension

$$f_1(x|\theta, \varphi) \propto f(x|\theta) \exp \left\{ -\varphi \log \frac{f(x|\theta)}{f(x|\hat{\theta}(x))} \right\}, \quad \varphi \geq 0,$$

where $\hat{\theta}(x)$ is the maximum likelihood estimator (provided it is defined), but other hierarchical extensions are possible. Moreover, embedding models give very restricted representations of the alternative, given that the alternative in a goodness-of-fit problem should be $f$ is not in $M_0$.

Another approach to the definition of the alternative model avoids such restrictions, since it uses a nonparametric representation of the alternative. We mentioned in Note 1.8.2 some standard techniques in Bayesian nonparametrics, including the Dirichlet process prior and their generalizations, mixtures, or wavelets. For illustration, we consider here the orthogonal polynomial representation of Verdinelli and Wasserman (1998). See Castro et al. (1999) for an alternative in the discrete case (Exercise 7.37).

The model under consideration $M_0 : x \sim f(x|\theta), \theta \in \Theta$, can be expressed as

$$M_0 : x = F^-(u|\theta), \quad \theta \in \Theta, \quad u \sim U([0,1]),$$

where $F^-(\cdot|\theta)$ is the generalized inverse of the c.d.f. of $f(\cdot|\theta)$ (Exercise 7.38). We can thus write $M_0$ as a special case of

$$M_1 : x = F^-(u|\theta), \quad \theta \in \Theta, \quad u \sim g(u|\psi), \quad \psi \in \mathcal{S},$$

where $g(\cdot|\psi)$ is a distribution on $[0,1]$, which contains as a special case, the uniform distribution, $g(u|\psi_0) = 1$, and $\mathcal{S}$ is an infinite dimensional space. This reparameterization of the model means that we can work on distributions on $[0,1]$, rather than on a general space, and that we want to devise a test of uniformity (conditional upon $\theta$).

There are many possible choices for the infinite dimensional family of distributions $g(\cdot|\psi)$. While a possibility is to consider mixtures of beta densities,

$$g(u|\psi) = \varrho_0 + (1 - \varrho_0) \sum_{j=1}^{+\infty} \varrho_j u^{\alpha_j}(1-u)^{\beta_j} K(\alpha_j, \beta_j),$$

as in Petrone and Wasserman (2000), which can be estimated by reversible jump techniques, Verdinelli and Wasserman (1998) propose instead using
Legendre polynomials on [0, 1],

\[ \phi_j(x) = \frac{1}{2^j j!} \frac{d^j}{dx^j} (x^2 - 1)^j \]

to write the density as

\[ g(u|\psi) \propto \exp \left\{ \sum_{j=1}^{\infty} \psi_j \phi_j(u) \right\} . \]

(See Barron (1988, 1998) and Lenk (1991) for details.) The null model \( M_0 \) then corresponds to \( \psi_1 = \ldots = \psi_p = \ldots = 0 \).

The prior distribution on \((\theta, \psi)\) is chosen such that \( \theta \) and \( \psi \) are independent, with a reference prior on \( \theta \). This independence assumption is not innocuous, given that \( \theta \) has the same prior under \( M_0 \) and \( M_1 \), but is not identifiable under \( M_1 \) (Exercise 7.39). The \( \psi_j \)'s are then modeled as independent normal rv’s,

\[ \psi_j \sim N(0, \tau_j^2) \]

with \( \tau_j = \tau / 2^j \) for consistency reasons (Barron (1988)), and \( \tau \) is associated with a vague proper prior, \( \pi(\tau) \).

The posterior distribution is then given by

\[ \pi(\theta, \psi, \tau|x_1, \ldots, x_n) \propto \prod_{i=1}^{n} f(x_i|\theta) g(u_i|\psi) \pi(\theta) \pi(\psi|\tau) \pi(\tau), \]

where \( u_i = F(x_i|\theta) \) (Exercise 7.40). It is obviously intractable, if only because of the dependence of the \( u_i \)'s on \( \theta \). Simulation from \( \pi(\theta, \psi, \tau|x_1, \ldots, x_n) \) can nonetheless be implemented via an MCMC algorithm using for instance the Gibbs steps

\[ \theta|\psi, x_1, \ldots, x_n \sim \prod_{i=1}^{n} f(x_i|\theta) g(u_i|\psi) \pi(\theta), \]

\[ \psi|\tau, \theta, x_1, \ldots, x_n \sim \prod_{i=1}^{n} g(u_i|\psi) \pi(\psi|\tau), \]

\[ \tau|\psi \sim \pi(\psi|\tau) \pi(\tau). \]

Some additional Metropolis–Hastings steps are necessary for the generation of \( \theta \) and \( \psi \).

Once the posterior distribution is approximated, Verdinelli and Wasserman (1998) suggest using a Bayes factor

\[ B_{01} = \frac{\int \prod_{i=1}^{n} f(x_i|\theta) \pi(\theta) d\theta}{\int \prod_{i=1}^{n} f(x_i|\theta) g(F(x_i|\theta)|\psi) \pi(\theta, \psi, \tau) d\theta d\psi d\tau} \]
to assess whether $M_0$ provides a good fit to the data. (They show in addition that the procedure is consistent, that is, that $B_{01}$ goes to 0 almost surely if $M_0$ is the wrong model, and to $\infty$ in probability if it is the right model.) An alternative evaluation is to notice that $M_0$ also corresponds to $\tau = 0$, and to use a standard point-null test based on the MCMC sample.

### 7.7 Exercises

**Section 7.1.1**

**7.1** The deviance associated with a model is simply the log-likelihood taken at the maximum likelihood estimator (McCullagh and Nelder (1989)). In the setting of Example 7.1.1, compute the maximum likelihood estimator’s $\hat{\lambda}$ and $(\hat{m}, \hat{\beta})$ and compare both deviances.

**7.2** In the setting of Example 7.1.2, show that a mixture of $k$ components can be represented as a mixture of $k + 1$ components by either putting a component weight to 0, or by equating the mean and variance parameters of the $(k+1)$-th component to the same parameters for one of the first $k$th components. Relate this multiplicity with the non-identifiability property of mixtures raised in Note 6.6.6.

**7.3** For the setting of Example 7.1.3, write down the marginal distributions of $y_i = (y_{i1}, \ldots, y_{i7})$ when integrating out the random-effects. Is it possible to obtain closed-form estimates with conjugate priors?

**Section 7.2.1**

**7.4** Given two models $M_1 : x \sim f_1(x|\theta_1, \gamma)$ and $M_2 : x \sim f_2(x|\theta_2, \gamma)$, show that, if the prior distribution is of the form

$$
\pi(\theta_1, \theta_2, \gamma) = \pi_1(\theta_1|\gamma)\pi_2(\theta_2|\gamma)\pi_0(\gamma),
$$

with both $\pi_1$ and $\pi_2$ proper, the Bayes factor $B_{12}$ does not depend on the normalizing constant of $\pi_0$ if $\pi_0$ is improper.

**7.5** In the setting of Example 7.2.1, assume $T_i$ is distributed from a uniform $U(0, \bar{T})$ distribution, and that $\beta_{21} \sim \mathcal{N}(0, \tau^2)$.

a. Compute the marginal model of $y_{it}$ by integrating out the term $\beta_{21} T_i$ in $M_2$.

b. Deduce the prior distribution on the parameters of $M_1$ if $M_2$ is the true model and $(\beta_{20}, b_{2i}, \sigma_2) \sim \pi(\beta_{20}, b_{2i}, \sigma_2)$.

**7.6** *(Barbieri, Liseo and Petrella (1999))* Consider a model $f(x|\varphi, \psi)$, $(\varphi, \psi) \in \Phi \times \Psi$, such that there exists $\psi^* \in \Psi$ that satisfies

$$
\lim_{\psi \to \psi^*} f(x|\varphi, \psi) = f^*(x|\psi^*),
$$

that is, the limiting distribution does not depend on $\varphi$.

a. Show that this setting occurs for the linear calibration model,

$$
z_1 \sim \mathcal{N}(\psi, 1), \quad z_2 \sim \mathcal{N}(\phi \psi, 1).
$$

b. If $\pi(\varphi, \psi)$ is a proper prior with a point mass in $\psi^*$, show that

$$
\pi(\varphi|x) = \pi(\varphi|\psi^*)\pi(\psi^*|x) + \pi(\varphi|\psi \neq \psi^*, x) \int_{\psi \neq \psi^*} \pi(\psi|x) d\psi.
$$
c. If \( H_0 : \varphi = \varphi^0 \) is to be tested against \( H_1 : \varphi \neq \varphi^0 \), show that

\[
B_{01} = \pi(\psi^* | x) + \frac{m(x | \psi \neq \psi^*)}{\pi(\varphi^0)} \int_{\psi \neq \psi^*} \pi(\psi | x) \, d\psi
\]

assuming that \( \pi \) also has a point mass at \( \varphi^0 \).

d. Deduce that the Bayes factor is heavily influenced by the prior modeling on \( \psi^* \), no matter what \( \varphi^0 \) is.

[Note: Gleser and Hwang (1987) study such models from a frequentist point of view and show that a confidence interval at a level \( \alpha \) on an unbounded function of \( \varphi \) has infinite volume with positive probability.]

Section 7.2.2

7.7 (Berger and Pericchi (2001)) Consider the normal linear model \( \mathcal{M}_2 \)

\[
y = \alpha \mathbf{1} + z_1 \beta_1 + z_2 \beta_2 + \epsilon, \quad \epsilon \sim N_n(0, \sigma^2 \mathbf{I}_n),
\]

where \( \beta_1 \in \mathbb{R}^k \) and \( \beta_2 \in \mathbb{R}^p \), and where the \( z_i \)'s are centered and orthogonal, that is, \( z_1^t z_2 = 0 \). The submodel \( \mathcal{M}_1 \) is associated with \( \beta_2 = 0 \).

a. Show that, under the priors

\[
\pi_1(\alpha, \beta_1, \sigma) = 1/\sigma \quad \text{and} \quad \pi_2(\alpha, \beta_1, \sigma, \beta_2) = h(\beta_2 | \sigma) / \sigma,
\]

where \( h(\beta_2 | \sigma) \) is the Cauchy \( C_p(0, z_1^t z_2 / n \sigma^2) \) density, the Bayes factor \( B_{12} \) cannot be computed in closed form.

b. Show that, under the \( G \)-prior of Zellner (1986), which associates with model \( \mathcal{M}_1 : y = X \beta + \epsilon, \epsilon \sim N_n(0, \sigma^2 \mathbf{I}_n) \), the prior

\[
\pi(\sigma) = 1/\sigma, \quad \pi(\beta | \sigma) \propto \exp\{-\beta^t X^t X \beta / 2 \sigma^2\},
\]

the associate marginal is available in closed form.

c. Show that, if \( \mathcal{M}_0 \) is associated with \( \beta = 0 \) and if the maximum likelihood estimator \( \hat{\beta} \) goes to infinity, the Bayes factor \( B_{01} \) goes to \((1 + g)^{(k-n)/2}\) (where \( k \) is the dimension of \( \beta \) under model \( \mathcal{M}_1 \)). Conclude about the appeal of the \( G \)-prior in this setting.

7.8 (Exercise 7.6 cont.) In the case of the linear calibration model,

a. Show that the Jeffreys prior is

\[
\pi^J(\varphi, \psi) \propto |\psi|.
\]

b. When testing \( H_0 : \varphi = \varphi^0 \), with \( \pi_0(\psi) \propto 1 \), show that the fractional Bayes factor with fraction \( 0 < b < 1 \) (see (5.2.10)) is

\[
B_{01}^F = b^{-1/2} \exp\left\{ -\frac{1 - b}{2} \frac{(z_1 - z_2 \varphi^0)^2}{1 + \varphi^0_0} \right\}.
\]

c. Show that the arithmetic intrinsic Bayes factor (see (5.2.7)) is

\[
B_{01}^A = \sqrt{2} \exp\left\{ -\frac{1 - 0.5}{2} \frac{(z_1 - z_2 \varphi^0)^2}{1 + \varphi^0_0} \right\}.
\]

d. Extend to the case of \( n \) observations.
7.9 *(Exercise 7.8 cont.)

a. Show that the reference prior is

\[ \pi^R(\varphi, \psi) \propto \frac{1}{\sqrt{1 + \varphi^2}}. \]

b. Show that the fractional Bayes factor is

\[ B_{01}^F = b^{-1/2} \exp \left\{ 1 - b2 \frac{[(z_1^2 - z_2^2)(1 - \varphi^0)^2 - 4z_1z_2\varphi_0]}{1 + \varphi_0^2} \right\} \frac{I_0(b(z_1^2 + z_2^2)/4)}{I_0((z_1^2 + z_2^2)/4)}, \]

where \( I_0 \) is the modified Bessel function (Exercise 4.35).

7.10 *In the setting of Example 7.2.2,

a. Show that the final expression for \( B_{12}^\pi \) is correct.

b. Show that the limit of \( B_{12}^\pi \) varies if \( \alpha/\beta \) goes to 0 as both \( \alpha \) and \( \beta \) go to 0, or if \( \alpha/\beta^N \) goes to \( c > 0 \), when \( x < N \).

7.11 Give the marginal distribution of \( x_1 \) if \( x_1, \ldots, x_n \) is a sample from a two-component normal mixture such that there are at least two observations in each component.

Section 7.2.3

7.12 Show that, for the comparison of two linear models \( M_1 \) and \( M_2 \) with \( k_1 \) and \( k_2 \) regressors, respectively, and \( n \) observations, under the prior \( \pi_j(\beta_j) = \sigma_{-1-q_j} \) \( (j = 1, 2) \), the BIC writes down as

\[ B_{12} = \left( \frac{R_2}{R_1} \right)^{n/2} n^{(k_2-k_1)/2}, \]

where the \( R_j \)'s are the residual sums of squares.

7.13 (Exercise 7.8 cont.) In the case of the linear calibration model, under the Jeffreys prior, show that Schwartz’s criterion gives almost the same result as the fractional Bayes factor with fraction \( b = 0 \) in the exponent.

Section 7.2.4

7.14 If \( f(\cdot|\theta) \) belongs to an exponential family, show that the effective number of parameters \( p_D \) is always positive.

7.15 *(Spiegelhalter et al. (1998)) In the setting of Example 7.2.5,

a. Show that, for the saturated model where the \( \theta_i \)'s are independent with flat priors, \( p_D = p \) and that the Bayesian deviance is equal to \( 2p \).

b. Show that the Bayesian deviance associated with the pooled model, \( \theta_i = \theta \) for all \( i \)'s, is given by (7.2.7).

c. Show that (7.2.8) holds.

d. Assume that \( \theta_i \sim \mathcal{N}(\mu, \tau^2) \) with \( \tau \) known and \( \pi(\mu) = 1 \). Show that

\[ p_D = \sum_{i=1}^{p} g_i + \sum_{i=1}^{p} g_i(1 - g_i) \sqrt{\sum_{i=1}^{p} g_i}. \]
and that the Bayesian deviance is equal to
\[ \text{DIC} = \tau^2 - 2 p + p_D, \]
where \( \rho_i = \sigma_i^2 \tau^2 / (\sigma_i^2 + \tau^2) \) and \( \bar{y} = \sum_i \rho_i y_i / \sum_i \rho_i. \)

7.16 Detail the MCMC implementation for the three models of Example 7.2.6. (Hint: The simulation can be handled by BUGS.)

7.17 *(Spiegelhalter et al. (1998)) Consider a general linear model
\[ y \sim \mathcal{N}(A\theta_1, \Sigma_1), \quad \theta_1 \sim \mathcal{N}(B\theta_2, \Sigma_2). \]

a. Show that the posterior distribution of \( \theta_1 \) is of the form \( \mathcal{N}(\bar{\theta}_1, \Psi) \) and specify \( \bar{\theta}_1 \) and \( \Psi. \)

b. Show that \( \mathbb{E}[D(\theta) | y] = D(\bar{\theta}_1) + \text{tr}(A'\Sigma_1^{-1}A) \) and deduce that \( p_D = \text{tr}(A'\Sigma_1^{-1}A). \)

c. Extend to the case when \( \theta_2 \) is random and \( \pi(\theta_2) = 1. \)

Section 7.3.1

7.18 Check whether the expectation of
\[ \frac{1}{T} \sum_{t=1}^T h(\theta^{(t)}) f(x|\theta^{(t)}) \pi(\theta^{(t)}) \]
when the \( \theta^{(t)} \)'s are distributed from \( \pi(\theta|x) \), is equal to \( m(x) \), whatever the probability density \( h. \)

7.19 *(Chen and Shao (1997)) Consider two densities, \( \pi_1(\theta) = c_1 \tilde{\pi}_1(\theta) \) and \( \pi_2(\theta) = c_2 \tilde{\pi}_2(\theta) \), on the same parameter space \( \Theta. \)

a. If \( \pi \) is a density on \( \Theta \), give sufficient conditions on the support of \( \pi \) for \( \rho = c_2 / c_1 = \frac{\mathbb{E}_\pi[\tilde{\pi}_1(\theta)/\pi(\theta)]}{\mathbb{E}_\pi[\tilde{\pi}_2(\theta)/\pi(\theta)]}. \)

b. Show that the asymptotic variance of the estimator of \( \theta^{US} = \sum_{i=1}^n \tilde{\pi}_1(\theta_i)/\pi(\theta_i) \),
where the \( \theta_i \)'s are i.i.d. from \( \pi_i \), is
\[ \rho^2 \mathbb{E}^\pi \left\{ \frac{\pi_1(\theta)}{\pi(\theta)} - \frac{\pi_2(\theta)}{\pi(\theta)} \right\}^2. \]

c. Assuming that
\[ \rho^{-2} \mathbb{E}^\pi\left[ (\theta^{US} - \rho)^2 \right] = \frac{1}{n} \mathbb{E}^\pi \left[ \left\{ \frac{\pi_1(\theta) - \pi_2(\theta)}{\pi(\theta)} \right\}^2 \right] + o\left( n^{-1} \right), \]
show that the best importance density \( \pi \) is
\[ \pi_0(\theta) \propto |\pi_1(\theta) - \pi_2(\theta)|, \]
if
\[ \int |\pi_1(\theta) - \pi_2(\theta)| \, d\theta < \infty. \]
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[Note: Torrie and Valleau (1977) call this method umbrella sampling.]

Section 7.3.2

7.20 Given two densities \( \pi_1(\theta) = c_1 \tilde{\pi}_1(\theta) \) and \( \pi_2(\theta) = c_2 \tilde{\pi}_2(\theta) \) on the same parameter space \( \Theta \),

a. For an arbitrary function \( h \), express \( \mathbb{E}^{\pi_2}[h(\theta)\tilde{\pi}_1(\theta|x)] \) as an integral in terms of \( \pi_1 \) and \( \pi_2 \).

b. Deduce the equality (7.3.4).

7.21 *Chen et al. (2000) introduce the relative mean square error

\[
\mathcal{E}(r, \hat{r}) = \frac{\mathbb{E}[\hat{r} - r]}{r}
\]

as a measure of the performances of an estimator \( \hat{r} \) of the constant ratio \( r \).

a. Show that, if \( n = n_1 + n_2 \) and if \( n_1/n_2 \) goes to \( \varrho \) as \( n \) goes to infinity,

\[
\mathcal{E}(r, B^{S}_{12}) = \frac{1}{n\varrho(1-\varrho)} \left[ \int \pi_1(\theta)\pi_2(\theta)\{\varrho \pi_1(\theta) + (1-\varrho)\pi_2(\theta)\}h^2(\theta) d\theta \right]^2
\]

for the estimator (7.3.5), where the dependence on \( x \) is omitted to simplify the expression. (Hint: Use the \( \delta \)-method.)

b. Deduce that the optimal choice of \( h \) is

\[
h^*(\theta) \propto \frac{\varrho \pi_1(\theta) + (1-\varrho)\pi_2(\theta)}{\pi_1(\theta) + \pi_2(\theta)}.
\]

7.22 For the three link functions of Example 7.3.1, identify the latent variable structure \( z \) identifying \( y \) as the indicator \( \mathbb{I}_{z \leq x^t \beta} \).

Section 7.3.3

7.23 Consider a posterior distribution \( \pi(\theta_1, \theta_2, \theta_3|x) \) such that the three full conditional distributions \( \pi(\theta_1|\theta_2, \theta_3, x) \), \( \cdots \) and \( \pi(\theta_3|\theta_1, \theta_2, x) \) are available.

a. Show that

\[
\log m(x) = \log f(x|\hat{\theta}) + \log \pi(\hat{\theta}) - \log \pi(\hat{\theta}_3|\hat{\theta}_1, \hat{\theta}_2, x) - \log \pi(\hat{\theta}_2|\hat{\theta}_1, x) - \log \pi(\hat{\theta}_1|x).
\]

b. Show that \( \pi(\theta_1|x) \) can be approximated by

\[
\hat{\pi}(\theta_1|x) = \frac{1}{T} \sum_{t=1}^{T} \pi(\theta_1, \theta_2^{(t)}, \theta_3^{(t)}|x),
\]

where the \((\theta_1^{(t)}, \theta_2^{(t)}, \theta_3^{(t)})\)'s are generated by Gibbs sampling.

c. Show that \( \pi(\theta_2|\hat{\theta}_1, x) \) can be approximated by

\[
\hat{\pi}(\theta_2|\hat{\theta}_1, x) = \frac{1}{T} \sum_{t=1}^{T} \pi(\theta_2|\hat{\theta}_1, \theta_3^{(t)}|x)
\]

where the \((\theta_2^{(t)}, \theta_3^{(t)})\)'s are generated by Gibbs sampling from the conditional distributions \( \pi(\theta_2|\hat{\theta}_1, \theta_3^{(t-1)}, x) \) and \( \pi(\theta_3|\hat{\theta}_1, \theta_2^{(t)}, x) \), that is, with \( \theta_1 \) being kept equal to \( \hat{\theta}_1 \).
d. Extend to the case where $p$ full conditional distributions are available and evaluate the computing cost of this approximation method.

**Section 7.3.4**

7.24 In the setting of Example 7.3.7, show that the Jacobians of both the birth and the split moves are given by

$$(1 - p_{(k+1)(k+1)})^k \quad \text{and} \quad p_{jk}/(1 - u_j).$$

**Section 7.4**

7.25 For the prior distributions proposed by Clyde (1999),

a. Show that the posterior distribution of $(\gamma_1, \ldots, \gamma_J)$ conditional on $\sigma$ is given by (7.4.1).

b. Deduce that the most likely submodel corresponds to the regressors $X_j$ with weights $\varrho_j$ larger than $1/2$.

7.26 *(George and Foster (1999)) For a normal regression model

$$y = \beta_1 x_1 + \ldots + \beta_p x_p + \sigma \epsilon, \quad \epsilon \sim N(0, I),$$

we denote $q$ the index of one of the $2^p$ submodels, $q_\gamma$ the corresponding number of covariates, $X_\gamma$ the corresponding matrix of regressors, $\hat{\beta}_\gamma$ the least-squares estimate and $s^2_\gamma$ the sum of squares $\hat{\beta}_\gamma' X_\gamma' X_\gamma \hat{\beta}_\gamma$.

a. Consider the prior distributions

$$\beta_\gamma | \sigma, \gamma, c \sim N_{q_\gamma} \left(0, c \sigma^2 \left(X_\gamma' X_\gamma\right)^{-1}\right), \quad \pi(\gamma | \omega) = \omega^{q_\gamma} (1 - \omega)^{p - q_\gamma}.$$

Identify this prior with Raftery and Madigan (1994) prior.

b. Show that

$$\pi(\gamma | y, \sigma, c, \omega) \propto \exp\left[\frac{c}{2(1 + c)} \left\{s^2_\gamma / \sigma^2 - F(c, \omega) q_\omega\right\}\right]$$

where

$$F(c, \omega) = \frac{1 + c}{c} \left(2 \log \frac{1 + w}{w} + \log(1 + c)\right).$$

c. Deduce that the integrated posterior $\pi(\gamma | y, \sigma, c, \omega)$ is an increasing function of $s^2_\gamma / \sigma^2 - F(c, \omega) q_\omega$.

d. Conclude that, with an appropriate choice of $(c, \omega)$, the log-posterior can be any standard model-choice criterion, ranging from AIC (with $F(c, \omega) = 2$), to BIC (with $F(c, \omega) = \log n$), to Foster and George’s (1994) RIC (with $F(c, \omega) = 2 \log p$).

**Section 7.5**

7.27 Show that the Kullback–Leibler divergence between a normal $N(0, 1)$ and a normal $N(\mu, \sigma^2)$ distribution is

$$\log \sigma + \frac{\mu^2 + 1}{2\sigma^2} - \frac{1}{2}.$$

Extend to the Kullback–Leibler divergence between a normal $N(\mu_0, \sigma_0^2)$ and a normal $N(\mu, \sigma^2)$ distribution by the appropriate change of scale.

7.28 For each of the following distributions, show that the equality holds:
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(i) Bernoulli \( B(p) \)
\[
d(f(\cdot | p_0), f(\cdot | p)) = p_0 \log \frac{p_0}{p} + (1 - p_0) \log \frac{1 - p_0}{1 - p};
\]

(ii) Poisson \( \mathcal{P}(\lambda) \)
\[
d(f(\cdot | \lambda_0), f(\cdot | \lambda)) = \lambda - \lambda_0 + \lambda_0 \log \frac{\lambda_0}{\lambda}; \quad \text{and}
\]

(iii) Normal \( N(\mu, 1) \)
\[
d(f(\cdot | \mu_0), f(\cdot | \mu)) = (\mu - \mu_0)^2/2.
\]

7.29 When considering a variable-selection problem with \( p \) covariates,

a. Show that the number of submodels is \( 2^p - 1 \) if all models have a constant term and \( 2^p - 2 \) otherwise.

b. Show that the number of submodels with \( p_0 \) covariates is \( \binom{p}{p_0} \).

c. Using Stirling’s approximation, show that this number is also of order \( 2^p \) when \( p_0 = p/2 \).

7.30 In a model-choice problem where \((x, y) \sim g(x|\alpha)f(y|x, \theta)\),

a. Show that, for the Kullback–Leibler divergence,
\[
d\left( g(\cdot|\alpha)f(\cdot, \theta), g(\cdot|\alpha')f(\cdot, \theta') \right) = E_{\alpha} \left[ d(f(\cdot|x, \theta), f(\cdot|x, \theta')) \right],
\]
where the expectation is taken for \( x \sim g(x|\alpha) \).

b. Deduce that, if the submodel puts restrictions on \( \theta \) only, for example \( \varphi(\theta) = 0 \), the projection of \((\alpha, \theta)\) is \((\alpha, \theta^\perp)\) where \( \theta^\perp \) is the solution of
\[
\arg \min_{\theta'; \varphi(\theta') = 0} E_{\alpha} \left[ d(f(\cdot|x, \theta), f(\cdot|x, \theta')) \right].
\]

7.31 In the case of a normal linear regression model, \( y \sim N(x'\beta, \sigma^2) \),

a. Show that, for \( z \) a subvector of \( x \), the Kullback–Leibler divergence between \( N(x'\beta, \sigma^2) \) and \( N(z'\gamma, \sigma^2) \) is \( \|x'\beta - z'\gamma\|^2/2\sigma^2 \), conditional upon \( x \).

b. Deduce that the projection \( \beta^\perp \) is given by \( \beta^\perp = (zz')x'\beta \).

7.32 (Exercise 7.31 cont.) Assume \( \beta \) is distributed from a conjugate prior \( N(\beta_0, \Sigma) \). Give the induced prior distribution of \( \beta^\perp \). What happens in the case of a flat prior on \( \beta \)?

7.33 In the setting of Example 7.5.3, examine whether the normalizing constant of the geometric average of the Poisson and negative binomial distributions, \( f(y|\lambda, m, \alpha) \), can be computed.

7.34 When comparing two models \( \mathcal{M}_1 \) and \( \mathcal{M}_2 \), with densities \( f_1(\cdot|\theta_1) \) and \( f_2(\cdot|\theta_2) \) both from an exponential family,

a. Show that the geometric average
\[
f_1(\cdot|\theta_1)^\alpha f_2(\cdot|\theta_2)^{1-\alpha}
\]
still belongs to an exponential family.

b. Show that, if \( (i = 1, 2) \)
\[
f_i(y|\theta_i) = h_i(y) \exp\{\theta_i \cdot \varphi_i(y) - \psi_i(\theta_i)\},
\]
\((\varphi_1(y), \varphi_2(y))\) is a sufficient statistic for the geometric average.
c. Deduce that, if \((\varphi_1(y), \varphi_2(y))\) is of full rank, the dimension of this family (see Definition 3.3.2) is the sum of the dimensions of \(f_1\) and \(f_2\).

d. In the special case when \(\mathcal{M}_1\) is the exponential \(\exp(\theta_1)\) model and \(\mathcal{M}_2\) is the half-normal \(N^+(0, 1/\theta_2)\) model, show that the geometric average model is the half-normal distribution
\[
\mathcal{N}^+ \left( -\frac{\alpha \theta_1}{(1-\alpha)\theta_2}, \frac{1}{(1-\alpha)\theta_2} \right),
\]
and give its normalizing constant.

**Section 7.6**

**7.35** Examine the Neyman (1937) exponential family extension when \(f(x|\theta)\) is the density of (i) a Poisson \(\mathcal{P}(\theta)\), (ii) an exponential \(\exp(\theta)\) and (iii) a normal \(\mathcal{N}(\theta, 1)\) distribution. In the three cases, determine whether the normalizing constant can be computed.

**7.36** Given a density
\[
f(y|\theta) = h(y) \exp\{ \theta \cdot \varphi(y) - \psi(\theta) \}
\]
from an exponential family of dimension \(d\) (see Definition 3.3.2), show that its Neyman extension still belongs to an exponential family of dimension \(d + 1\).

**7.37** *(Castro, Conigliani and O’Hagan (1999)) Consider a multinomial model\( r = (r_0, \ldots, r_k) \sim \mathcal{M}_{k+1}(n; \alpha_0, \ldots, \alpha_k)\), with \(\alpha = (\alpha_1, \ldots, \alpha_k)\).

a. If we denote \((0 \leq b \leq 1)\)
\[
q_2(r; b) = \frac{\int f(r|\alpha) \pi_2(\alpha) \, d\alpha}{\int f^b(r|\alpha) \pi_2(\alpha) \, d\alpha},
\]
show that, under the improper prior \(\pi_2(\alpha) = 1/\alpha_1 \ldots \alpha_k\),
\[
q_2(r; b) = \frac{\Gamma(bn)}{\Gamma(n)} \prod_{j=0}^{k} \frac{\Gamma(r_j)}{\Gamma(br_j)},
\]
if all the \(r_j\)’s are positive. (Recall that, if one \(r_j\) is 0, the posterior is not defined.)

b. If the constraint on the \(\alpha_j\)’s is that
\[
\alpha_j = \binom{k}{j} \mu^j (1 - \mu)^{k-j}, \quad 0 < \mu < 1,
\]
that is, if one wants to test whether the underlying model is truly binomial, show that, under the prior \(\pi_1(\mu) = 1/\mu(1 - \mu)\),
\[
q_1(r; b) = \frac{\int f(r|\alpha(\mu)) \pi_1(\mu) \, d\mu}{\int f^b(r|\alpha(\mu)) \pi_1(\mu) \, d\mu} = \frac{B(r, kn - s_r)}{B(br, b(kn - s_r))} \left[ \prod_{j=0}^{k} \binom{k}{j} r_j \right]^{1-b},
\]
where \(s_r = r_1 + \ldots + kr_k\) and \(B(a, b)\) is the beta \(\mathcal{B}(a, b)\) normalizing constant (see Appendix A).
Table 7.7.1. Number of women in a queue of 10 persons in the London Underground (Source: Hoaglin, Mosteller and Tukey (1985).)

<table>
<thead>
<tr>
<th>Women</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Occurrences</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>23</td>
<td>25</td>
<td>19</td>
<td>18</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

c. Show that the fractional Bayes factor associated with the constraint in b. is $B_{12}^F = q_1(r; b)/q_2(r; b)$.

d. Apply b. to the data in Table d..

e. If the constraint on the $\alpha_j$’s is that the model is a Poisson model, $\alpha_j = e^{-\lambda} \lambda^j/j!$ ($j = 0, \ldots, k$), show that, under the prior $\pi_1(\lambda) = \lambda^{-t}$,

$$q_1(r; b) = \int f(r|\alpha(\lambda))\pi_1(\lambda) d\lambda$$

$$q_2(r; b) = \int f^b(r|\alpha(\lambda))\pi_1(\lambda) d\lambda$$

$$= \frac{\Gamma(s_r - t + 1)b^{bs_r - t + 1}n^{s_r(b-1)}}{\Gamma(b - t + 1)} \prod_{j=0}^{k} [(j!)]^{(b-1)r_j},$$

where $s_r$ is defined as in b..

f. Show that, in the setting of e., intrinsic Bayes factors do not apply, unless cells are grouped together to obtain positive $r_j$’s.

g. Show that, for a continuous model, this strategy is the Bayesian equivalent of the $\chi^2$ test and, therefore, that it suffers from the same drawback, the arbitrary grouping of observations in $k$ cells.

7.38 Given $F$ a cumulative distribution function in $\mathbb{R}$, the generalized inverse of $F$ is defined as

$$F^-(u) = \inf\{x; F(x) \geq u\}$$

a. Show that, if $u \sim U([0, 1])$, $F^-(u) \sim F$.

b. Deduce a simulation technique for both the Cauchy and exponential distributions.

c. How can you generalize this result for a multidimensional distribution?

7.39 In the setting of Verdinelli and Wasserman (1998), show that the parameter $\theta$ is not identifiable under the alternative model $M_1$. (Hint: Show that, for every c.d.f. $F(x)$ and every $\theta$, there exists $\psi$ such that $F_0^{-} \circ G_{\psi} = F^{-}$.)

7.40 (Verdinelli and Wasserman (1998)) Show (7.6.1) by establishing that, under model $M_1$,

$$x \sim h(x|\theta, \psi) = g(F(x|\theta)|\psi) \frac{dF(x|\theta)}{dx}$$

$$= g(F(x|\theta)|\psi)f(x|\theta).$$

Note 7.8.1

7.41 Establish (7.8.1) by showing that

$$\int \int \frac{d}{d\lambda} \log \tilde{\pi}(\theta|\lambda)\pi(\theta|\lambda) d\lambda d\theta = - \int_{\lambda_1}^{\lambda_2} \frac{d}{d\lambda} c(\lambda) d\lambda.$$
7.42 *(Exercise 7.41 cont.)* Show that the generalization of (7.8.1) to the multidimensional case is

\[
\log(c(\lambda_2)/c(\lambda_1)) = \int_0^1 \mathbb{E}_{\lambda(t)} \left[ \sum_{j=1}^k \frac{d\lambda_j(t)}{dt} \frac{\partial}{\partial \lambda_j} \log \tilde{\pi}(\theta|\lambda) \right] dt,
\]

where \(\lambda(t)\) is a continuous function from \([0, 1]\) in \(\Lambda\) such that \(\lambda(0) = \lambda_1\) and \(\lambda(1) = \lambda_2\). Deduce the corresponding path sampler. (*Hint:* See Gelman and Meng (1998) for a detailed resolution.)

**Note 7.8.2**

7.43 In the setting of Example 7.8.1, give the reversible jump steps which correspond to the birth and death moves.

7.8 Notes

7.8.1 *Path sampling*

Gelman and Meng (1998) generalize bridge sampling to path sampling by considering the special case when both posteriors depend on hyperparameters \(\lambda_1\) and \(\lambda_2\),

\[
\begin{align*}
\pi_1(\theta|x) &= \pi(\theta|\lambda_1) = \tilde{\pi}(\theta|\lambda_1)/c(\lambda_1), \\
\pi_2(\theta|x) &= \pi(\theta|\lambda_2) = \tilde{\pi}(\theta|\lambda_2)/c(\lambda_2).
\end{align*}
\]

If those hyperparameters are real, with \(\lambda_1 < \lambda_2\), the identity

\[
(7.8.1) \quad \log(c(\lambda_2)/c(\lambda_1)) = \mathbb{E} \left[ \frac{1}{\pi_0(\lambda)} \frac{d}{d\lambda} \log \tilde{\pi}(\theta|\lambda) \right],
\]

when integrated against the density \(\pi(\theta|\lambda)\pi_0(\lambda)\), holds for every density \(\pi_0\) with support \([\lambda_1, \lambda_2]\) (Exercise 7.41).

The corresponding path sampling estimate of the logarithm of the Bayes factor is then

\[
B_{12}^{PS} = \frac{1}{n} \sum_{i=1}^n \frac{d}{d\lambda} \log \tilde{\pi}(\theta_i|\lambda_i) / \pi_0(\lambda_i),
\]

with a formal optimal choice for \(\pi_0\),

\[
\pi_0(\lambda) \propto \sqrt{\mathbb{E} \left( \left( \frac{d}{d\lambda} \log \tilde{\pi}(\theta|\lambda) \right)^2 | \lambda \right)}.
\]

See Exercise 7.42 for an extension to the multidimensional case.

7.8.2 *Jump processes*

A technique similar to reversible jump has been proposed in the literature (see, e.g., Ripley (1987), Grenander and Miller (1994), or Phillips and Smith (1996)). It does apply in a very general framework, but has only been used, so far, for variable dimension problems, such as Stephens’s (2000) approach to the setting of Example 7.1.2.

This method is based on jump processes: it generates a continuous-time jump process on the space (7.2.1), that is, a stochastic process \((\xi_t)_{t \in \mathbb{R}^+}\) that remains in a given state \((i, \theta_i)\) according to an exponential schedule, \(T \sim \mathcal{E}xp(\varphi(\theta_i))\), where \(\varphi\) is called the intensity of the process, and then jumps to a new state \(j\).
with probability \(q_{i,j}\) and generates \(\theta_j\) from a density \(h_{i,j}(\theta_j|\theta_i)\). Then, similar to the discrete-time setting (see (6.3.1)), if the parameters of the process, \(\varphi\), \(q\) and \(h\), satisfy a detailed balance condition

\[
\pi(i, \theta_i) \varphi_i(\theta_i) q_{i,j} h_{i,j}(\theta_j|\theta_i) = \pi(j, \theta_j) \varphi_j(\theta_j) q_{j,i} h_{j,i}(\theta_i|\theta_j),
\]

then \(\pi(i, \theta_i)\) is the stationary distribution of this Markovian process. For instance, if \(h_{i,j}(\theta_j|\theta_i) = g_j(\theta_j)\) and \(q_{i,j} = 1/k\), where \(k\) is the number of states, the balance condition is

\[
\pi(i, \theta_i) \varphi_i(\theta_i) g_j(\theta_j) = \pi(j, \theta_j) \varphi_j(\theta_j) g_i(\theta_i)
\]

and a choice of intensity is \(\varphi_i(\theta_i) \propto g_i(\theta_i)/\pi(i, \theta_i)\). (Because the intensity \(\varphi_i(\theta_i)\) is the inverse of the average stay in \((i, \theta_i)\), this average stay is logically proportional to \(\pi(i, \theta_i)\).)

In the particular case when the moves are restricted to neighboring states, that is, when \(q_{i,i+1} + q_{i,i-1} = 1\) (with appropriate modifications at the endpoints), the process is called a birth and death jump process. It is then customary to write \(\varphi_i(\theta_i) = \beta(\theta_i) + \delta(\theta_i)\), \(\beta(\theta_i)\) being the birth rate and \(\delta(\theta_i)\) the death rate, and to remove the parameters \(q_{i,j}\). The process stays in state \((i, \theta_i)\) an exponential \(\mathcal{E}xp[\beta(\theta_i) + \delta(\theta_i)]\) time, then moves to state \((i + 1, \theta_{i+1})\) with probability \(\beta(\theta_i)/(\beta(\theta_i) + \delta(\theta_i))\), \(\theta_{i+1}\) being generated from \(K^+_i(\theta_{i+1}|\theta_i)\), and to state \((i - 1, \theta_{i-1})\) otherwise, \(\theta_{i-1}\) being generated from \(K^-_i(\theta_{i-1}|\theta_i)\).

**Example 7.8.1 (Example 7.1.2 continued)** For the mixture example, the state labels \(i\) correspond to the numbers of components, a birth to the addition of one component and a death to the removal of one component. Then \(\theta_i = (p_{i1}, \ldots, p_{ii}, \mu_{i1}, \ldots, \mu_{ii}, \sigma_{i1}, \ldots, \sigma_{ii})\). In his implementation of the birth and death jump algorithm, Stephens (2000) generates new components from the prior distribution (where all components are i.i.d.) and chooses a fixed birth rate \(\beta(\theta_i) = b\). The balance condition then reads as

\[
(i + 1)\beta(\theta_{i+1}) L[(i + 1, \theta_{i+1})] x_1, \ldots, x_n \pi(i + 1) = b L[(i, \theta_i)] x_1, \ldots, x_n \pi(i),
\]

where \(L(\theta|x_1, \ldots, x_n)\) denotes the likelihood. (The coefficient \((i + 1)\) owes to the fact that there are \((i + 1)\) components, and thus \((i + 1)\) possible removals.) If we denote by \(\theta_i/(p_{i1}, \mu_{i1}, \sigma_{i1})\) the parameter of the \((i - 1)\) component model where the component \((p_{i1}, \mu_{i1}, \sigma_{i1})\) has been removed, the birth and death algorithm can thus be written as follows.

---

**When in state \((i, \theta_i)\),**

1. **Compute component death rates** \((\ell = 1, \ldots, i)\)
   \[
   \beta_{\ell}(\theta_i) = \frac{L[(i - 1, \theta_i)/(p_{\ell i}, \mu_{\ell i}, \sigma_{\ell i})]|x_1, \ldots, x_n]}{L[(i, \theta_i)|x_1, \ldots, x_n]}
   \]
   and take \(\beta(\theta_i) = \sum_{\ell=1}^i \beta_{\ell}(\theta_i)\)
2. **Generate jump time as** \(T \sim \mathcal{E}xp(\beta(\theta_i) + b)\)
3. **At time** \(T\), choose removal of
   \[
   (p_{\ell i}, \mu_{\ell i}, \sigma_{\ell i})|x_1, \ldots, x_n
   \]
   **with probability**
   \[
   \frac{\beta_{\ell}(\theta_i)}{\beta(\theta_i) + b}
   \]
Otherwise, create

\[(p_{(i+1)(i+1)}; \mu_{(i+1)(i+1)}, \sigma_{(i+1)(i+1)})\]

from the prior distribution.

Notice that in Step 3, the new weight is generated from the marginal prior distribution of \(p_{(i+1)(i+1)}\), which is a \(Be(i, 1)\) distribution if the prior on \((p_1(i+1), \ldots, p_{i+1}(i+1))\) is a Dirichlet \(D_{i+1}(1, \ldots, 1)\) distribution.

7.8.3 Variable selection for generalized linear models

Here we present further developments on the variable selection technique presented in Section 7.5. Consider, thus, a general exponential family \((i = 1, \ldots, n)\)

\[y_i | \theta_i \sim \exp \{ \varphi_i \{ \theta_i y_i - \psi(\theta_i) \} + c(\varphi_i, y_i) \}\]

with a *generalized linear model* structure, which relates the mean to a vector of covariates,

\[g(\psi'(\theta_i)) = x_i^t \beta.\]

In this setting, the Kullback–Leibler divergence is available in closed form, since

\[d(f(\cdot | \theta), f(\cdot | \theta_0)) = \sum_{i=1}^{n} \varphi_i \{ \psi'(\theta_i)(\theta_i - \theta_0 i) - \psi(\theta_i) + \psi(\theta_0 i) \} \]

and the projection equations \((j = 1, \ldots, p)\)

\[\sum_{i=1}^{n} \varphi_i \psi'(\theta_i) \frac{\partial \theta_0}{\partial \beta_j} = \sum_{i=1}^{n} \varphi_i \psi'(\theta_0 i) \frac{\partial \theta_0}{\partial \beta_j}, \tag{7.8.2}\]

are equivalent to the system of likelihood equations, a fact that facilitates their derivation.

In the case of a logit model,

\[P(y_i = 1|x_i, \alpha) = 1 - P(y_i = 0|x_i, \alpha) = \frac{\exp(\alpha^t x_i)}{1 + \exp(\alpha^t x_i)},\]

the projection \(\alpha^\perp\) of \(\alpha\) for the covariates \(z_i\) (which are subvectors of the \(x_i\)’s) is, for instance, associated with \(\beta\) solution of

\[\sum_{i=1}^{n} \exp \beta_i^t z_i \frac{1}{1 + \exp \beta_i^t z_i} = \sum_{i=1}^{n} \frac{\exp \alpha_i^t x_i}{1 + \exp \alpha_i^t x_i} z_i, \]

which indeed provides a formal equivalence with the maximum likelihood estimator equations

\[\sum_{i=1}^{n} \frac{\exp \beta_i^t z_i}{1 + \exp \beta_i^t z_i} z_i = \sum_{i=1}^{n} y_i z_i.\]
A consequence of (7.8.2) is that the Kullback–Leibler projections are transitive in the sense that, if \( \omega \) is a subvector of \( z \), itself a subvector of \( x \), we get

\[
\sum_{i=1}^{n} \frac{\exp \gamma^t \omega_i}{1 + \exp \gamma^t \omega_i} \omega_i = \sum_{i=1}^{n} \frac{\exp \beta^t z_i}{1 + \exp \beta^t z_i} \omega_i \]

\[
= \sum_{i=1}^{n} \frac{\exp \alpha^t x_i}{1 + \exp \alpha^t x_i} \omega_i
\]

in the logit example. This means, in other words, that the projection \( \gamma \) of the projection \( \beta \) of \( \alpha \) is the projection of \( \alpha \) on the smaller subspace, a model-choice version of the two projection theorem. Notice also that the distance between these projections is additive:

\[
d(f(\cdot \mid \alpha), f(\cdot \mid \gamma)) = d(f(\cdot \mid \alpha), f(\cdot \mid \beta)) + d(f(\cdot \mid \beta), f(\cdot \mid \gamma)).
\]

For the variable selection scheme exposed in Section 7.5, this means that, once a submodel has been rejected as being too far from the full model, all its submodels are also rejected. See Dupuis and Robert (2001) for more details.
You can turn the worse that comes to your advantage if you only think, his father has always said, and certainly Abell Cauthon was the best horse trader in the Two Rivers. (...) All because he thought about things from every side that there was.


8.1 Introduction

Chapters 1 through 3 repeatedly mentioned that the Bayes estimators are instrumental for the frequentist notions of optimality, in particular, for admissibility. This chapter provides a more detailed description of this phenomenon. In Section 8.2, we consider the performances of the Bayes and generalized Bayes estimators in terms of admissibility. Then, Section 8.3 studies Stein’s sufficient condition in order to relate the admissibility of a given estimator with a sequence of prior distributions. The notion of complete class introduced in Section 8.4 is also fundamental because it provides a characterization of admissible estimators, or at least a substantial reduction in the class of acceptable estimators. We show that, in many cases, the set of the Bayes estimators constitutes a complete class and that, in other cases, it is necessary to include generalized Bayes estimators. From a more general, although non-Bayesian, perspective, Section 8.5 presents a method introduced by Brown (1971), and developed by Hwang (1982b), that provides necessary admissibility conditions. For a more technical survey of these topics, see Rukhin (1995).

8.2 Admissibility of Bayes estimators

8.2.1 General characterizations

Recall the two following results about the admissibility of (proper) Bayes estimators, already stated in Chapter 2 (Propositions 2.4.22 and 2.4.23):
Proposition 8.2.1  If a Bayes estimator is unique, it is admissible.

Proposition 8.2.2  When the risk function is continuous in $\theta$ for every estimator $\delta$, if $\pi$ is equivalent to the Lebesgue measure on $\Theta$, that is, is absolutely continuous with a positive density on $\Theta$, then a Bayes estimator associated with $\pi$ is admissible.

On the contrary, if the support of $\pi$ is different from the whole space, it is possible that an associated Bayes estimator is inadmissible. Similarly, the Bayes estimators will often be inadmissible when the Bayes risk is infinite.

Example 8.2.3  Consider a normal setting $x \sim \mathcal{N}(\theta, 1)$ with a conjugate prior $\theta \sim \mathcal{N}(0, \sigma^2)$. The posterior distribution is then $\mathcal{N}(\frac{\sigma^2}{\sigma^2 + 1} x, \frac{\sigma^2}{\sigma^2 + 1})$ and the Bayes estimator under quadratic loss is $\delta_\pi(x) = \frac{\sigma^2}{\sigma^2 + 1} x$, which is admissible, as shown in Corollary 8.2.14. On the contrary, if the quadratic loss is modified into

$$L_\alpha(\theta, \delta) = e^{\theta^2/2\alpha} e^{-(\theta - \bar{\delta}(x))^2/2\sigma^2} / e^{-(\theta - \bar{\delta}(x))^2/2\sigma^2}$$,

the corresponding Bayes estimator is inadmissible for $\alpha$ small enough. In fact, the formal generalized Bayes estimator associated with $L_\alpha$ is

$$\delta_\alpha^\pi(x) = \frac{\sigma^2 + 1}{\sigma^2 + 1 - \alpha} \bar{\delta}(x)$$,

provided both integrals are finite. Since

$$\exp \left\{ \frac{\theta^2}{2\alpha} - (\theta - \bar{\delta}(x))^2 \frac{\sigma^2 + 1}{2\sigma^2} \right\} = \exp \left\{ -\frac{\theta^2}{2} \left( \frac{\sigma^2 + 1}{\sigma^2} - \frac{1}{\alpha} \right) + \bar{\delta}(x)\frac{\sigma^2 + 1}{\sigma^2} - \bar{\delta}(x)^2 \frac{\sigma^2 + 1}{2\sigma^2} \right\},$$

$\delta_\alpha^\pi$ is defined for $\alpha > \frac{\sigma^2}{\sigma^2 + 1}$ and

$$\delta_\alpha^\pi(x) = \frac{\sigma^2 + 1}{\sigma^2} \left( \frac{\sigma^2 + 1}{\sigma^2} - \alpha^{-1} \right)^{-1} \bar{\delta}(x) = \frac{\alpha}{\alpha - \frac{\sigma^2}{\sigma^2 + 1}} \bar{\delta}(x).$$

The corresponding Bayes estimator is

$$r(\pi) = \int_{-\infty}^{+\infty} e^{\theta^2/2\alpha} e^{-\theta^2/2\sigma^2} d\theta,$$

that is, is infinite for $\alpha \leq \sigma^2$. Moreover, since

$$\frac{\alpha}{\alpha - \frac{\sigma^2}{\sigma^2 + 1}} \bar{\delta}(x) = \frac{\alpha}{\alpha - \frac{\sigma^2}{\sigma^2 + 1}} \frac{\sigma^2}{\sigma^2 + 1} x = \frac{\alpha}{\alpha \frac{\sigma^2 + 1}{\sigma^2} - 1} x,$$
the Bayes estimator $\delta_\alpha^\pi(x)$ is of the form $cx$ with $c > 1$ when

$$\alpha > \alpha \frac{\sigma^2 + 1}{\sigma^2} - 1,$$

that is, when $\alpha < \sigma^2$. And, in this case,

$$R(\theta, \delta_\alpha^\pi) = \mathbb{E}_\theta[(cx - \theta)^2]e^{\theta^2/2}\alpha$$

implies that $\delta_\alpha^\pi$ is inadmissible, since it is dominated by $\delta_0(x) = x$. However, $\delta_0$ is also a Bayes estimator under $L_\alpha$ when $\alpha < \sigma^2$, since the Bayes risk is infinite. It is interesting to recognize that the limiting case $\alpha = \sigma^2$ leads to the admissible estimator $\delta_\pi^\sigma(x) = x$ with an infinite Bayes risk.

**Example 8.2.4** Consider $y \sim \sigma^2 \chi^2_p$. The conjugate prior distribution for $\sigma^2$ is the inverse gamma distribution $\mathcal{IG}(\nu/2, \alpha/2)$ (see Chapter 3) and $\pi(\sigma^2|y)$ is the distribution $\mathcal{IG}((\nu+p)/2, (\alpha+y)/2)$, leading to the following posterior expectation:

$$\delta_{\nu,\alpha}^\pi(y) = \mathbb{E}^\pi[\sigma^2|y] = \frac{\alpha + y}{\nu + p - 2}.$$

Consider $\nu = 2$. In this case, $\delta^\pi(y) = (y/p) + (\alpha/p)$. Since $y/p$ is an unbiased estimator of $\sigma^2$, the estimators $\delta_{2,\alpha}^\pi$ are not admissible under square error (as $\alpha > 0$). The same result holds when $\nu < 2$. It is easy to check that the Bayes risk of $\delta^\pi$ is infinite in this case (see Lehmann (1983, p. 270)).

**Example 8.2.5** The constant estimators $\delta_0(x) = \theta_0$ are the Bayes estimators corresponding to a Dirac mass prior in $\theta_0$, and are almost always admissible under quadratic losses. In fact,

$$\mathbb{E}_{\theta_0}[(\delta(x) - \theta_0)^2] = (\mathbb{E}_{\theta_0}[\delta(x)] - \theta_0)^2 + \text{var}_{\theta_0}(\delta(x)) = 0$$

implies that $\text{var}_{\theta_0}(\delta(x)) = 0$ and therefore that $\delta(x) = \theta_0$ uniformly, unless the distribution is degenerated in $\theta_0$ (see Exercise 8.4).

A result similar to Proposition 8.2.2 can be established in the discrete case (the proof is straightforward and left as an exercise).

**Proposition 8.2.6** If $\Theta$ is a discrete set and $\pi(\theta) > 0$ for every $\theta \in \Theta$, then a Bayes estimator associated with $\pi$ is admissible.

### 8.2.2 Boundary conditions

We saw in Section 3.3 that, if $x$ has a distribution from an exponential family

$$f(x|\theta) = h(x)e^{\theta \cdot T(x) - \psi(\theta)},$$


the conjugate distributions are also in exponential families and the posterior expectation of the mean of $T(x)$ is then affine in $T(x)$, that is,

\[
\mathbb{E}^\pi [\nabla \psi(\theta)|x] = \frac{T(x) + t_0}{\lambda + 1} = \frac{1}{\lambda + 1} T(x) + \frac{\gamma_0 \lambda}{\lambda + 1},
\]

when

\[
\pi(\theta|t_0, \lambda) = e^{\theta \cdot t_0 - \lambda \psi(\theta)}
\]

and $\gamma_0 = t_0/\lambda$. In the case when $\theta \in \mathbb{R}$ and the natural parameter space is $N = [\underline{\theta}, \overline{\theta}]$, Karlin (1958) exhibits a sufficient admissibility condition for these estimators of the mean (see also Exercises 8.1 and 8.2).

**Theorem 8.2.7** If $\lambda > 0$, a sufficient condition for the estimator (8.2.1) to be admissible under a quadratic loss is that, for every $\overline{\theta} < \theta_0 < \underline{\theta}$,

\[
\int_{\theta_0}^{\overline{\theta}} e^{-\gamma_0 \lambda \theta + \lambda \psi(\theta)} d\theta = \int_{\overline{\theta}}^{\theta_0} e^{-\gamma_0 \lambda \theta + \lambda \psi(\theta)} d\theta = +\infty.
\]

This theorem is derived from the Cramér–Rao inequality (Lehmann and Casella (1998)). It also appears as a corollary to Stein's necessary and sufficient condition (see Section 8.3.3). Berger (1982b) considers the reciprocal to Theorem 8.2.7, that is, shows that, under a few additional assumptions, this condition is also necessary (see Exercise 8.12).

**Example 8.2.8 (Example 8.2.4 continued)** For the chi-squared distribution, the natural parameterization is

\[
\theta = \frac{1}{\sigma^2}, \quad T(y) = -\frac{1}{2} y, \quad \psi(\theta) = -\frac{p}{2} \log(\theta),
\]

and

\[
\int_{0}^{c} e^{-\gamma_0 \lambda \theta - \lambda \psi(\theta)} d\theta
\]

is infinite if $\lambda p \geq 2$. Similarly,

\[
\int_{c}^{+\infty} e^{-\gamma_0 \lambda \theta - \lambda \psi(\theta)} d\theta = +\infty
\]

if $\gamma_0 \lambda < 0$ or $\gamma_0 \lambda = 0$ and $\lambda p \leq 2$. Therefore, the Bayes estimator

\[
\delta^\pi(y) = \frac{\gamma_0 \lambda}{1 + \lambda} \frac{1}{2} \frac{y}{\sigma^2}
\]

is admissible if $\gamma_0 = 0$ and $\lambda = 2/p$ or $\gamma_0 < 0$ and $\lambda \geq 2/p$; these conditions lead to the estimators

\[
\varphi_1(y) = \frac{p}{p + 2} \left( -\frac{y}{2} \right) \quad \text{and} \quad \varphi_2(y) = \frac{\gamma_0 \lambda}{1 + \lambda} + \frac{1}{1 + \lambda} \left( -\frac{y}{2} \right),
\]

for the estimation of $\mathbb{E}_{\sigma}(-y/2) = -\frac{p}{2} \sigma^2$, that is, to the following admissible Bayes estimators of $\sigma^2$:

\[
\delta_1(y) = \frac{y}{p + 2} \quad \text{and} \quad \delta_2(y) = ay + b, \quad b > 0, \; 0 \leq a \leq \frac{1}{p + 2}.
\]
Example 8.2.9 Consider $x \sim B(n, p)$. The natural parameterization is given by $\theta = n \log(p/q)$ since

$$f(x|\theta) = \binom{n}{x} e^{(x/n)\theta} \left(1 + e^{\theta/n}\right)^{-n}.$$  

Then the two integrals

$$\int_{-\infty}^{\theta_0} e^{-\gamma_0 \lambda \theta} \left(1 + e^{\theta/n}\right)^\lambda d\theta \quad \text{and} \quad \int_{\theta_0}^{+\infty} e^{-\gamma_0 \lambda \theta} \left(1 + e^{\theta/n}\right)^\lambda d\theta$$

cannot diverge simultaneously if $\lambda < 0$. Consider thus $\lambda > 0$. The second integral is divergent at $+\infty$ if $\lambda(1 - \gamma_0) > 0$, that is, if $\gamma_0 < 1$. And the first integral is divergent at $-\infty$ if $\gamma_0 \lambda \geq 0$. We then derive from Theorem 8.2.7 that a class of admissible Bayes estimators of $p$ is

$$\delta^\pi(x) = a \frac{x}{n} + b, \quad 0 \leq a \leq 1, \quad b \geq 0, \quad a + b \leq 1.$$  

8.2.3 Inadmissible generalized Bayes estimators

Given that the Bayes estimators are not necessarily admissible, inadmissibility occurs more frequently for generalized Bayes estimators. The particular case when the Bayes risk of a generalized Bayes estimator is finite (and thus when this estimator is admissible—see Proposition 2.4.25) does not occur very often, except in testing and other bounded loss settings (see Example 2.4.26), and it is then necessary to use more advanced results to establish admissibility, such as Stein’s condition (Section 8.3.3).

Example 8.2.10 Consider $x \sim N_p(\theta, I_p)$ and $\delta_0(x) = x$; $\delta_0$ is a generalized Bayes estimator for the prior distribution $\pi(\theta) = 1$. The Stein effect (Note 2.8.2) states that $\delta_0$ is admissible under quadratic loss if $p \leq 2$ (see Corollary 8.2.14) and inadmissible otherwise.

Example 8.2.11 The prior distribution used in Example 8.2.10 can also produce more extreme cases of inadmissibility. For instance, if $\pi(\theta) = 1$ and if the parameter of interest is $\eta = ||\theta||^2$, Example 3.5.7 has shown that the posterior distribution of $\eta$ is a $\chi^2_p(||x||^2)$ distribution, leading to the following generalized Bayes estimator:

$$\delta^\pi(x) = ||x||^2 + p.$$  

As already stated, this estimator is inadmissible and dominated by $\tilde{\delta}(x) = (||x||^2 - p)^+$. Example 3.5.7 proposes an alternative prior distribution that is more appropriate in this setting.

Example 8.2.12 Consider $x \sim G(\alpha, \theta)$ when $\alpha$ is known. Because $\theta$ is a scale parameter, $\pi(\theta) = 1/\theta$ is an appropriate noninformative distribution.
(see Chapter 9). The corresponding posterior distribution is \( G(\alpha, x) \) and thus
\[
\delta^\pi(x) = \frac{\alpha}{x}
\]
is the generalized Bayes estimator of \( \theta \) under quadratic loss. For an estimator of the form \( \delta_c(x) = c/x \), the quadratic risk is
\[
R(\theta, \delta_c) = \mathbb{E}_\theta \left( \frac{c}{x} - \theta \right)^2 = c^2 \mathbb{E}_\theta(x^{-2}) - 2c\theta \mathbb{E}_\theta(x^{-1}) + \theta^2.
\]
For \( \alpha > 2 \), we have
\[
\mathbb{E}_\theta(x^{-2}) = \frac{1}{\Gamma(\alpha)} \int_0^{+\infty} x^{-2} x^{\alpha-1} \theta e^{-\theta x} dx = \frac{\theta^2 \Gamma(\alpha-2)}{\Gamma(\alpha)} = \frac{\theta^2}{(\alpha-1)(\alpha-2)}
\]
and
\[
\mathbb{E}_\theta(x^{-1}) = \frac{1}{\Gamma(\alpha)} \int_0^{+\infty} \theta x^{\alpha-2} e^{-\theta x} dx = \frac{\theta}{\Gamma(\alpha-1)} = \frac{\theta}{\alpha-1}.
\]
This implies that the best estimator of the form \( \delta_c \) is associated with
\[
c^* = \frac{\theta \mathbb{E}_\theta(x^{-1})}{\mathbb{E}_\theta(x^{-2})} = \frac{\theta^2/(\alpha-1)}{\theta^2/(\alpha-1)(\alpha-2)} = \alpha - 2,
\]
and thus that \( \delta^\pi \) is dominated by \( \delta_{c^*} \).

The three previous examples show that all behaviors are indeed possible for generalized Bayes estimators, from the admissibility of \( x \) for \( p = 1, 2 \) (Example 8.2.10) to the strong inadmissibility of the estimators in Examples 8.2.11 and 8.2.12, including the weak\(^1\) inadmissibility of \( x \) for \( p \geq 3 \) (Example 8.2.10).

### 8.2.4 Differential representations

For multidimensional exponential families, Brown and Hwang (1982) have extended Theorem 8.2.7 to arbitrary generalized prior distributions. Consider a random variable
\[
x \sim f(x|\theta) = h(x) e^{\theta x - \psi(\theta)},
\]
\(^1\) In fact, \( \delta_0(x) = x \) is still a minimax estimator for every dimension and the estimators that dominate \( \delta_0 \) only improve significantly upon \( \delta_0 \) (in terms of risk) in a relatively small region of the sample space (see, for instance, Bondar (1987)). The practical implication of this property is that, without prior information on \( \theta \), the domination of \( \delta_0 \) is mostly formal.
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where \( \theta \) and \( x \) belong to \( \mathbb{R}^p \) and recall that the mean of this distribution is \( \nabla \psi(\theta) \). Given a measure \( \pi \) with density \( g \) on \( \Theta \), we assume that

\[
I_x(\nabla g) = \int \|\nabla g(\theta)\| e^{\theta.x - \psi(\theta)} \, d\theta < +\infty.
\]

When estimating \( \nabla \psi(\theta) \) under quadratic loss, the Bayes estimator associated with \( g \) can be written as the differential representation

\[
\delta_g(x) = x + \frac{I_x(\nabla g)}{I_x(g)}.
\]

The following conditions on \( g \):

\[
\int_{\{||\theta|| > 1\}} \frac{g(\theta)}{||\theta||^2 \log^2(||\theta|| \vee 2)} \, d\theta < \infty, \tag{8.2.4}
\]

\[
\int \frac{||\nabla g(\theta)||^2}{g(\theta)} \, d\theta < \infty, \tag{8.2.5}
\]

and

\[
\forall \theta \in \Theta, \quad R(\theta, \delta_g) < \infty, \tag{8.2.6}
\]

are sufficient to establish the admissibility of \( \delta_g \).

**Theorem 8.2.13** Under the conditions (8.2.4), (8.2.5), and (8.2.6), the estimator (8.2.3) is admissible.

The proof of this result is deferred until Example 8.3.5 because it relies on Blyth’s condition given in Section 8.3.2. Notice that this result has important consequences, since it covers the estimation of the expectation parameter for all continuous exponential families on \( \mathbb{R}^p \). For instance, it gives, as a particular application, Stein’s (1955b) admissibility result for all exponential families. It also generalizes Zidek (1970), who was dealing with the one-dimensional case (see Exercise 8.8).

**Corollary 8.2.14** If \( \Theta = \mathbb{R}^p \) and \( p \leq 2 \), the estimator \( \delta_0(x) = x \) is admissible.

**Proof.** Consider \( g \equiv 1 \), then \( \nabla g \equiv 0 \) and \( \delta_g(x) = x \). Conditions (8.2.4), (8.2.5) and (8.2.6) being satisfied, \( \delta_g \) is admissible. \( \square \)

**Example 8.2.15** (Example 8.2.10 continued) If \( x \sim \mathcal{N}_p(\theta, I_p) \), \( \theta \) is the natural parameter of the distribution and Corollary 8.2.14 actually reproduces Stein’s (1955a) original result. Notice that Theorem 8.2.13 also provides a means to check the admissibility of other generalized Bayes estimators of \( \theta \), including those considered by Strawderman (1971) (see Exercise 10.5) and Berger (1980a).

**Example 8.2.16** Consider \( x_1, x_2 \), two random variables from \( \mathcal{P}(\lambda_i) \) \( (i = 1, 2) \). If \( \theta_i = \log(\lambda_i) \), \( \delta_0(x) = (x_1, x_2) \) is an admissible estimator of \( (\lambda_1, \lambda_2) = (e^{\theta_1}, e^{\theta_2}) \). This result does not extend to larger dimensions, as shown by Hwang (1982a) and Johnstone (1984).
Brown and Hwang (1982) present various generalizations of Theorem 8.2.13 allowing us to include cases where \( \Theta \neq \mathbb{R}^p \), like the gamma and geometric distributions. They also show that, in the special case of \( p \) observations \( x_i \) from independent Poisson distributions, \( \mathcal{P}(\lambda_i) \), the generalized Bayes estimator

\[
\delta_{CZ}(x) = \left[ 1 - \frac{\beta + p - 1}{\beta + p - 1 + S} \right] x,
\]

with \( S = \sum_i x_i \), which was proposed by Clevenson and Zidek (1975) to improve upon \( x = (x_1, \ldots, x_p) \), is admissible for \( \beta > 0 \) and \( p \geq 2 \) under the loss

\[
L(\theta, \delta) = \sum_{i=1}^{p} \frac{1}{\lambda_i} (\delta - \lambda_i)^2.
\]

Das Gupta and Sinha (1986) also provide sufficient admissibility conditions for the estimation of independent gamma means.

### 8.2.5 Recurrence conditions

In the particular case of a normal multidimensional distribution, \( \mathcal{N}_p(\theta, \Sigma) \), when \( \Sigma \) is known, Brown (1971) characterizes more thoroughly the admissible Bayes estimators under quadratic loss by providing a necessary and sufficient condition, based on a Markovian representation of the estimation problem. (Notice that Shinozaki (1975) implies that the choice \( \Sigma = I_p \) does not restrict the generality of the treatment (see Section 2.5.1 and Exercise 2.39).)

**Theorem 8.2.17** Consider \( x \sim \mathcal{N}_p(\theta, I_p) \). A generalized Bayes estimator of the form

\[
\delta(x) = (1 - h(||x||))x
\]

is

(i) inadmissible if there exist \( \epsilon > 0 \) and \( K < +\infty \) such that, for \( ||x|| > K \),

\[
||x||^2 h(||x||) < p - 2 - \epsilon;
\]

and

(ii) admissible if there exist \( K_1 \) and \( K_2 \) such that \( h(||x||)||x|| \leq K_1 \) for every \( x \) and, for \( ||x|| > K_2 \),

\[
||x||^2 h(||x||) \geq p - 2.
\]

The proof of this result is quite advanced and the derivation of (i) and (ii) involves the recurrence or the transience of a random process\(^2\) associated with \( \delta \). (See Srinivasan (1981) for a simpler description.) Part (i) also

\(^2\) Random walks are always recurrent in dimensions 1 or 2 and may be transient for larger dimensions (see Feller (1971) or Meyn and Tweedie (1993)). The connection exhibited by Brown (1971) then points out that the similar role of \( p = 3 \) as a limiting case in both problems is not coincidental.
appears as a consequence of Lemma 8.5.1. Notice the factor \((p-2)\), which delineates the boundary between admissibility and inadmissibility of the usual estimator \(\delta_0(x) = x\). The relation between this result and the Stein phenomenon is explained in Section 8.5.

Johnstone (1984) provides an equivalent to Theorem 8.2.17 in the case of a Poisson model. If \(x_i \sim \mathcal{P}(\lambda_i)\) \((i = 1, \ldots, p)\), the parameter \(\lambda = (\lambda_1, \ldots, \lambda_p)\) is estimated under the loss

\[
\sum_{i=1}^{p} \frac{1}{\lambda_i}(\delta_i - \lambda_i)^2.
\]

Then:

**Theorem 8.2.18** A generalized Bayes estimator of the form

\[
\delta(x) = (1 - h(s))x,
\]

where \(s = \sum_i x_i\), is

(i) inadmissible if there exist \(\epsilon > 0\) and \(K < +\infty\) such that, for \(s > K\),

\[
sh(s) < (p - 1 - \epsilon);
\]

and

(ii) admissible if there exist \(K_1\) and \(K_2\) such that \(\sqrt{s}h(s) \leq K_1\) for every \(s\) and, for \(s > K_2\),

\[
sh(s) \geq (p - 1).
\]

Eaton (1992) exhibits connections similar to those of Brown (1971) between the admissibility of an estimator and the recurrence of an associated Markov chain. We mention the main results of this paper below but urge the reader to investigate the paper not only for the proofs, but also for its deeper implications. The problem considered by Eaton (1992) is to determine whether, for a bounded function \(g(\theta)\), a generalized Bayes estimator associated with a prior measure \(\pi\) is admissible under quadratic loss. Assuming that the posterior distribution \(\pi(\theta|x)\) is well defined, we consider the transition kernel

\[
K(\theta|\eta) = \int_X \pi(\theta|x) f(x|\eta) \, dx,
\]

which is associated with a Markov chain \((\theta^{(n)})\) generated as follows. The transition from \(\theta^{(n)}\) to \(\theta^{(n+1)}\) is done by generating first \(x \sim f(x|\theta^{(n)})\), and then \(\theta^{(n+1)} \sim \pi(\theta|x)\). (For the use of this kernel in Markov Chain Monte Carlo methods, and more details about Markov chain theory, see Chapter 6.) For every measurable set \(C\) such that \(\pi(C) < +\infty\), we define

\[
V(C) = \{h \in L^2(\pi); h(\theta) \geq 0 \text{ and } h(\theta) \geq 1 \text{ when } \theta \in C\}
\]

and

\[
\Delta(h) = \int \int \{h(\theta) - h(\eta)\}^2 K(\theta|\eta) \pi(\eta) \, d\theta \, d\eta.
\]
The following result then characterizes admissibility for all bounded functions in terms of $\Delta$ and $V(C)$, that is, independently of the estimated functions $g$:

**Theorem 8.2.19** If, for every $C$ such that $\pi(C) < +\infty$,

\[ \inf_{h \in V(C)} \Delta(h) = 0, \]  

then the Bayes estimator $\mathbb{E}^\pi[g(\theta)|x]$ is admissible under quadratic loss for every bounded function $g$.

This result is obviously quite general, but only mildly helpful in the sense that the practical verification of (8.2.8) for every set $C$ can be overwhelming. Notice also that (8.2.8) always holds when $\pi$ is a proper prior distribution, since $h \equiv 1$ belongs to $L^2(\pi)$ and $\Delta(1) = 0$ in this case. The extension to improper priors then considers approximations of 1 by functions in $V(C)$. (See Chapter 9 for a similar relation between amenability and minimaxity.) Eaton (1992) exhibits a connection with the Markov chain $(\theta(n))$, which gives a condition equivalent to Theorem 8.2.19. First, for a given set $C$, a stopping rule $\sigma_C$ is defined as the first integer $n > 0$ such that $(\theta(n))$ belongs to $C$ (and $+\infty$ otherwise). The chain $(\theta(n))$ is said to be $\pi$-recurrent if the probability that $\sigma_C$ is finite is 1 for $\pi$-almost every starting point $\theta(0)$.

**Theorem 8.2.20** For every set $C$ such that $\pi(C) < +\infty$,

\[ \inf_{h \in V(C)} \Delta(h) = \int_C \left\{ 1 - P(\sigma_C < +\infty | \theta(0) = \eta) \right\} \pi(\eta) \, d\eta. \]

Therefore, the generalized Bayes estimators of bounded functions of $\theta$ are admissible if the associated Markov chain $(\theta(n))$ is $\pi$-recurrent.

We refer to Note 8.7.1 and to Eaton (1992, 1999) for extensions, examples, and comments on this result. Its principal appeal is that, besides its mathematical elegance, the verification of the recurrence of the Markov chain $(\theta(n))$ is much easier to operate than the determination of the lower bound of $\Delta(h)$. Moreover, it suggests a possible numerical verification of admissibility based on the generation of the chain $(\theta(n))$, which is in a way similar to the numerical minimaxity verification proposed in Berger and Robert (1990).

### 8.3 Necessary and sufficient admissibility conditions

The results obtained in the previous section only apply to generalized Bayes estimators. Moreover, some conditions are rather arduous to verify—see, e.g., (8.2.4) or (8.2.5). We present in this section a general necessary and sufficient admissibility condition that does not require estimators to be generalized Bayes estimators. It somehow formalizes our repeated assertion that “admissible estimators are limits of Bayes estimators....” A first
version of Stein’s condition only allows for the comparison of continuous risk estimators, but Section 8.3.1 shows why it is usually sufficient to consider continuous risk estimators.

8.3.1 Continuous risks

It is often necessary to restrict the scope of the study to continuous risk function estimators in order to produce a sufficient admissibility condition. However, in some settings, all estimators have continuous risks. In other cases, the admissible estimators necessarily have continuous risks.

Lemma 8.3.1 Consider $\Theta \subset \mathbb{R}^m$. The loss function $L(\theta, \delta)$ is assumed to be bounded and continuous as a function of $\theta$ for every $\delta \in D$. If $f(x|\theta)$ is continuous in $\theta$ for every $x$, the risk function of every estimator is continuous.

Proof. Given an estimator $\delta$, the difference of the risks in $\theta$ and $\theta' \in \Theta$ is

$$|R(\theta, \delta) - R(\theta', \delta)| = \left| \int L(\theta, \delta(x))f(x|\theta)\,dx - \int L(\theta', \delta(x))f(x|\theta')\,dx \right|$$

$$\leq \int |L(\theta, \delta(x)) - L(\theta', \delta(x))|f(x|\theta)\,dx$$

$$+ \int L(\theta, \delta(x))(f(x|\theta) - f(x|\theta'))\,dx.$$

Since $L$ is continuous and bounded by $C$, there exist $\eta_0 > 0$ and a compact set $K_0$ such that

$$\int_{K_0^c} f(x|\theta)\,dx < \frac{\epsilon}{8C}$$

and

$$\int_{K_0} |L(\theta, \delta(x)) - L(\theta', \delta(x))|f(x|\theta)\,dx < \frac{\epsilon}{4}$$

when $||\theta - \theta'|| < \eta_0$. Thus,

$$\int |L(\theta, \delta(x)) - L(\theta', \delta(x))|f(x|\theta)\,dx < \frac{\epsilon}{2}.$$

Moreover, $f(x|\theta)$ being a continuous function of $\theta$, a similar argument can be applied: there exist $\eta_1 > 0$ and a compact set $K_1$ such that

$$\left| \int L(\theta, \delta(x))(f(x|\theta) - f(x|\theta'))\,dx \right| \leq C \int_{K_1} |f(x|\theta) - f(x|\theta')|\,dx$$

$$+ C \int_{K_1^c} [f(x|\theta) + f(x|\theta')]\,dx < \frac{\epsilon}{2}$$

and

$$\int_{K_1^c} f(x|\theta)\,dx < \frac{\epsilon}{8C},$$

when $||\theta - \theta'|| < \eta_1$. Therefore, $R(\theta, \delta)$ is continuous.

Lemma 8.3.1 is somehow of limited interest, since the most delicate admissibility problems occur when $L$ is unbounded. Some settings still allow
for a reduction in the class of estimators to consider to the class of continuous risk estimators, that is, for a complete class characterization.

**Definition 8.3.2** A class $\mathcal{C}$ of estimators is said to be complete if, for every $\delta' \not\in \mathcal{C}$, there exists $\delta \in \mathcal{C}$ that dominates $\delta'$. The class is essentially complete if, for every $\delta' \not\in \mathcal{C}$, there exists $\delta \in \mathcal{C}$ that is at least as good as $\delta'$.

Apart from trivial cases such as the class of all estimators, the determination of useful complete classes is not always possible. For instance, there are cases when the class of admissible estimators is not a complete class although such settings seldom occur (see Blackwell and Girshick (1954, Theorem 5.7.1) or Brown (1976)). Section 8.4 analyzes the relations between Bayes estimators, generalized Bayes estimators, and complete classes. The following result is a complete class lemma giving sufficient conditions for considering continuous risk estimators only.

**Lemma 8.3.3** Consider a statistical decision model $\mathcal{X}, \Theta \subset \mathbb{R}$ with a closed decision space $\mathcal{D} \subset \mathbb{R}$. Assume that $f(x|\theta)$ has the monotone likelihood ratio property and is continuous in $\theta$. If

(i) $L(\theta, d)$ is a continuous function of $\theta$ for every $d \in \mathcal{D}$;
(ii) $L$ is decreasing in $d$ for $d < \theta$ and increasing for $d > \theta$; and
(iii) there exist two functions $K_1$ and $K_2$ bounded on the compact subsets of $\Theta$, such that

$$L(\theta_1, d) \leq K_1(\theta_1, \theta_2)L(\theta_2, d) + K_2(\theta_1, \theta_2),$$

then the estimators with finite and continuous risks form a complete class.

See Ferguson (1967) and Brown (1976) for additional results. For instance, it is possible to show that, if the problem is monotone, then monotone estimators constitute a complete class (see Exercise 8.23 and Theorem 5.4.4).

8.3.2 Blyth’s sufficient condition

Prior to Stein’s (1955b) derivation of his necessary and sufficient condition (Section 8.3.3), Blyth (1951) proposed a sufficient admissibility condition, relating admissibility of an estimator with the existence of a sequence of prior distributions approximating this estimator.

**Theorem 8.3.4** Consider a nonempty open set $\Theta \subset \mathbb{R}^p$. Assume that the estimators with continuous risk constitute a complete class. If, for a continuous risk estimator $\delta_0$, there exists a sequence $(\pi_n)$ of generalized prior distributions such that

(i) $r(\pi_n, \delta_0)$ is finite for every $n$;
(ii) for every nonempty open set $C \subset \Theta$, there exist $K > 0$ and $N$ such that, for every $n \geq N$, $\pi_n(C) \geq K$; and

(iii) $\lim_{n \to +\infty} r(\pi_n, \delta_0) - r(\pi_n) = 0$;

then the estimator $\delta_0$ is admissible.

Proof. If $\delta_0$ is not admissible, there exists an estimator $\delta'$ dominating $\delta_0$, that is, such that $R(\theta, \delta) - R(\theta, \delta') \geq 0$ and $R(\theta, \delta) - R(\theta, \delta') > \epsilon$ on an open set $C \subset \Theta$ (for $\epsilon$ small enough). It then follows from assumptions (i) and (ii), that for $n \geq N$,

$$r(\pi_n, \delta_0) - r(\pi_n) \geq r(\pi_n, \delta_0) - r(\pi_n, \delta') = \mathbb{E}^\pi[R(\theta, \delta_0) - R(\theta, \delta')] \geq \int_C (R(\theta, \delta_0) - R(\theta, \delta')) \pi_n(\theta) d\theta \geq \epsilon \int_C \pi_n(\theta) d\theta \geq \epsilon K.$$

This result can be used to establish the admissibility of generalized Bayes estimators, since the measures $\pi$ associated with these estimators can be written as limits of sequences of proper distributions $\pi_n$. However, the choice of these sequences is not necessarily straightforward, as shown by Berger (1982b) or Brown and Hwang (1982). Theorem 8.3.4 also applies to other estimators, in settings where there exist admissible estimators that are not generalized Bayes (see Section 8.4).

Example 8.3.5 The proof of Theorem 8.2.13 is a first illustration of Blyth’s condition. Consider $h_n$ taking values in $[0,1]$, differentiable, satisfying $h_n(\theta) = 0$ if $||\theta|| > n$ and $h_n(\theta) = 1$ on a set $S$ such that

$$\int_S g(\theta) d\theta > 0.$$

We then define a sequence of associated measures with densities $g_n(\theta) = h_n^2(\theta) g(\theta)$ and the corresponding Bayes estimator $\delta_n$. Reverting to the notation $I_x(.)$ introduced in (8.2.2), the difference of the integrated Bayes risks is

$$r(\pi_n, \delta_g) - r(\pi_n) = \int ||\delta_n(x) - \delta_g(x)||^2 I_x(g_n) dx$$

$$= \int \left|\left| \frac{I_x(\nabla g)}{I_x(g)} - \frac{I_x(h_n^2 \nabla g)}{I_x(g_n)} \right|\right|^2 I_x(g_n) dx,$$

using the representation (8.2.3). Therefore,

$$r(\pi_n, \delta_g) - r(\pi_n) \leq 2 \int \left|\left| \frac{I_x(\nabla g)}{I_x(g)} - \frac{I_x(h_n^2 \nabla g)}{I_x(g_n)} \right|\right|^2 I_x(g_n) dx.$$
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\[ +2 \int \left\| \frac{I_x(g \nabla h_n)}{I_x(g_n)} \right\|^2 I_x(g_n) \, dx \]

\[ = B_n + A_n. \]

The second term, \( A_n \), is bounded from above by

\[ 4 \int \left\| \nabla h_n(\theta) \right\|^2 g(\theta) \, d\theta. \]

In the particular case where \( h_n \) is

\[ h_n(\theta) = \begin{cases} 1 & \text{for } ||\theta|| < 1, \\ 1 - \frac{\log(||\theta||)}{\log(n)} & \text{for } 1 < ||\theta|| < n, \\ 0 & \text{otherwise}, \end{cases} \]

we have actually

\[ \left\| \nabla h_n(\theta) \right\|^2 \leq \frac{1}{||\theta||^2 \log^2(\max(||\theta||, 2))} \cdot \mathbf{I}_{||\theta|| > 1(\theta)}, \]

and condition (8.2.4) implies that \( A_n \) converges to 0 as \( n \) goes to infinity. The first term satisfies

\[ B_n = \int \left( I_x \left( g_n \frac{I_x(g)}{I_x(g_n)} - h_n^2 \nabla g \right) \right)^2 / (I_x(g_n)) \, dx \]

\[ = \int \left( I_x \left( g_n \left[ \frac{I_x(g)}{I_x(g_n)} - \frac{\nabla g}{g} \right] \right) \right)^2 / (I_x(g_n)) \, dx \]

\[ \leq \int I_x \left( g \left[ \frac{I_x(g)}{I_x(g_n)} - \frac{\nabla g}{g} \right] \right)^2 \, dx. \]

Using (8.2.5), we can then derive from the dominated convergence theorem that \( B_n \) goes to 0, since \( g_n \) converges to \( g \). This completes the proof of Theorem 8.2.13.

In practice, a usual way to apply Blyth’s condition to a generalized Bayes estimator, \( \delta_0 \), is to exhibit a sequence of proper Bayes estimators that converge to \( \delta_0 \), and then to de-normalize the sequence of the associated prior distributions by a suitable weight.

**Example 8.3.6** Consider \( x \sim \mathcal{N}(\theta, 1) \) and \( \delta_0(x) = x \), an estimator of \( \theta \). Because \( \delta_0 \) corresponds to \( \pi(\theta) = 1 \) under quadratic loss, we choose \( \pi_n \) as the measure with density

\[ g_n(x) = e^{-\theta^2/2n}, \]

that is, the density of the normal distribution \( \mathcal{N}(0, n) \) without the normalizing factor \( 1/\sqrt{2\pi n} \). Because the densities \( g_n \) increase with \( n \), condition (ii) of Theorem 8.3.4 is satisfied, as well as (i): the Bayes estimator for \( \pi_n \) is still

\[ \delta_n(x) = \frac{nx}{n + 1}. \]
since the absence of the normalizing factor is of no importance in this case, and
\[ r(\pi_n) = \int_{\mathbb{R}} \left[ \frac{\theta^2}{(n+1)^2} + \frac{n^2}{(n+1)^2} \right] g_n(\theta) \, d\theta \]
\[ = \sqrt{2\pi n} \frac{n}{n+1}, \]
while
\[ r(\pi_n, \delta_0) = \int_{\mathbb{R}} 1 \, g_n(\theta) \, d\theta = \sqrt{2\pi n}. \]
The two risks are then finite. Moreover,
\[ r(\pi_n, \delta_0) - r(\pi_n) = \frac{\sqrt{2\pi n}}{n+1} \]
converges to 0. The Blyth condition thus provides another proof of admissibility for \( \delta_0(x) = x \) in the normal case. On the contrary, the proof of the admissibility of \( \delta_0 \) in dimension two necessitates a more complex sequence (see Stein (1955a)).

**Example 8.3.7** Consider \( x \sim B(m, \theta) \). The inferential problem is to test the null hypothesis \( H_0 : \theta \leq \theta_0 \) under the quadratic loss introduced in Section 5.4,
\[ (\mathbb{I}_{[0, \theta_0]}(\theta) - \gamma(x))^2. \]
The \textit{p-value} is then
\[ \varphi(x) = P_{\theta_0}(X \geq x) = \sum_{k=x}^{m} \binom{m}{k} \theta_0^k (1 - \theta_0)^{m-k}. \]
In this case, the natural conjugate distributions are beta distributions. This suggests approximating \( \varphi(x) \) by a sequence of estimators associated with an appropriate sequence of beta distributions. In fact, \( \varphi(x) \) can be written (for \( x \neq 0 \))
\[ \varphi(x) = \frac{1}{B(x, m - x + 1)} \int_{0}^{\theta_0} t^{x-1}(1 - t)^{m-x} \, dt = P(T \leq \theta_0 | x) \]
when \( T \sim Be(x, m - x + 1) \), which corresponds to the generalized prior distribution
\[ \pi(\theta) = \theta^{-1} \quad (0 < \theta < 1). \]
Consider then \( \pi_n \) with density
\[ g_n(\theta) = \theta^{\alpha_n-1} \]
on \([0, 1]\) and let the sequence \((\alpha_n)\) go to 0. In this case, the Bayes procedure is
\[ \gamma_{\pi_n}(x) = P_{\pi_n}(\theta \leq \theta_0 | x) = \frac{1}{B(x + \alpha_n, m - x + 1)} \int_{0}^{\theta_0} t^{x+\alpha_n-1}(1 - t)^{m-x} \, dt \]
and

\[ r(\pi_n) = \sum_{k=0}^{m} B(k + \alpha_n, m - k + 1) \gamma^{\pi_n}(k)(1 - \gamma^{\pi_n}(k)); \]

\[ r(\pi_n, \varphi) = \sum_{k=0}^{m} B(k + \alpha_n, m - k + 1)(\gamma^{\pi_n}(k) - 2\gamma^{\pi_n}\varphi(k) + \varphi^2(k)). \]

Therefore,

\[ r(\pi_n, \varphi) - r(\pi_n) = \sum_{k=0}^{m} B(k + \alpha_n, m - k + 1)(\gamma^{\pi_n}(k) - \varphi(k))^2. \]

If \( k \neq 0 \), it is straightforward to verify that

\[ \lim_{\alpha_n \to 0} (\varphi(k) - \gamma^{\pi_n}(k))^2 = 0. \]

Similarly, we get

\[ \lim_{\alpha \to 0} \frac{\int_{\theta_0}^{\theta} t^{\alpha-1} (1-t)^{m-1} dt}{\int_{0}^{1} t^{\alpha-1} (1-t)^{m-1} dt} = 1, \]

which takes care of the case \( k = 0 \). Moreover, condition (ii) is also satisfied. The \( p \)-value \( \varphi \) is then admissible in this setting. Example 5.4.6 provides a more direct proof of this result because the Bayes risk is finite.

Examples 8.3.5 and 8.3.7 take advantage of a general result, namely, the fact that, under quadratic loss, condition (iii) of Theorem 8.3.4 implies the quadratic convergence of the Bayes estimators to \( \delta_0 \) in the sense of the marginal measures.

**Proposition 8.3.8** If \( L \) is a quadratic loss and if there exists a sequence \( (\pi_n) \) satisfying conditions (i), (ii) and (iii) of Theorem 8.3.4, then the Bayes estimators \( \delta^{\pi_n} \) converge quadratically to \( \delta_0 \) for the marginal measures

\[ m_n(x) = \int_{\Theta} f(x|\theta)\pi_n(\theta) \, d\theta. \]

**Proof.** It is enough to write the difference of the risks as

\[ r(\pi_n, \delta_0) - r(\pi_n) \]

\[ = \int_{\mathcal{X}} \int_{\Theta} (||\delta_0(x) - \theta||^2 - ||\delta^{\pi_n}(x) - \theta||^2)\pi_n(\theta|x) \, d\theta \, m_n(x) \, dx \]

\[ = \int_{\mathcal{X}} \left[ ||\delta_0(x) - \delta^{\pi_n}(x)||^2 \right. \]

\[ + 2(\delta_0(x) - \delta^{\pi_n}(x)) \cdot \left. \int_{\Theta} (\delta^{\pi_n}(x) - \theta)\pi_n(\theta|x) \, d\theta \right] m_n(x) \, dx \]

\[ = \int_{\mathcal{X}} ||\delta_0(x) - \delta^{\pi_n}(x)||^2 m_n(x) \, dx, \]

since

\[ \int_{\Theta} (\delta^{\pi_n}(x) - \theta)\pi_n(\theta|x) \, d\theta = 0. \]
Unfortunately, this convergence result depends on \((m_n)\), except when it is possible to establish a uniform equivalence with the Lebesgue measure, or another fixed measure, in which case there is quadratic convergence in the usual sense. This is, for instance, what occurs when the sequence \((m_n)\) is increasing, as in Examples 8.3.5, 8.3.6, and 8.3.7. Section 8.3.4 provides a more fundamental result of Brown (1986), which shows that pointwise convergence of the \(\delta^{\pi_n}\) to \(\delta_0\), independently of the measures \(m_n\), is actually necessary.

8.3.3 Stein’s necessary and sufficient condition

The completion of the previous condition by Stein (1955b) and Farrell (1968b) is even more important than Theorem 8.3.4, since it shows that all admissible estimators are limits of sequences of Bayes estimators (in the sense of the Bayes risk). The assumptions in Farrell (1968b) are that

(i) \(f(x|\theta)\) is continuous in \(\theta\) and strictly positive on \(\Theta\); and
(ii) the loss \(L\) is strictly convex, continuous and, if \(E \subset \Theta\) is compact,

\[
\lim_{||\delta|| \to +\infty} \inf_{\theta \in E} L(\theta, \delta) = +\infty.
\]

Notice that this second assumption necessarily eliminates bounded losses.

**Theorem 8.3.9** Under the hypotheses (i) and (ii), an estimator \(\delta\) is admissible if, and only if, there exist a sequence \((F_n)\) of increasing compact sets such that \(\Theta = \bigcup_n F_n\), a sequence \((\pi_n)\) of finite measures with support \(F_n\), and a sequence \((\delta_n)\) of Bayes estimators associated with \(\pi_n\) such that

(i) there exists a compact set \(E_0 \subset \Theta\) such that \(\inf_n \pi_n(E_0) \geq 1\);
(ii) if \(E \subset \Theta\) is compact, \(\sup_n \pi_n(E) < +\infty\);
(iii) \(\lim_n r(\pi_n, \delta) - r(\pi_n) = 0\); and
(iv) \(\lim_n R(\theta, \delta_n) = R(\theta, \delta)\).

This fundamental theorem underlies most of the admissibility and complete class results presented in Section 8.4. A proof of Theorem 8.3.9 is beyond our reach; see Farrell (1968b). The sufficient part of this result is close to Blyth’s condition, but the necessary part allows for the exclusion of many inadmissible estimators.

8.3.4 Another limit theorem

Brown (1986) provides an alternative, and quite general, characterization of admissible estimators. Consider \(x \sim f(x|\theta)\), with \(f(x|\theta) > 0\), and assume that \(D\) is a closed convex set. Moreover, the loss function \(L\) is supposed to be lower semicontinuous and such that

\[
\lim_{||\delta|| \to +\infty} L(\theta, \delta) = +\infty.
\]
(Notice that this is roughly assumption (ii) of Farrell (1968b).) The main result of Brown (1986) is to show that, under these conditions, the closure (for the pointwise convergence) of the set of the Bayes estimators is a complete class. The following convergence result rephrases this completeness (see Brown (1986, pp. 254–267)).

**Proposition 8.3.10** If \( L \) is strictly convex, every admissible estimator of \( \theta \) is a pointwise limit of Bayes estimators for a sequence of prior distributions with finite supports.

This result can be compared with the results of Dalal and Hall (1983) and Diaconis and Ylvisaker (1985), presented in Section 3.4, which show that, in an exponential family setting, every prior distribution is a limit of mixtures of conjugate prior distributions. Therefore, for exponential families, an admissible estimator is also a limit of Bayes estimators associated with a mixture of conjugate prior distributions. When the model is invariant under spherical transformations, the distributions with finite support can be replaced by distributions supported on embedded spheres, since they preserve symmetry. In this case, if \( \pi_c \) is the uniform distribution on the sphere with radius \( c \),

\[
S_c = \{ \theta; ||\theta|| = c \},
\]

and \( \delta_c \) is the associated Bayes estimator under quadratic loss, that is, the posterior mean, Robert (1990a) derives the following limit theorem.

**Proposition 8.3.11** If \( x \sim N_p(\theta, I_p) \) and \( \pi \) is a prior distribution which is spherically symmetric around 0, then there exist two sequences, \((q_n^i)\) and \((c_n^i)\), such that \( \sum_{i=1}^{n} q_n^i = 1 \) and

\[
m_\pi(x) = \int_{\mathbb{R}^p} f(x|\theta) \pi(\theta) \, d\theta = \lim_{n \to +\infty} \sum_{i=1}^{n} q_n^i m_{c_n^i}(x),
\]

where

\[
m_{c_n^i}(x) = \int_{\mathbb{R}^p} f(x|\theta) \pi_{c_n^i}(\theta) \, d\theta.
\]

Moreover, under quadratic loss,

\[
(8.3.1) \quad \delta_\pi(x) = \lim_{n \to +\infty} \sum_{i=1}^{n} \frac{q_n^i m_{c_n^i}(x)}{\sum_j q_n^j m_{c_n^j}(x)} \delta_{c_n^i}(x).
\]

Therefore, in the normal case, every Bayes estimator associated with a spherically symmetric prior distribution is a pointwise limit of Bayes estimators associated with uniform distributions on spheres. Recall that the estimators \( \delta_c \) can be written as

\[
(8.3.2) \quad \delta_c(x) = c \frac{I_{p/2}(|x||c|)}{I_{p/2-1}(|x||c|)} \frac{x}{||x||},
\]

where \( I_v \) is the modified Bessel function (Exercises 4.35 and 4.36). It actually follows from Kempthorne (1988) that every admissible estimator \( \delta(x) \)
can be written under the form (8.3.2) or that there exists an estimator $\delta'$ of the form (8.3.2) equivalent to $\delta$ (in risk).

8.4 Complete classes

The previous section established in a general setting that admissible estimators are limits of Bayes estimators from several points of view. In some particular cases, it is possible to improve upon this description of admissible estimators, and to show that they are necessarily generalized Bayes estimators. Such results are interesting because, on one hand, they restrict further the class of estimators to be considered and, on the other hand, they point out the advantage of using solely Bayes and generalized Bayes estimators from a frequentist point of view. This is, for instance, the case when testing procedures are evaluated under a quadratic loss, as seen in Section 5.4 (Theorems 5.4.3 and 5.4.4). This section provides similar results for point estimation. Additional references are given by Brown (1986) and Rukhin (1995).

As an introductory example, consider the extremely simple case when $\Theta = \{\theta_1, \theta_2\}$, since it allows for a graphical representation of the risk set,

$$\mathcal{R} = \{r = (R(\theta_1, \delta), R(\theta_2, \delta)), \ \delta \in \mathcal{D}^*\},$$

where $\mathcal{D}^*$ is the set of randomized estimators. Assume the risk set $\mathcal{R}$ is bounded and closed from below, that is, such that all risk points on the lower boundary of $\mathcal{R}$ are in $\mathcal{R}$ and have finite components. This is the case when the loss is positive. This lower boundary, denoted $\Gamma(\mathcal{R})$, is important because it actually provides the admissible points of $\mathcal{R}$. Indeed, if $r \in \Gamma(\mathcal{R})$, there cannot exist $r' \in \mathcal{R}$ such that $r'_1 \leq r_1$ and $r'_2 \leq r_2$ with strict inequality on one of the two axes. Moreover, for every $r \in \Gamma(\mathcal{R})$, there exists a tangent line to $\mathcal{R}$ going through $r$, with positive slope and equation

$$p_1 r_1 + p_2 r_2 = k,$$

that is, such that every $r' \in \mathcal{R}$ satisfies $p_1 r'_1 + p_2 r'_2 \geq k$, as shown by Figure 8.4. (In fact, this is a consequence of the convexity of $\mathcal{R}$.) This property implies that $r$ is a Bayes estimator for the prior distribution $\pi(\theta_i) = p_i, \ (i = 1, 2)$, since it minimizes the Bayes risk $p_1 r_1 + p_2 r_2$. We derive from this argument the following general result.

**Proposition 8.4.1** If $\Theta$ is finite and if the risk set $\mathcal{R}$ is bounded and closed from below, then the set of Bayes estimators constitutes a complete class.

This characterization relies on a separating hyperplane theorem since, under the assumptions of the theorem, there exists a hyperplane tangent to the risk set for each point of the lower boundary, and that this hyperplane defines a prior distribution on $\Theta$ by duality. The extension of this complete class result to denumerable and non-denumerable parameter spaces
Figure 8.4.1. Risk set and admissible estimators for $\Theta = \{\theta_1, \theta_2\}$.

$\Theta$ calls for an equivalent generalization of separating hyperplane theorems to spaces of functions on $\Theta$. For instance, Brown (1976) mentions the following result, where $\overset{\circ}{S}$ denotes the interior set of $S$.

**Lemma 8.4.2** Consider $S$ a convex subset of a topological vector space $\mathcal{E}$. If $\overset{\circ}{S} \neq \emptyset$ and $y_0 \notin \overset{\circ}{S}$, there exists $f \in \mathcal{E}^*$ such that $S$ is included in $\{y; f(y) \geq f(y_0)\}$.

We derive from this lemma the following complete class result, due to Wald (1950), which generalizes Proposition 8.4.1.

**Theorem 8.4.3** Consider the case when $\Theta$ is compact and the risk set $\mathcal{R}$ is convex. If all estimators have a continuous risk function, the Bayes estimators constitute a complete class.

**Proof.** This result is indeed a consequence of Lemma 8.4.2 since, if $\delta_0$ is admissible, the risk function $R(\theta, \delta_0)$ belongs to the lower boundary of the risk set. Therefore, there exists a linear functional on $\mathcal{R}$, $\psi^*$, such that, for every estimator $\delta$,

$$\psi^*(R(\cdot, \delta)) \geq \psi^*(R(\cdot, \delta_0)).$$

We can then derive from the Riesz representation theorem that there exists a finite measure $\pi$ on $\Theta$ such that

$$\psi^*(R(\cdot, \delta)) = \int_\Theta R(\theta, \delta)\pi(\theta)d\theta,$$

and that this measure can be renormalized into $\tilde{\pi}(\theta) = \pi(\theta)/\pi(\Theta)$, thus defining a prior distribution. The above inequality can be rewritten as

$$\int R(\theta, \delta)\tilde{\pi}(\theta)d\theta \geq \int R(\theta, \delta_0)\tilde{\pi}(\theta)d\theta.$$
and implies that $\delta_0$ is a Bayes estimator for $\tilde{\pi}$.

If $\Theta$ is not a compact space, we have already seen examples where the Bayes estimators cannot constitute a complete class. For instance, when estimating the mean $\theta$ of a normal random variable $x \sim \mathcal{N}(\theta, 1)$, the estimator $\delta(x) = x$ is admissible but is not a Bayes estimator. However, in many cases, complete classes are made of generalized Bayes estimators (meaning, obviously, Bayes and generalized Bayes estimators). For instance, Berger and Srinivasan (1978) have established that, when estimating the natural parameter $\theta$ of an exponential family $x \sim f(x|\theta) = e^{\theta \cdot x - \psi(\theta)}h(x)$, $x, \theta \in \mathbb{R}^k$, under quadratic loss, every admissible estimator is a generalized Bayes estimator. They thus extend Brown (1971), who considered the normal case.

**Example 8.4.4** In the normal case, $x \sim \mathcal{N}_p(\theta, I_p)$, we repeatedly mentioned the truncated James–Stein estimator,

$$
\delta_{JS}(x) = \left(1 - \frac{p - 2}{||x||^2}\right)^+ x.
$$

(8.4.1)

Although well performing, this estimator is not admissible because, otherwise, it would be a generalized Bayes estimator. Since $\delta_{JS}$ is not analytical, this is impossible (see Exercise 8.26).

Chow (1987) establishes a similar result for families with noncentrality parameters, $\chi^2_p(\lambda)$ and $\mathcal{F}_{p,q}(\lambda)$, thus giving an illustration of the completeness of the generalized Bayes rules outside the framework of exponential families. This complete class theorem leads, in particular, to the inadmissibility of the classical estimator, $(x - p)^+$, in the case of the distribution $\chi^2_p(\lambda)$, although Saxena and Alam (1982) have shown that this estimator is already efficient, since it dominates the maximum likelihood estimator (see also Exercise 3.25).

Fraissy et al. (1990) derive a result similar to Berger and Srinivasan (1978) in the presence of a nuisance parameter. Consider $x = (u, z)$ with $u \in \mathbb{R}^k$ and $z \in \mathbb{R}$. The density of $x$ with respect to $\nu$ is

$$f(x|\theta, \delta) = h(u, z)e^{\theta \cdot u + \delta z - \psi(\theta, \delta)},$$

with $\theta \in \Theta \subset \mathbb{R}^k$ and $\delta \in \Delta$, a compact interval of $\mathbb{R}^*_+$. As in the normal setting, the problem at hand is to estimate $\theta/\delta$ under a quadratic loss. For this model, the complete class theorem is given by:

**Proposition 8.4.5** If $\varphi$ is an admissible estimator of $\theta/\delta$, there exists a measure $\pi$ on $\Theta \times \Delta$ such that, for $\nu$-almost every $(u, z)$,

$$
\varphi(u, z) = \frac{\int_{\Theta \times \Delta} \theta e^{\theta \cdot u + \delta z - \psi(\theta, \delta)} \pi(d\theta, d\delta)}{\int_{\Theta \times \Delta} \delta e^{\theta \cdot u + \delta z - \psi(\theta, \delta)} \pi(d\theta, d\delta)}.
$$

(8.4.2)
Therefore, the complete class theorem of Berger and Srinivasan (1978) is still valid in the presence of nuisance parameters. The proof of Proposition 8.4.5 actually relies on Proposition 8.3.10 (see Exercise 8.27).

Example 8.4.6 Consider $x \sim N_p(\theta, \sigma^2 I_p)$ and $s^2 \sim \sigma^2 \chi^2_q$, independent of $x$. In this setting, $\delta_0(x, s^2) = x$ is also inadmissible for $p \geq 3$. We consider extensions of the James–Stein estimator (8.4.1) of the form

$$\varphi(x, s^2) = (I_p - h(||x||^2_C, s^2)B)x,$$

where $B$ and $C$ are $(p \times p)$ matrices, $h$ is a.e. differentiable, and $||x||^2_C = x^tCx$. These estimators are called matricial shrinkage estimators (see Judge and Bock (1978)). Proposition 8.4.5 implies that a necessary condition for $\varphi$ to be admissible is that $h$ be infinitely differentiable and also that $B$ and $C$ be proportional (see Exercise 8.28).

Brown (1988) considers the estimation of the mean of an exponential family, $\xi(\theta)$. In dimension one, he establishes that admissible estimators have an integral expression close to (8.4.2). In fact, admissible estimators are then equal to generalized Bayes estimators on intervals.

In the case of distributions with discrete support, the completeness of generalized Bayes estimators does not always hold and complete classes involve piecewise-Bayesian procedures (see Berger and Srinivasan (1978), Brown (1981), and Brown and Farrell (1985)). The complete class results obtained in Section 5.4 for testing under quadratic loss are of this type, since we saw that admissible estimators are identical to generalized Bayes estimators on truncation intervals.

8.5 Necessary admissibility conditions

When a complete class theorem restricting the choice of estimators to generalized Bayes estimators is not available, it is necessary to find some other way to exclude inadmissible estimators as much as possible. While being necessary, Stein’s condition does not usually provide an efficient tool for the elimination of inadmissible estimators because its main practical interest is Blyth’s sufficient condition. Moreover, the results of Section 8.3 cannot be applied in this general context, since they deal with generalized Bayes estimators only. For quadratic losses, Hwang (1982b) developed a technique introduced in Brown (1971) called STUB (for semi-tail upper bounds), which gives an effective necessary admissibility condition. It is based upon the following lemma.

Lemma 8.5.1 Consider two estimators $\delta_1$ and $\delta_2$ with finite risks, such that

$$R(\theta, \delta_1) = \mathbb{E}_\theta \left[ (\delta_1(x) - \theta)^t Q (\delta_1(x) - \theta) \right] < R(\theta, \delta_2)$$

for every $\theta \in \Theta$ and a given positive-definite matrix $Q$. Then, every
estimator $\delta$ satisfying a.e. the inequality

$$\delta(x)^t Q(\delta_1(x) - \delta_2(x)) < \delta_2(x)^t Q(\delta_1(x) - \delta_2(x))$$

is inadmissible under every quadratic loss.

Proof. Consider the new estimator $\delta'(x) = \delta(x) + \delta_1(x) - \delta_2(x)$. Then

$$R(\theta, \delta') = \mathbb{E}_\theta [(\delta'(x) - \theta)^t Q(\delta'(x) - \theta)]$$

$$= R(\theta, \delta) + 2\mathbb{E}_\theta [(\delta_1(x) - \delta_2(x))^t Q(\delta_1(x) - \delta_2(x))]$$

$$+ \mathbb{E}_\theta [(\delta_1(x) - \delta_2(x))^t Q(\delta_1(x) - \delta_2(x))]$$

$$\leq R(\theta, \delta) + 2\mathbb{E}_\theta [(\delta_1(x) - \delta_2(x))^t Q(\delta_2(x) - \theta)]$$

$$+ \mathbb{E}_\theta [(\delta_1(x) - \delta_2(x))^t Q(\delta_1(x) - \delta_2(x))]$$

$$= R(\theta, \delta) + R(\theta, \delta_1) - R(\theta, \delta_2) < R(\theta, \delta)$$

and $\delta'$ dominates $\delta$. \qed

This lemma may appear quite rudimentary at first sight, but it is actually quite powerful because it introduces a new necessary admissibility condition for every (risk) ordered couple $(\delta_1, \delta_2)$. Moreover, since admissibility does not depend on the matrix $Q$, it provides an extended battery of inadmissibility criteria. In particular, it recovers the necessary admissibility condition (i) of Theorem 8.2.17.

**Example 8.5.2** Consider $x \sim \mathcal{N}_p(\theta, I_p)$. It follows from James and Stein (1961) (see Note 2.8.2) that, among the estimators

$$\delta_a(x) = \left(1 - \frac{a}{||x||^2}\right) x,$$

$\delta_{p-2}$ is optimal for the usual quadratic loss. Therefore, Lemma 8.5.1 implies that every estimator $\delta$ satisfying

$$(8.5.1) \quad \delta(x)^t x \frac{a - (p - 2)}{||x||^2} \leq \left(1 - \frac{a}{||x||^2}\right) (a - (p - 2))$$

is inadmissible. Consider $\delta$ of the form

$$\delta(x) = \left(1 - \frac{h(x)}{||x||^2}\right) x.$$

Then (8.5.1) implies that $\delta$ is inadmissible if

$$h(x) \leq a < p - 2 \quad \text{or} \quad h(x) \geq a > p - 2.$$

Therefore, every estimator such that $h$ is uniformly greater or smaller than $(p - 2)$ is inadmissible. The necessary part of Theorem 8.2.17 follows by considering instead the truncated estimators $(a \leq p - 2)$,

$$\varphi_a(x) = \left(1 - \frac{a}{||x||^2} \mathbb{I}_{[K, +\infty)}(||x||^2)\right) x,$$
and showing that $a^* = p - 2$ corresponds to the optimal estimator of this class (see Exercise 8.20). Lemma 8.5.1 then implies that, if

$$h(x) \leq a < p - 2$$

for $||x||^2 > K$, then the estimator $\delta$ is also inadmissible.

In fact, notice also that in Lemma 8.5.1 the strict inequality $R(\theta, \delta_1) < R(\theta, \delta_2)$ does not need to hold for every $\theta$, but only for some $\theta$’s, as long as $R(\theta, \delta_1) \leq R(\theta, \delta_2)$ is satisfied for every $\theta \in \Theta$.

**Example 8.5.3** Das Gupta (1984) derives from Lemma 8.5.1 a necessary admissibility condition for exponential distributions. If $x_1, \ldots, x_p$ are random variables from $\mathcal{E}xp(\theta_i)$, every estimator $\delta$ of $(\theta_1^{-1}, \ldots, \theta_p^{-1})$ satisfying

$$\sum_{i=1}^{p} x_i^{-3} \delta_i(x) \leq \sum_{i=1}^{p} x_i^{-3} \delta_{c,i}^B(x)$$

for $x_i \leq M$, $x = (x_1, \ldots, x_n)$, and

$$\delta_{c,i}^B(x) = \frac{x_i}{2} \left[ 1 + \frac{c x_i^{-4}}{2 \left( \sum_{j=1}^{p} x_j^{-2} \right)^2} \right],$$

$0 < c < 2(p - 1)$, is inadmissible. The estimator $\delta_{c,i}^B$ was introduced by Berger (1980b) to improve upon the usual estimator, $x/2$, for $p \geq 2$. Notice that $x/2$ actually dominates the maximum likelihood estimator, $x$ (see Exercise 8.32).

It is also possible to derive from Lemma 8.5.1 a necessary admissibility condition for the estimation of a normal mean vector when the variance is known up to a multiplicative factor, $\sigma^2$, as in Example 8.4.6. Consider $x \sim \mathcal{N}_p(\theta, \sigma^2 I_p)$ and $s^2 \sim \sigma^2 \chi^2_q$ an independent observation of $\sigma^2$. The following result provides a necessary admissibility condition (Robert (1987)).

**Proposition 8.5.4** If, for the estimator

$$\delta(x) = (1 - h(||x||^2, s^2))x,$$

there exist $\alpha$, $M_1$, and $M_2$ such that

(i) for $t \geq M_1$ and $u \leq M_2$,

$$\frac{t}{u} h(t, u) \leq \alpha < \frac{p - 2}{q + 2};$$

or

(ii) for $t \leq M_1$ and $u \geq M_2$,

$$\frac{t}{u} h(t, u) \geq \alpha > \frac{p - 2}{q + 2};$$
\( \delta \) is inadmissible under quadratic loss.

The proof of this result is based on the existence of an optimal estimator in the class
\[
\varphi_c(x, s^2) = x - \frac{cs^2}{\|x\|^2} \mathbb{I}_A(\|x\|^2, s^2)x,
\]
where \( A = [K_1, +\infty) \times [0, M_2] \) or \( A = [0, K_1] \times [M_2, +\infty) \). To support Proposition 8.5.4, recall that, in this setting, the James–Stein estimators are of the form
\[
\delta^{JS}_a(x, s^2) = \left(1 - \frac{as^2}{\|x\|^2}\right)x
\]
and that \( a^* = \frac{p - 2}{q + 2} \) gives an optimal estimator in the class \( \delta^{JS}_a \). Therefore, \( \delta^{JS}_{a^*} \) gives the minimal shrinkage factor for \( \|x\|^2/s^2 \) large and the maximal shrinkage for \( \|x\|^2/s^2 \) small. The estimator \( \delta^{JS}_{a^*} \) is nonetheless inadmissible (Example 8.4.4). Fraisse et al. (1998) extend this result to exponential families with a nuisance parameter in the same setting as in Proposition 8.4.5.

**Example 8.5.5 (Example 8.4.6 continued)** Among matricial shrinkage estimators, the only interesting estimators are of the form
\[
(8.5.2) \quad \varphi(x, s^2) = (I_p - h(x^t Bx, s^2)B)x,
\]
since the other estimators are inadmissible. Proposition 8.5.4 implies that, if, for every \((t, u)\),
\[
\frac{t}{u} h(t, u) \leq \alpha < \frac{p - 2}{q + 2},
\]
these estimators are also inadmissible. In addition, notice that a necessary minimaxity condition under quadratic loss is
\[
\frac{t}{u} h(t, u) \leq 2 \frac{\text{tr}(B) - 2\lambda_{\max}(B)}{\lambda_{\max}(B)} \frac{1}{q + 2},
\]
where \( \text{tr}(B) \) denotes the trace, and \( \lambda_{\max}(B) \) the largest eigenvalue, of \( B \) (see Brown (1975) and Cellier et al. (1989)). Therefore, a necessary condition for the existence of an estimator satisfying both admissibility and minimaxity requirements is
\[
\text{tr}(B) > \lambda_{\max}(B) \frac{p + 2}{2},
\]
which excludes estimators shrinking toward subspaces of small dimensions.

This result also points out that admissibility and minimaxity are not totally compatible. In fact, an estimator admissible under a quadratic loss is so under all quadratic losses. On the contrary, Brown (1975) shows that the unique estimator of the form (8.5.2), which is minimax for all quadratic losses, is \( \delta_0(x) = x \). This result also relates to the U-admissibility of the estimator \( \delta_0 \) established in Brown and Hwang (1989) (see Section 2.6).
8.6 Exercises

Section 8.2.1

8.1 (Lehmann (1986)) Consider a random variable \( x \) with mean \( \mu \) and variance \( \sigma^2 \).

a. Show that \( \delta(x) = ax + b \) is an inadmissible estimator of \( \mu \) under quadratic loss if
   (a) \( a > 1 \);
   (b) \( a < 0 \); and
   (c) \( a = 1 \) and \( b \neq 0 \).

b. Generalize to the case where \( \delta(x) = (1 + h(x))x \) with \( h(x) > 0 \).

8.2 (Exercise 8.1 cont.) Deduce that it is sufficient to consider \( \lambda \geq 0 \) for the estimators (8.1) used in Theorem 8.2.7.

8.3 Consider \( x \sim U[-\theta, \theta] \) when \( \pi(\theta) \) is the uniform distribution \( U[0, 1] \).

a. Show that
   \[
   \delta^\pi_1(x) = \begin{cases} 
   1 - |x| & \text{if } |x| \leq 1, \\
   \log(1/|x|) & \text{if otherwise},
   \end{cases}
   \]
   is a Bayes estimator that is inadmissible and dominated under the usual quadratic loss by
   \[
   \delta^\pi_2(x) = \begin{cases} 
   \delta^\pi_1(x) & \text{if } |x| \leq 1, \\
   |x| & \text{if otherwise}.
   \end{cases}
   \]

b. Show that \( \delta^\pi_2 \) is also a Bayes estimator for \( \pi \).

8.4 Consider \( x \sim B(n, p) \) and determine whether \( \delta_0 \equiv 0 \) is an admissible estimator of \( p \) under quadratic loss.

8.5 (Johnson (1971)) Consider \( x \sim B(n, \theta) \).

a. Show that \( \delta_0(x) = x \) is the maximum likelihood estimator of \( \theta \) and also a Bayes estimator under quadratic loss for \( \pi(\theta) = 1/\theta(1-\theta) \).

b. Show that \( (\delta_0, 1-\delta_0) \) is admissible under the loss
   \[
   (8.6.1) \quad L(\theta, \delta) = (\theta - \delta_1)^2 + (1 - \theta - \delta_2)^2.
   \]

   (Hint: Use the Bayes representation of \( \delta_0 \) to show that
   \[
   \int [R(\theta, \delta) - R(\theta, (\delta_0, 1-\delta_0))] \frac{d\theta}{\theta(1-\theta)} \geq 0
   \]
   and to deduce that equality only occurs for \( \delta_1 = \delta_0, \delta_2 = 1 - \delta_0 \).

c. Show that a complete class for the loss (8.6.1) is made of the estimators such that \( \delta_1 = 1 - \delta_2 \).

d. Generalize the result of b. to the multinomial setting \( x \sim M_k(n, p_1, \ldots, p_k) \). (Hint: Use induction.)

Section 8.2.2

8.6 Determine the beta priors \( \mathcal{B}(\alpha, \beta) \) which correspond to the admissible estimators of Example 8.2.9.
Section 8.2.3

8.7 In the setting of Example 8.2.12, show that the Bayes risk of \(\delta^\pi\) is infinite and determine whether \(\delta_{c^*}\) is a Bayes estimator.

8.8 *(Zidek (1970)) For \(x \sim f(x|\theta), \theta \in \mathbb{R}\), such that \(\{\theta; f(x|\theta) > 0\}\) is an interval, consider the estimation of \(g(\theta)\) under quadratic loss. We want to study a sufficient condition for the generalized Bayes estimator

\[
\delta^\pi(x) = \frac{\int g(\theta) f(x|\theta) \pi(\theta) d\theta}{\int f(x|\theta) \pi(\theta) d\theta}
\]

to be admissible when \(\pi\) is a measure and

\[
\int R(\theta, \delta^\pi) \pi(\theta) d\theta = +\infty.
\]

a. Let us define

\[
M(x, \theta) = \int_0^{+\infty} [g(t) - \delta^\pi(x)]^2 f(x|t) \pi(t) dt
\]

and

\[
h(\theta) = \int \left[ \frac{M(x, \theta)}{f(x|\theta) \pi(\theta)} \right]^2 f(x|\theta) dx.
\]

Show that there exists a function \(q(\theta)\) such that \(\tilde{\pi}(\theta) = q(\theta) \pi(\theta)\) is a probability density and that

\[
\int R(\theta, \delta^\pi) \tilde{\pi}(\theta) d\theta < +\infty.
\]

b. Let \(\tilde{\delta}\) be the Bayes estimator associated with \(\tilde{\pi}\). Show that

\[
r = \int [R(\theta, \delta^\pi) - R(\theta, \delta)] \tilde{\pi}(\theta) d\theta = \int \left[ \frac{\int q'(\theta) M(x, \theta) d\theta}{\int f(x|\theta) \pi(\theta) d\theta} \right]^2 dx.
\]

c. Denoting \(q(\theta)\) by \(f^2(\theta)\), derive from the Cauchy–Schwarz inequality that

\[
r \leq 4 \int [f'(\theta)]^2 h(\theta) \pi(\theta) d\theta.
\]

d. Show that if, for every \((\theta_0, \theta_1)\) and \(\epsilon > 0\), there exist a function \(q\) such that \(q(t) = 1\) on \((\theta_0, \theta_1)\) and a real number \(r < \epsilon\), then the estimator \(\delta^\pi\) is admissible.

e. Consider the condition (E): If

\[
\int_{\theta_1}^{+\infty} R(\theta, \delta^\pi) \pi(\theta) d\theta = +\infty,
\]

then \(\int_{\theta_1}^{+\infty} \frac{1}{h(\theta) \pi(\theta)} d\theta = +\infty\).

Let

\[
y(\theta) = \int_{\theta_1}^{\theta} \frac{1}{h(t) \pi(t)} dt
\]

and

\[
f(t) = \left(1 - \frac{y(t)}{F}\right) \mathbb{1}_{0 \leq y(t) \leq F}.
\]

Show that

\[
f'(t) = -\frac{1}{F h(t) \pi(t)} \quad (0 \leq y(t) \leq F),
\]
and that
\[
\int_{\theta_1}^{+\infty} [f'(t)]^2 h(t)\pi(t) \, dt = \frac{1}{F}.
\]
Deduc from (E) that it is possible to choose \( F \) such that \( r < \epsilon \). Conclude by deriving a sufficient admissibility condition.

f. Repeat question e. under the symmetric assumption, that is, if
\[
\int_{t}^{t-\infty} R(\theta, \delta^\pi) \pi(\theta) \, d\theta = +\infty, \quad \text{then} \quad \int_{t}^{t-\infty} \frac{1}{h(\theta)\pi(\theta)} \, d\theta = +\infty.
\]

8.9 Consider the bounded loss
\[
L(\theta, \delta) = 1 - e^{-a(\theta-\delta)^2} \quad (a > 0),
\]
for the estimation of \( \theta \) when \( x \sim \mathcal{N}(\theta, 1) \).

a. Determine the Bayes estimators associated with the conjugate priors \( \theta \sim \mathcal{N}(\mu, \tau^2) \).

b. Determine the Bayes estimators associated with the prior distributions \( \pi(\theta) \propto \exp(-\lambda|\theta - \mu|) \).

c. Examine the admissibility of the generalized Bayes estimator associated with the Jeffreys prior \( \pi(\theta) \) when \( a \) varies. (Hint: Determine whether the Bayes risk is finite and apply Blyth’s method if necessary.)

Section 8.2.4

8.10 Establish the representation formula (8.2.3) and check the equalities in Example 8.3.5.

8.11 Show that the estimators \( \delta_{\text{CZ}} \) proposed in Section 8.2 in a Poisson framework are indeed generalized Bayes estimators by exhibiting the corresponding prior distributions.

8.12 *(Berger (1982b)) Consider \( x \) distributed according to
\[
x \sim f(x|\theta) = h(x)e^{\theta x - \psi(\theta)}
\]
for \( x \in [a, b] \). Given two positive differentiable functions, \( m_0 \) and \( d \), define
\[
\delta_0(x) = \frac{m'(x)}{m_0(x)} - \frac{h'(x)}{h(x)}, \quad \gamma(x) = 2\frac{d'(x)}{d(x)}, \quad \text{and} \quad \delta(x) = \delta_0(x) + \gamma(x).
\]
a. Show that, under quadratic loss,
\[
R(\theta, \delta) - R(\theta, \delta_0) = \mathbb{E}_\theta \left( \frac{4}{d(x)} \left[ d''(x) + d'(x)\frac{m'(x)}{m_0(x)} \right] \right),
\]
under some regularity conditions including
\[
\lim_{x \to a} h(x)\gamma(x)e^{\theta x} = \lim_{x \to b} h(x)\gamma(x)e^{\theta x} = 0.
\]

b. Assume that one of the two functions
\[
g_1(x) = \int_a^x \frac{1}{m_0(y)} \, dy \quad \text{or} \quad g_2(x) = \int_x^b \frac{1}{m_0(y)} \, dy
\]
is finite on \([a, b]\). Denote this function by \( g_i \). Show that if, in addition,
\[
\mathbb{E}_\theta \left( \frac{d}{dx} \log g_i \right)^2 < +\infty
\]
and
\[ \lim_{x \to a} h(x)e^{\theta x} g_i'(x) = \lim_{x \to b} h(x)e^{\theta x} g_i'(x) = 0, \]
then \( \delta_0 \) is inadmissible and dominated by \( \delta \) for \( \gamma(x) = 2\alpha g_i'(x)/g_i(x) \) if \( 0 \leq \alpha \leq 1 \).
c. Apply to the case where \( x \sim \mathcal{G}(\nu, \theta) \) and
\[ \pi(\theta) = \frac{1}{\pi} \frac{1}{1 + \theta^2}. \]

Section 8.2.5

8.13 Show that the transition kernel (8.2.7) is associated with the stationary measure \( \pi \). (Hint: Establish that the detailed balance condition holds.) Deduce that the corresponding chain is either null-recurrent or transient when the prior \( \pi \) is improper.

8.14 Consider \( x \sim \mathcal{N}(\theta, 1) \) and \( \pi(\theta) \propto \exp\{-b\theta^2/2 + ab\theta\} \).

a. Give necessary and sufficient conditions on \( (a, b) \) for the posterior distribution to be defined. Show that, in this case, the posterior distribution is normal with mean \( (x + ab)/(1 + b) \) and variance \( 1/(b + 1) \).
b. Show that the transition kernel (8.2.7) is then given by
\[ \eta|\theta \sim \mathcal{N}\left( \frac{\theta + ab}{1 + b}, \frac{b + 2}{(1 + b)^2} \right). \]
c. Deduce that the Markov chain is an AR(1) model (Section 4.5.2)
\[ \theta^{(t+1)} = \frac{1}{1 + b} \theta^{(t)} + \frac{ab}{1 + b} + \frac{\sqrt{b + 2}}{1 + b} \epsilon_t. \]
Conclude that it is transient when \( b < 0 \) and recurrent when \( b = 0 \).

Section 8.3.1

8.15 Verify that the three conditions of Lemma 8.3.3 are actually satisfied in the case of a quadratic loss,
\[ L(\theta, \delta) = (\delta - \theta)^t Q(\delta - \theta), \]
for every positive-definite matrix \( Q \).

Section 8.3.2

8.16 *(Clevenson and Zidek (1975)) Consider \( (x_1, \ldots, x_n) \) distributed as independent Poisson random variables, \( x_i \sim \mathcal{P}(\lambda_i) \).

a. Use a sequence of conjugate priors and Blyth’s method to show that \( \delta_0(x_i) = x_i \) is an admissible estimator of \( \lambda_i \) under quadratic loss.
b. For \( n \geq 2 \), show that
\[ \mathbb{E}_\lambda \left[ \sum_{i=1}^{n} \frac{1}{\lambda_i} \left\{ x_i \left( 1 + \frac{n - 1}{\sum_{i=1}^{n} x_i} \right)^{-1} - \lambda_i \right\}^2 \right] \leq \mathbb{E}_\lambda \left[ \sum_{i=1}^{n} \frac{1}{\lambda_i} (x_i - \lambda_i)^2 \right] \]
and deduce that \( \delta_0(x_1, \ldots, x_n) = (x_1, \ldots, x_n) \) is an inadmissible estimator of \( \lambda = (\lambda_1, \ldots, \lambda_n) \). (Hint: Minimize (in \( \lambda \)) \( \mathbb{E}_\lambda[\sum_i \lambda_i^{-1}(ax_i - \lambda_i)^2] \) and replace the solution \( a \) by \( \sum_i x_i / \sum_i x_i + n - 1 \).)
8.17 Establish the equivalent of Example 8.3.7 for the Poisson distribution, that is, show that, if $H_0 : \lambda \leq \lambda_0$ and $\varphi(x) = P_{\lambda_0}(X \geq x)$, with $X \sim P(\lambda_0)$, then $\varphi$ is admissible under quadratic loss. (Hint: Use Blyth’s condition.)

8.18 Solve Exercise 8.17 for the gamma distribution, $G(\nu, \theta)$ and $H_0 : \theta \leq \theta_0$.

8.19 Consider $x \sim N_2(\theta, I_2)$. Check whether Blyth’s condition for the admissibility of $\delta_0(x) = x$ is satisfied by the sequence $\pi_n(\theta)$ equal to $e^{-||\theta||^2/2n}$.

If this sequence cannot be used, propose another.

8.20 *(Hwang and Brown (1991)) Consider $x \sim N_p(\theta, I_p)$. The usual confidence region is

$$C_x = \{\theta; \|\theta - x\| < c\},$$

with $P_0(\theta \in C_x) = 1 - \alpha$. Using Blyth’s method, show that the evaluation $\gamma_0(x) = 1 - \alpha$ is admissible under the quadratic loss

$$L(\theta, \gamma) = (\gamma - I_{C_x}(\theta))^2,$$

for $p \leq 4$. [Note: Robert and Casella (1993) complete this result by showing that this constant estimator is inadmissible for $p \geq 5$. On the contrary, Hwang and Brown (1991) establish that, under frequentist validity, $\gamma_0$ is admissible for every $p$ (see Section 5.5).]

8.21 In the setting of Example 8.3.7, show that, for $x \neq 0$,

$$\varphi(x) = \frac{1}{B(x, m - x + 1)} \int_0^{\theta_0} t^{x-1}(1-t)^{m-x} \, dt$$

and derive the corresponding representation for $x = 0$.

Section 8.4

8.22 A class $C$ is said to be minimal complete if $C$ is complete and every proper subset of $C$ is not complete.

a. Show that every complete class contains every admissible estimator.

b. Show that, if there exists a minimal complete class, it is exactly made of the admissible estimators.

8.23 *(Karlin and Rubin (1956)) Consider $f(x|\theta)$ satisfying the monotone likelihood ratio property (in $x \in \mathbb{R}$), with $\theta \in \Theta$. The estimation problem is said to be monotone if $L(\theta, \delta)$ is minimum for $\delta = q(\theta)$, with $q$ increasing in $\theta$, and if $L(\theta, \delta)$ is an increasing function of $|\delta - q(\theta)|$.

a. Show that, if $L$ is convex, the estimators which are increasing functions of $x$ constitute a complete class.

b. Show that, if $\delta_0$ is not monotone, the monotone estimator $\delta_M$, defined by

$$P_{q^{-1}(a)}(\delta_M(X) \leq a) = P_{q^{-1}(a)}(\delta_0(X) \leq a), \ \forall a$$

dominates $\delta_0$.

c. If $\delta_M$ is strictly increasing, show that the above relation implies that $\delta_M(x)$ is a number $a$ such that

$$F(x|q^{-1}(a)) = P_{q^{-1}(a)}(\delta_0(X) \leq a).$$
8.24 Apply Exercise 8.23 to the case where \( x \sim \mathcal{N}(\theta, 1) \), \( L(\theta, \delta) = (\theta - \delta)^2 \) and \( \delta_0(x) = -cx + b \), with \( c > 0 \).

8.25 (Berger (1985a)) Consider \( \Theta \), a finite set of cardinality \( p \), and assume that the risk set \( \mathcal{R} \) is bounded and closed from below. Let \( \Gamma(\mathcal{R}) \) be the lower boundary of \( \mathcal{R} \), that is,
\[
\Gamma(\mathcal{R}) = \{ r \in \mathcal{R}; \not\exists r' \in \mathcal{R}, r' \neq r \text{ and } r'_i \leq r_i, 1 \leq i \leq p \} \subset \mathcal{R}.
\]
The loss \( L \) is assumed to be convex.

(a) Show that the set of the estimators with risk vector in \( \Gamma(\mathcal{R}) \) is a minimal complete class.

(b) Show that the set of the Bayes estimators is a complete class and that the set of the admissible Bayes estimators is a minimal complete class.

(c) Generalize to the case where \( L \) is not convex.

8.26 ∗ (Berger and Srinivasan (1978)) Consider \( x \sim \mathcal{N}_p(\theta, \Sigma) \) with \( \Sigma \) known. The mean \( \theta \) is estimated under quadratic loss. Show that an estimator \( \delta_0 \) is a generalized Bayes estimator if, and only if,
\[
(i) \quad g(x) = \Sigma^{-1}\delta_0(x) \text{ is continuously differentiable, with symmetric Jacobian matrix } J_g(x) = \nabla \nabla^t g(x); \text{ and}
(ii) \quad \text{for } g(x) = \nabla r(x), \exp\{r(x)\} \text{ can be expressed as a Laplace transform.}
\]

8.27 ∗ (Fraisse et al. (1990)) Consider \( x = (u, z) \) with \( u \in \mathbb{R}^k \) and \( z \in \mathbb{R}, \) with density
\[
f(x|\theta, \delta) = \exp\{\theta \cdot u + \delta z - K(\theta, \delta)\}
\]
with respect to a \( \sigma \)-finite \( \nu \) measure, with \( \theta \in \Theta \subset \mathbb{R}^k \) and \( \delta \in \Delta, \) compact subset of \( \mathbb{R}_+^* \).

(a) Show (or accept) the following lemma: If \((\mu_n)\) is a sequence of measures with finite support such that, for almost every \((u, z)\),
\[
\sup_n \|\nabla \psi_{\mu_n}(z)\| < +\infty,
\]
then there exist a measure \( \mu \) and a subsequence \((n_k)\) such that
\[
\lim_{k \to +\infty} \psi_{\mu_{n_k}}(u, z) = \psi_{\mu}(u, z) \quad \text{and} \quad \lim_{k \to +\infty} \nabla \psi_{\mu_{n_k}}(u, z) = \nabla \psi_{\mu}(u, z),
\]
with
\[
\psi_{\mu}(u, z) = \int_{\Theta \times \Delta} e^{\theta \cdot u + \delta z} \mu(d\theta, d\delta).
\]

(b) Deduce from Proposition 8.3.10 that, for every admissible estimator \( \varphi \) of \( \theta/\delta \) under the squared error loss \( \delta^2||\varphi - \theta/\delta||^2 \), there exists a sequence of measures \((\varrho_n)\) with finite supports on \( \Theta \times \Delta \) such that
\[
\varphi(u, z) = \lim_{n \to +\infty} \frac{\int_{\Theta \times \Delta} e^{\theta \cdot u + \delta z} \varrho_n(d\theta, d\delta)}{\int_{\Theta \times \Delta} e^{\theta \cdot u + \delta z} \mu_n(d\theta, d\delta)}
\]
with \( \mu_n(d\theta, d\delta) = e^{-K(\theta, \delta)} \varrho_n(\theta, \delta) \).

(c) Show that the condition of the above lemma is satisfied and that, for every admissible estimator \( \varphi \), there exists \( \mu_0 \) such that, a.e., it satisfies
\[
\varphi(u, z) = \frac{\int_{\Theta \times \Delta} e^{\theta \cdot u + \delta z} \mu_0(d\theta, d\delta)}{\int_{\Theta \times \Delta} e^{\theta \cdot u + \delta z} \mu_0(d\theta, d\delta)},
\]
that is, \( \varphi \) is a generalized Bayes estimator associated with \( \mu_0 \).
8.28 (Fraisse et al. (1990)) Consider $x \sim \mathcal{N}_p(\theta, \sigma^2 I_p)$ and $s^2 \sim \sigma^2 \chi^2_q$. The mean $\theta$ is estimated under a quadratic loss, with $\sigma \in [a, b]$.

a. Show that this model fits into the framework of Exercise 8.26.

b. Consider the estimator

$$\varphi(x, s^2) = (I_p - h(x^t B x, s^2)C)x.$$ 

Show that, if $\varphi$ is admissible, there exists $\varrho \in \mathbb{R}_+^*$ such that $B = \varrho C$.

c. Compare with the results of Exercise 8.26.

8.29 *(Moors (1981)) Consider $x \sim \text{Be}(p)$, with $0.2 \leq p \leq 0.8$, and the parameter $p$ is to be estimated under quadratic loss.

a. Show that $\delta^\pi(1) = 1 - \delta^\pi(0)$ when the prior $\pi(p)$ is symmetric around $1/2$.

b. Show that $\delta^\pi(1) \leq \max_p [1 - 2p(1 - p)] = 0.68$.

c. Deduce that, if an estimator satisfies $\delta(1) = 1 - \delta(0)$ and $\delta(1) > 0.68$, it is inadmissible.

8.30 *(Johnson (1971)) Consider $x \sim \text{B}(n, \theta)$, with $\theta$ to be estimated under quadratic loss.

a. Recall why all admissible estimators are necessarily Bayes estimators.

b. Show that the reverse is false, that is, exhibit some inadmissible Bayes estimators.

c. Show that the set of admissible Bayes estimators is constituted of the estimators

$$\delta_\tau(x) = \begin{cases} 0 & \text{if } 0 \leq x \leq \underline{n}, \\ \frac{\int_0^1 \theta x^n (1 - \theta)^{n-x-\bar{\tau}-1} d\tau(\theta)}{\int_0^1 \theta x^n (1 - \theta)^{n-x-\bar{\tau}-1} d\tau(\theta)} & \text{if } \underline{n} < x < \bar{n}, \\ 1 & \text{if } \bar{n} \leq x \leq n. \end{cases}$$

d. Explain why $\delta_\tau$ is a Bayes estimator for a whole class of prior distributions $\tau$.

8.31 (Hwang, et al. (1992)) Consider $H_0 : \theta \in \Theta_0$. Testing procedures $\gamma$ are compared under a strictly convex loss, $L(\Pi_{\Theta_0}(\theta), \gamma)$.

a. Show that $\gamma_0(x) = 1/2$ is the only minimax estimator.

b. Deduce that $\gamma_0$ is admissible.

c. Is it possible to write $\gamma_0$ as a generalized Bayes estimator? Does this phenomenon contradict the complete class result of Section 5.4 (Theorems 5.4.3 and 5.4.4)?

8.32 Given $x \sim \text{Exp}(\theta)$ and $\delta_c(x) = cx$, determine the best estimator $\delta_\tau$ of $\theta^{-1}$ under quadratic loss. Show that this estimator is a generalized Bayes estimator and discuss its admissibility.
Section 8.5

8.33 (Robert and Casella (1994)) Consider $x \sim \mathcal{N}(\theta, 1)$ and the usual confidence set $C_x = [x - c, x + c]$. Instead of using the fixed confidence report $\alpha = P_{\theta}(\theta \in C_x)$, a procedure $\varphi$ is proposed and evaluated under the loss

$$L(\theta, \varphi) = d(\theta, C_x)(\mathbb{I}_{C_x}(\theta) - \varphi)^2,$$

the weight $d(\theta, C_x)$ being a measure of the distance between $\theta$ and the border of $C_x$.


b. In the particular case

$$d(\theta, C_x) = 1 - e^{-\omega(\theta - x)^2} \left(1 - e^{-\omega(\theta - x)^2}\right),$$

show that this distance is minimal for $|\theta - x| = c$ if $\omega = \log(2)/c^2$.

c. Give the general form of the Bayes estimators under this loss and show that the complete class result obtained in Theorem 5.4.3 still applies.

d. For the class of symmetric distances of the form $h(|\theta - x|)$ and $\pi(\theta) = 1$, show that the Bayes estimators are constant and not necessarily equal to $\alpha$. Are these estimators admissible?

8.34 Derive Proposition 8.5.4 from Lemma 8.5.1.

8.35 Show that, if $x \sim \mathcal{N}_p(\theta, I_p)$, $\delta_0(x) = x$ is admissible when considered under the class of losses

$$L(\theta, \delta) = (\theta - \delta)^t Q (\theta - \delta),$$

where $Q$ varies in the set of symmetric positive-definite matrices.

8.36 (Hwang (1982b)) Consider $x \sim \mathcal{N}_p(\theta, I_p)$. A class of estimators of $\theta$ is given by

$$\phi_a(x) = x - \frac{a}{||x||^2} \mathbb{I}_{[K, \infty]}(||x||^2)x,$$

for $0 \leq a \leq (p - 2)$.

a. Show that $\varphi_{a^*}$ associated with $a^* = p - 2$ is optimal among the estimators $\varphi_a$ under the usual quadratic loss.

b. Derive the result of Example 8.5.2.

c. Reproduce this technique with

$$\varphi_b(x) = x - \frac{b}{||x||^2} \mathbb{I}_{[0, K]}(||x||^2)x$$

and $b \geq (p - 2)$. Derive a STUB condition.

Note 8.7.1

8.37 *Show that $K$ in (8.2.7) and $K^*$ in (8.7.1) are either both recurrent, or both transient. (Hint: Use the indicator variable $\sum_{i=1}^{\infty} \mathbb{I}_B(x_i)$ for an arbitrary set $B$.)

8.38 *In the setting of Example 8.7.1,

a. Show that (8.7.2) holds.
b. Show that the Markov chain associated with $K^*$ can be written as $x_{t+1} = (x_t + b)z_{t+1}$, where the $z_t$'s are independent with density
\[ f(z) = \frac{\Gamma(2\alpha + a)}{\Gamma(\alpha + a) \Gamma(\alpha)} \frac{z^{\alpha-1}}{(z+1)^{2\alpha+a}}. \]

c. Show that $z_t$ has an infinite mean when $a + \alpha \leq 1$ and that $\mathbb{E}[\log(z_t)]$ is negative when $a < 0$, zero when $a = 0$, and positive when $a < 0$.

d. In the case $b = 0$, show that $(x_t)$ is recurrent if, and only if, $a = 0$.

8.39 \*(Hobert and Robert (1999)) Consider $x \sim \mathcal{P}(\theta)$ with $\pi(\theta) \propto \theta^{a-1} \exp\{-b\theta\}$.

a. Give necessary and sufficient conditions on $(a, b)$ for the posterior distribution to be defined and the prior distribution to be improper.

b. Give the transition kernel (8.2.7) in this case. In the special case $b = -1/2$ and $a = k/2$, show that the transition is a noncentral chi-squared distribution.

c. Show that the transition kernel (8.7.1) is
\[ K^*(x, y) = \frac{\Gamma(y + x + a)}{y! \Gamma(x + a)} p^{x+a}(1-p)^y, \]

where $p = (b + 1)/(b + 2)$.

d. Show that this distribution corresponds to the usual negative binomial distribution when $a$ is a positive integer.

e. In the general case, the distribution with mass function
\[ P(Z = z) = \frac{\Gamma(z + c)}{z! \Gamma(c)} p^{c}(1-p)^z \]

is called a generalized negative binomial distribution $\mathcal{N}eg(c, p)$. Deduce from the probability generating function that, if $z_1, \ldots, z_n$ are independent with $z_t \sim \mathcal{NB}(c_t, p)$, $z_1 + \ldots + z_n \sim \mathcal{N}eg(c_1 + \ldots + c_n, p)$.

f. Deduce that $(x_t)$ associated with the kernel $K^*$ is a branching process,
\[ x_{t+1} = \sum_{i=1}^{x_t} \eta_{i,t} + \omega_{t+1} \]

where $\eta_{i,t} \sim \mathcal{N}eg(1, p)$ and $\omega_{t+1} \sim \mathcal{N}eg(a, p)$.

g. Conclude that the chain $(x_t)$ is recurrent when $b = 0$ and $0 < a < 1$, and transient otherwise.

8.40 \*(Hobert and Robert (1999)) Consider $x \sim \mathcal{N}eg(k, \theta)$ with $\pi(\theta) \propto \theta^{a-1}(1-\theta)^{b-1}$.

a. Give necessary and sufficient conditions on $(a, b)$ for the posterior distribution to be defined and the prior distribution to be improper.

b. Give the transition kernel (8.2.7) when $b = k$.

c. Show that the corresponding Markov chain $(\theta^{(t)})$ can be written as $\theta^{(t+1)} = \theta^{(t)}/(\omega_t + \theta^{(t)})$, where the $\omega_t$’s are i.i.d.

d. Show that $\mathbb{E}[\log \omega_t] = 0$ if, and only if, $a = 0$ and deduce that the chain $(\theta^{(t)})$ is recurrent when $a = 0$ and transient otherwise;

8.41 For the transition kernel (8.7.3),
8.7 Notes

a. Show that the stationary measure is \( \pi(\theta) \Psi(\theta) \), where \( \pi \) is the prior distribution and \( \Psi(\theta) \) is the normalizing constant in \( T(\theta, \eta) \). (Hint: Establish that the detailed balance condition holds and use the equality \( \pi(\theta) f(x|\theta) \pi(\eta|x) = \pi(\eta)f(x|\eta)\pi(\theta|x) \).)

b. Deduce that the chain is positive recurrent when the Bayes risk

\[
\mathbb{E}(\varphi(\theta) - \mathbb{E}[\varphi(\theta)|x])^2 f(x|\theta) \pi(\theta)dxd\theta
\]

is finite.

8.7 Notes

8.7.1 Extensions on Eaton’s sufficient admissibility condition

Hobert and Robert (1999) show that Eaton’s sufficient condition also applies to a dual chain, with transition kernel

\[
K^*(x, y) = \int_\Theta f(x|\theta) \pi(\theta|x) d\theta,
\]

since both kernels \( K \) in (8.2.7) and \( K^* \) are of the same nature, that is, they are both recurrent, or both transient. This duality result is of interest when the sampling space is simpler than the parameter space, for instance when \( K^* \) is on a finite state space. (This property was used in a completely different setting by Diebolt and Robert (1994) to establish finer convergence properties for the Gibbs sampler in latent variable models. See Robert and Casella (1999, Section 7.2.4).) Hobert and Robert (1999) demonstrate the interest of this condition in some standard settings (Exercises 8.39 and 8.40).

Example 8.7.1 Consider a gamma model, \( x \sim \text{Ga}(\alpha, \theta) \), with \( \pi(\theta) \propto \theta^{\alpha-1} \exp\{-b\theta\} \). The posterior is defined when \( b \geq 0 \) and \( a > -\alpha \). While the transition kernel \( K \) cannot be written in closed form, \( K^* \) can be expressed as

\[
K^*(x, y) = \frac{\Gamma(2\alpha + a)\Gamma(b + x)^{\alpha + a}}{\Gamma(\alpha + a)\Gamma(\alpha)} \frac{y^{\alpha - 1}}{(x + y + b)^{2\alpha + a}}.
\]

Hobert and Robert (1999) then show that this kernel is recurrent if, and only if, \( a = 0 \) (Exercise 8.38).

Eaton (1999) generalizes Eaton’s (1992) result to arbitrary functions of \( \theta \), \( \varphi(\theta) \), estimated under squared-error loss, through another Markov representation. Instead of \( K(\theta|\eta) \) defined by (8.2.7), Eaton (1999) proposes to use the transition kernel

\[
T(\theta|\eta) = \Psi(\eta)^{-1}(\varphi(\theta) - \varphi(\eta))^2 K(\theta|\eta),
\]

where \( \Psi(\theta) \) is the normalizing factor of this density. The equivalent of Theorem 8.2.19 in this case is then that the Bayes estimator \( \mathbb{E}[\varphi(\theta)|x] \) is admissible when the Markov chain associated with \( T \) is recurrent. Although this result is case-dependent, that is, requires a study of the Markov chain for each function \( \varphi \) of interest, the extension to unbounded functions \( \varphi \) makes it quite valuable. (As noted in Eaton (1999), the result extends to the estimation of vector-valued functions \( \varphi(\theta) \) under squared-error loss.)
Example 8.7.2 In the special case of a location family, that is, when \( f(x|\theta) = g(x - \theta) \), if \( \theta \) is estimated under the loss function \( L(\theta, d) = (\theta - d)^2 \), then the Markov kernel \( K \) associated with the flat prior \( \pi(\theta) = c \) is

\[
K(\theta|\eta) = \int g(x - \theta)g(x - \eta)dx = r(\theta - \eta),
\]

by an appropriate change of integrand in the integral. Then,

\[
T(\theta, \eta) \propto (\theta - \eta)^2 r(\theta - \eta) = t(\theta - \eta),
\]

and the proportionality factor is independent of \( \theta \). Therefore, the Markov chain associated with \( T \) is a random walk, which is recurrent in dimension one if the first moment of \( t \) exists. As shown in Eaton (1999), this is equivalent to the existence of the third moment of \( g \).
CHAPTER 9

Invariance, Haar Measures, and Equivariant Estimators

The ring certainly looked like stone, but it felt harder than steel and heavier than lead. And the circle of it was twisted. If she ran a finger along one edge, it would go around twice, inside as well as out; it only had one edge. She ran her finger along that edge twice, just to convince herself.


9.1 Invariance principles

Invariance can be seen as a notion introduced in frequentist settings to restrict the range of acceptable estimators sufficiently so that an optimal estimator can be derived. From this point of view, it appears as an alternative to unbiasedness, and is thus similarly at odds with the Bayesian paradigm. However, invariance can also be justified on a non-decision-theoretic heuristic, namely, that estimators should meet some consistency requirements under a group of transformations, and it is thus of interest to consider this notion. Moreover, optimal (equivariant) estimators are always Bayes or generalized Bayes estimators. The corresponding measures can then be considered as noninformative priors induced by the invariance structure. Therefore, a Bayesian study of invariance is appealing, not because classical optimality once more relies on Bayesian estimators, but mainly because of the connection between invariance structures and the derivation of noninformative distributions.

A first version of the invariance principle is to consider that the properties of a statistical procedure should not depend on the unit of measurement. If $x$ and $\theta$ are measured in unit $u_1$, and if $y$ and $\eta$ are the transforms of $x$ and $\theta$ for the new unit $u_2$, then an estimator $\delta_2(y)$ of $\eta$ should then correspond to the estimator $\delta_1(x)$ of $\theta$ by the same change of unit. Of course, the notion of unit of measurement is to be understood in a general sense: for instance, it can indicate the choice of a particular scale ($cm$ vs. $m$)—and estimators should be scale-invariant—the choice of a particular
origin—in which case estimators should be translation-equivariant—or even
the ordering of the observations of the sample $x$—in which case estimators
should be symmetric.

Example 9.1.1 Consider the problem of estimating the speed of light, $\theta$,
given an observation $x$, with distribution $\mathcal{U}[\theta - \epsilon, \theta + \epsilon]$, measured in meters per
second. A typical change of unit in this setting is the scale modification,
y = $\tau x$, where, for instance, $\tau = 10^{-3}$ for a conversion from meters to
kilometers. In this case, $y \sim \mathcal{U}[\eta - \epsilon', \eta + \epsilon']$ with $\eta = \tau \theta$, $\epsilon' = \tau \epsilon$, but the
quantity $\eta$ still represents the same intrinsic quantity, that is, the speed of
light. If $\delta_0$ is an estimator of $\theta$ in the initial unit, it seems legitimate to
require that the estimator in the transformed problem, $\delta^*$, satisfy the scale
equivariance property

$$
\delta^*(y) = \tau \delta_0(y/\tau).
$$

Moreover, assume that the loss is the scaled quadratic loss

$$
L(\theta, d) = \left(1 - \frac{d}{\theta}\right)^2.
$$

It satisfies

$$
L(\theta, d) = \left(1 - \frac{\tau d}{\tau \theta}\right)^2 = \left(1 - \frac{d^*}{\eta}\right)^2 = L(\eta, d^*).
$$

Therefore, the loss is invariant under this change of unit and the two es-
timation problems are formally identical. It is then natural to select the
same estimator for both problems, namely, $\delta^*(y) = \delta_0(y)$. Considering both
equations simultaneously, it follows that the estimator should satisfy

$$
\delta_0(\tau y) = \tau \delta_0(y)
$$

for all $\tau$ and $y$. Therefore, the decision rules complying with the invariance
requirements are necessarily of the form $\delta_0(x) = ax$, where $a$ is a positive
constant.

This principle is often extended to a formal invariance principle, ac-
cording to which two problems with identical formal structures, $(\mathcal{X}, f(x|\theta)$,
$L)$, should lead to the same decision rule, even though they are not related
physically, as in the restricted invariance principle. In the previous example,
the speed of light is always the same object. This extension does not seem
so natural in a Bayesian perspective because the prior information is not
necessarily the same in both problems. It is thus only in a noninformative
setting that both approaches can be compatible.

A Bayesian approach to invariance is thus justified for the following
reasons:

(i) The best invariant (or equivariant) estimator is a generalized Bayes
estimator with respect to a particular measure called a Haar measure.
(ii) This measure can be defended in a noninformative setting because invariance provides an alternative method for constructing noninformative prior distributions.

(iii) The most efficient method for deriving the best equivariant estimators is to use a Bayesian approach.

Therefore, invariance considerations reinforce the Bayesian paradigm, since it underlies once more a frequentist optimality criterion. In this chapter, we justify the connection between invariance and the Bayesian approach in the case of location parameters in Section 9.2, then present the general invariant framework in Section 9.3, the Haar measure as a potential noninformative prior in Section 9.4, and the Hunt–Stein theorem, which links invariance with minimaxity, in Section 9.5. For deeper coverages of invariance, from both general and Bayesian perspectives, see Berger (1985a, Chapter 8), Eaton (1989), and Wijsman (1990).

9.2 The particular case of location parameters

Consider \((x_1, \ldots, x_n)\) with density \(f(x_1 - \theta, \ldots, x_n - \theta)\), with an unknown location parameter \(\theta \in \mathbb{R}\). The natural invariance structure of this problem is invariance by translation. In fact, if \((x_1, \ldots, x_n)\) is transformed into \((y_1, \ldots, y_n) = (x_1 + a, \ldots, x_n + a)\), this new random variable \((y_1, \ldots, y_n)\) is distributed according to \(f(y_1 - \theta - a, \ldots, y_n - \theta - a)\) and \(\eta = \theta + a\) is the corresponding location parameter. Therefore, the transformed vector has the same type of density, and the problem is invariant under translation transformations. It seems logical to reproduce this structure by imposing the following invariance restriction on the estimators \(\delta\) of \(\theta\):

\[
\delta(x_1 + a, \ldots, x_n + a) = \delta(x_1, \ldots, x_n) + a.
\]

This condition is satisfied, for instance, by \(\delta_0(x_1, \ldots, x_n) = \bar{x}\). Moreover, it also seems natural to impose a similar invariance restriction on the loss function, namely, that \(L(\theta + a, d + a) = L(\theta, d)\) for every \(a\). A loss compatible with the invariance structure should then be of the form

\[
L(\theta, d) = L(0, d - \theta) = \rho(d - \theta).
\]

The estimators satisfying (9.2.1) are called equivariant and the loss functions satisfying (9.2.2) invariant, both under the action of the translation group. The main purpose of these restrictions is to reduce sufficiently the class of “acceptable” estimators so that there might be a single best equivariant estimator under the loss (9.2.2), since it is not possible without this restriction (see Exercise 2.36). The following lemma shows why there can be a single optimal estimator.

**Lemma 9.2.1** Under losses of the form (9.2.2), equivariant estimators have a constant risk.
Proof. In fact,

\[
R(\delta, \theta) = \mathbb{E}_\theta[\varphi(\delta(x) - \theta)] = \mathbb{E}_\theta[\varphi(\delta(x_1 - \theta, \ldots, x_n - \theta))] = \mathbb{E}_0[\varphi(\delta(x_1, \ldots, x_n))] = R(\delta, 0).
\]

Therefore, the particular setting of equivariant estimators under an equivariant loss is similar to the general case of all estimators under the Bayes risk: there exists a total ordering on this restricted class, since the comparison of estimators is equivalent to a comparison of real numbers. This is why a best equivariant estimator can exist.

The classical determination of this best estimator proceeds by conditioning on a maximal ancillary statistic, such as \(y = (x_1 - x_n, \ldots, x_{n-1} - x_n)\). It is then straightforward to check that every equivariant estimator can be written as \(\delta_0(x) + v(y)\), where \(\delta_0\) is a particular equivariant estimator, \(\delta_0(x) = x_n\) say.

**Lemma 9.2.2** If there exists a function \(v^*(y)\) that minimizes \(\mathbb{E}_0[\varphi(\delta_0(x) + v(y))|y]\), the best equivariant estimator under the loss (9.2.2) is given by

\[
\delta^*(x) = \delta_0(x) + v^*(y).
\]

**Proof.** By definition, the best equivariant estimator minimizes (in \(v\)) the constant risk

\[
R(\delta, \theta) = \mathbb{E}_\theta[\varphi(\delta(x))] = \mathbb{E}_0[\varphi(\delta_0(x) + v(y))].
\]

Since \(y\) is an ancillary statistic, it is possible to condition on \(y\), decomposing the risk as

\[
\mathbb{E}_0[\varphi(\delta_0(x) + v(y))] = \mathbb{E}[\mathbb{E}_0[\varphi(\delta_0(x) + v(y))|y]].
\]

If \(v^*(y)\) minimizes the integrand for each \(y\), \(\delta^*\) minimizes the risk over the class of the equivariant estimators.

In the particular case where \(\varphi(\delta - \theta) = (\delta - \theta)^2\), the optimal factor \(v^*\) is given by

\[
v^*(y) = -\mathbb{E}_0[\delta_0(x)|y].
\]

We have then derived the best equivariant estimator of Pitman (1939).

**Corollary 9.2.3** Under the quadratic loss \(L(\theta, d) = (\theta - d)^2\), the best equivariant estimator of \(\theta\) is

\[
\delta^*(x_1, \ldots, x_n) = \frac{\int_{-\infty}^{+\infty} \theta f(x_1 - \theta, \ldots, x_n - \theta) d\theta}{\int_{-\infty}^{+\infty} f(x_1 - \theta, \ldots, x_n - \theta) d\theta}.
\]

**Proof.** Consider \(\delta_0(x) = x_n\) as the particular equivariant estimator used in Lemma 9.2.2 and let us denote \(y_n = x_n\) to complete \(y\). The density of
(y_1, \ldots, y_n) is then (for \( \theta = 0 \))
\[
g_Y (y_1, \ldots, y_n) = f (y_1 + y_n, \ldots, y_{n-1} + y_n, y_n),
\]
since \( y_i = x_i - x_n \) (\( i \neq n \)) and the Jacobian determinant is equal to 1. Moreover,
\[
\mathbb{E}_0 [y_n | y_1, \ldots, y_{n-1}] = \frac{\int_{-\infty}^{+\infty} t f (y_1 + t, \ldots, y_{n-1} + t, y_n - t) dt}{\int_{-\infty}^{+\infty} f (y_1 + t, \ldots, y_{n-1} + t, y_n - t) dt} = \frac{\int_{-\infty}^{+\infty} t f (x_1 - x_n + t, \ldots, x_{n-1} - x_n + t, y_n - t) dt}{\int_{-\infty}^{+\infty} f (x_1 - x_n + t, \ldots, x_{n-1} - x_n + t, y_n - t) dt} = x_n - \frac{\int_{-\infty}^{+\infty} \theta f (x_1 - \theta, \ldots, x_{n-1} - \theta, y_n - \theta) d\theta}{\int_{-\infty}^{+\infty} f (x_1 - \theta, \ldots, x_{n-1} - \theta) d\theta},
\]
by the change of variable \( \theta = x_n - t \). Since
\[
\delta^* (x_1, \ldots, x_n) = x_n - \mathbb{E}_0 [y_n | y_1, \ldots, y_{n-1}],
\]
the above expression of \( \delta^* \) follows. \( \square \)

The main appeal of Corollary 9.2.3, besides providing the best equivariant estimator, is to exhibit this estimator as a Bayes estimator, although the whole derivation does not involve any Bayesian input. The Pitman estimator is indeed a Bayes estimator associated with the prior distribution \( \pi (\theta) = 1 \), that is, the usual noninformative distribution for location parameters (see Chapter 3). This result actually holds for the other invariant losses (9.2.2), as shown in Section 9.4. Therefore, the best equivariant estimator can be derived as the estimator \( \delta \) that minimizes the posterior loss
\[
\mathbb{E}^\pi [L(\theta, \delta) | x] = \frac{\int_{-\infty}^{+\infty} \varrho (\theta - \delta) f (x_1 - \theta, \ldots, x_{n-1} - \theta) d\theta}{\int_{-\infty}^{+\infty} f (x_1 - \theta, \ldots, x_{n-1} - \theta) d\theta},
\]
or, equivalently,
\[
\int_{-\infty}^{+\infty} \varrho (\theta - \delta) f (x_1 - \theta, \ldots, x_{n-1} - \theta) d\theta,
\]
and this representation drastically simplifies the derivation of the best equivariant estimators. Section 9.4 shows that the connection between best equivariant estimators and a particular class of Bayes estimators holds in much greater generality than for the estimation of location parameters.

9.3 Invariant decision problems

A general description of the relations between invariant problems and Bayesian analysis involves an abstract description of invariance through the action of invariance groups. Consider a statistical model, \((\mathcal{X}, \Theta, f(x|\theta))\), and an inferential problem on \( \theta \) represented by a decision space, \( \mathcal{D} \). Assume
in addition that a group $\mathcal{G}$ of transformations on $\mathcal{X}$ is provided with the problem. (It can also be perceived as a particular case of prior information.) The existence of such a group is important in the following case.

**Definition 9.3.1** The statistical model is said to be invariant (or closed) under the action of the group $\mathcal{G}$ if, for every $g \in \mathcal{G}$, there exists a unique $\theta^* \in \Theta$ such that $y = g(x)$ is distributed according to the density $f(y|\theta^*)$. We denote $\theta^* = \bar{g}(\theta)$.

**Example 9.3.2** Consider $x \sim f(x - \theta)$ and the translation group $\mathcal{G} = \{g_c; g_c(x) = x + c, c \in \mathbb{R}\}$.

The statistical model is then actually invariant under the action of $\mathcal{G}$. This is not the case with the multiplicative group $\mathcal{G}' = \{g_c; g_c(x) = cx, c > 0\}$, since

$$y = cx \sim \frac{1}{c} f \left( \frac{y - c\theta}{c} \right).$$

When the group $\mathcal{G}$ has a globally invariant action on the model, it naturally induces a set $\tilde{\mathcal{G}}$ of transformations on $\Theta$ and the fact that $\tilde{\mathcal{G}}$ is also a group is left as an exercise for the reader. To simplify notations, we will write $g(x)$ as $gx$ and $\tilde{g}(\theta)$ as $\tilde{g}\theta$ in the sequel.

We assume in addition that the loss function associated with the model, $L$ from $\Theta \times \mathcal{D}$ in $\mathbb{R}^+$, is discriminant in the sense that two different decisions are associated with different losses and, moreover, that the loss is compatible with the invariance structure in the following sense.

**Definition 9.3.3** If the model is invariant under the action of $\mathcal{G}$, the loss $L$ is said to be invariant under $\mathcal{G}$ if, for every $g \in \mathcal{G}$ and $d \in \mathcal{D}$, there exists a unique decision $d^* \in \mathcal{D}$ such that $L(\theta, d) = L(\bar{g}\theta, d^*)$ for every $\theta \in \Theta$. This decision is denoted $d^* = \tilde{g}(d)$ and the decisional problem is said to be invariant under $\mathcal{G}$.

In this case, the group $\mathcal{G}$ induces a second group $\tilde{\mathcal{G}}$, acting on $\mathcal{D}$. Given these three groups $\mathcal{G}$, $\tilde{\mathcal{G}}$, and $\hat{\mathcal{G}}$, and the above assumptions on the decision problem, it seems logical to restrict the class of estimators to the equivariant estimators, that is, to those satisfying

$$\delta(gx) = \tilde{g}\delta(x).$$

These estimators were also called invariant in the past. A particular case of interest is when $\theta$ is estimated, that is, when $\mathcal{D} = \Theta$, since $\mathcal{G} = \hat{\mathcal{G}}$ in such settings.

**Example 9.3.4 (Example 9.3.2 continued)** Consider the estimation of $\theta$ under the quadratic loss $(\theta - d)^2$. The decisional problem is then invariant and $\tilde{\mathcal{G}} = \hat{\mathcal{G}} = \mathcal{G}$.
**Example 9.3.5** Consider \( x \sim N(0, \sigma^2) \). The variance \( \sigma^2 \) is estimated under the *entropy* loss,

\[
L(\sigma, \delta) = \frac{\delta}{\sigma^2} - \log(\delta/\sigma^2) - 1,
\]

introduced in Chapter 2. If the group considered in this case is the group of *scale transformations*,

\[
\mathcal{G} = \{ g_c; \ g_c(x) = cx, c > 0 \},
\]

the associated groups are

\[
\breve{\mathcal{G}} = \tilde{\mathcal{G}} = \{ \breve{g}_c(\sigma^2) = c^2 \sigma^2, c > 0 \}
\]

and the loss, thus the decisional problem, is also invariant under the action of \( \mathcal{G} \).

---

**Example 9.3.6** Consider \( x \sim T_p(\nu, \theta, I_p) \) and let \( ||\theta||^2 \) be the parameter of interest. A natural invariance structure is then invariance under *orthogonal transformations*,

\[
\mathcal{G} = \tilde{\mathcal{G}} = \{ g_A; \ g_A(x) = Ax, A^tA = I_p \},
\]

and the problem is invariant if the loss can be written as

\[
L(\theta, \delta) = \tilde{L}(||\theta||^2, \delta),
\]

since there is always an orthogonal matrix \( A \) such that \( A\theta = ||\theta||(1, 0, \ldots, 0)^t \) and \( \tilde{\mathcal{G}} \) reduces to the identity transformation. In this case, the equivariant estimators only depend on \( ||x||^2 \).

---

**Definition 9.3.7** When \( \breve{\mathcal{G}} \) is a group operating on \( \Theta \), \( \theta_1 \) and \( \theta_2 \) are said to be equivalent if there exists \( \breve{g} \in \breve{\mathcal{G}} \) with \( \theta_2 = \breve{g}\theta_1 \). An orbit of \( \Theta \) is an equivalence class for this relation and the group \( \breve{\mathcal{G}} \) is said to be transitive if \( \Theta \) has a single orbit.

If the group \( \mathcal{G} \) is small enough, there may be many orbits. For instance, when \( x \sim B(n, p) \) and \( \mathcal{G} \) is restricted to \( g_0(x) = x \) and \( g_1(x) = n - x \), \( \breve{\mathcal{G}} = \{ \breve{g}_0, \breve{g}_1 \} \) with \( \breve{g}_1(p) = 1 - p \). Then there is an orbit associated with every \( p \in [0, 0.5] \). However, when \( \mathcal{G} \) is larger, this notion usually allows for the generalization of the phenomenon observed in the case of the location parameters.

**Theorem 9.3.8** The risk of an equivariant estimator is constant within each orbit of \( \Theta \), that is,

\[
R(\delta, \theta) = R(\delta, \breve{g}\theta)
\]

for every \( g \in \mathcal{G} \).
Proof. As for the estimators of location parameters, we derive that
\[
R(\delta, \theta) = E_{\theta}[L(\theta, \delta(x))] = E_{\theta}[L(\tilde{g}\theta, \tilde{g}\delta(x))] \\
= E_{\theta}[L(\tilde{g}\theta, \delta(gx))] \\
= E_{\tilde{g}\theta}[L(\tilde{g}\theta, \delta(x))] \\
= R(\delta, \tilde{g}\theta)
\]
for every \( g \in \mathcal{G} \).

An immediate consequence of Theorem 9.3.8 is the following result.

**Corollary 9.3.9** If \( \bar{\mathcal{G}} \) is transitive, every equivariant estimator has a constant risk.

For transitive groups, it is thus legitimate to look for the best equivariant estimator by minimizing the constant risk \( R(\delta, \theta_0) \) on the class of equivariant estimators. However, the call to ancillary statistics, as in Section 9.2, is not always straightforward. A classical approach is to consider the maximal invariant statistic in order to reduce the dimension of the problem, similar to the call to minimal sufficient statistics under convex losses.

**Definition 9.3.10** For a group of transformations \( \mathcal{G} \), a statistic \( T(x) \) is said to be invariant if \( T(gx) = T(x) \) for every \( x \in \mathcal{X} \) and every \( g \in \mathcal{G} \). It is said to be maximal invariant if it is invariant and \( T(x_1) = T(x_2) \) implies that \( x_1 \) and \( x_2 \) are equivalent.

In other words, a maximal invariant statistic indexes the orbits of \( \bar{\mathcal{G}} \). In particular, if \( \bar{\mathcal{G}} \) is transitive, the only maximal invariant statistics are constant. Moreover, it is straightforward to see that every invariant statistic is a function of a maximal invariant statistic. Notice also that, if \( \bar{\mathcal{G}} \) is transitive, \( T(x) \) is necessarily ancillary.

**Example 9.3.11** Consider a distribution with a scale parameter \( \sigma \),
\[
x = (x_1, \ldots, x_n) \sim \frac{1}{\sigma^n} f \left( \frac{x_1}{\sigma}, \ldots, \frac{x_n}{\sigma} \right),
\]
when \( \mathcal{G} \) is the multiplicative group, made of the transformations
\[
g_c(x_1, \ldots, x_n) = (cx_1, \ldots, cx_n) \quad (c > 0).
\]
Then, if \( z = ||x|| \),
\[
T(x) = \begin{cases} 
0 & \text{if } z = 0, \\
\frac{x}{z} & \text{otherwise},
\end{cases}
\]
is a maximal invariant statistic.

**Example 9.3.12** (Example 9.3.6 continued) Similarly, if \( z = ||x|| \), the statistic
\[
T(x) = \begin{cases} 
0 & \text{if } z = 0, \\
\frac{x}{z} & \text{otherwise},
\end{cases}
\]
is also maximal invariant for this problem.
When determining the best equivariant estimator, the maximal invariant statistic can be used by *conditioning*. (Notice that the choice of a particular maximal invariant statistic does not matter, since each generates the same $\sigma$-algebra, being in one-to-one correspondence with each other.) In fact, if $\mathcal{G}$ is transitive and $T$ is a maximal invariant statistic, every equivariant estimator $\delta$ satisfies
\[
R(\delta, \theta) = R(\delta, \theta_0) = \mathbb{E}_{\theta_0}[L(\theta_0, \delta(x))]
= \mathbb{E}_{\theta_0}^T\{\mathbb{E}_{\theta_0}[L(\theta_0, \delta(x))|T(x) = t]\}
\]
for an arbitrary value $\theta_0$ (because the risk is constant). Since $T$ is maximal invariant, every $x$ such that $T(x) = t$ can be written $g x_t$, where $x_t$ is a selected member of the orbit of $x$ (assuming the axiom of choice holds). Therefore, for an equivariant estimator, $\delta(x) = \bar{g}\delta(x_t)$. It is then sufficient to minimize the above quantity in $\delta(x_t)$, conditional upon $T$, to obtain the best equivariant estimator. Although straightforward, the above conditioning is actually instrumental in the determination of the best equivariant estimators, and will be used in the sequel.

**Example 9.3.13 (Example 9.3.11 continued)** Notice that, in this case, $T$ is also an ancillary statistic. For the entropy loss, the minimization problem (in $\delta$) is over
\[
\mathbb{E}_1[\delta(x) - \log \delta(x)|T(x) = t] = \mathbb{E}_1[\delta(z) - \log \delta(z)|T(x) = t] = \mathbb{E}_1[z\delta(t) - \log \delta(t) - \log(z)|T(x) = t]
\]
(where $z = ||x||$). By linearity of the expectation, $\delta(t)$ is minimizing
\[
\mathbb{E}_1[z|T = t]\delta(t) - \log \delta(t),
\]
and therefore satisfies
\[
\delta^*(t) = \frac{1}{\mathbb{E}_1[z|T = t]}.
\]
The best equivariant estimator of $\sigma$ is thus
\[
\delta^*(x) = \frac{||x||}{\mathbb{E}_1[||x|||T = x/||x||]}.
\]
In the particular case when $x_i \sim \mathcal{N}(0, \sigma^2)$, we derive that the best equivariant estimator of $\sigma$ is
\[
\delta^*(x) = \frac{||x||}{\mathbb{E}_1(||x||)} = \frac{\Gamma(p/2)}{\sqrt{2}\Gamma(p + 1/2)||x||}.
\]

Further details on this technique are given in Berger (1985a, §6.5) and Eaton (1989, §2.3).
9.4 Best equivariant estimators and noninformative distributions

In this section, we generalize the result obtained in Section 9.2 in the particular case of location parameters. We show that it is indeed possible to relate the best equivariant estimator to a \( \sigma \)-finite measure on \( \Theta \) called a right-invariant Haar measure. For a more detailed and rigorous treatment, see Eaton (1989) and Wijsman (1990).

Let us assume first that, for a statistical problem invariant under the action of \( G \), there exists a probability distribution \( \pi^* \) on \( \Theta \) that is also invariant under the action of \( \bar{G} \), that is, such that

\[
\pi^*(\bar{g}A) = \pi^*(A)
\]

for every measurable set in \( \Theta \), that is, every \( A \in B(\Theta) \), and for every \( g \in G \). In this case, the Bayes estimator associated with \( \pi^* \), \( \delta^* \), minimizes

\[
\int_\Theta R(\delta^*, \theta) \, d\pi^*(\theta) = \int_\Theta R(\delta^*, \bar{g}\theta) \, d\pi^*(\theta)
\]

and, if the Bayes estimator is unique, it satisfies

\[
\delta^*(x) = \bar{g}^{-1}\delta^*(gx)
\]

\( \pi \)-almost everywhere, the set of measure zero where the equality does not hold depending on \( g \). Therefore, a Bayes estimator associated with an invariant prior and a strictly convex invariant loss is almost equivariant. When \( G \) is not countable, the collection of the above sets of measure zero over all \( g \)'s is not necessarily of measure zero, but it is possible to show that, under additional conditions (see Lehmann (1986, Chapter 6, Theorem 4)), there exists an equivariant estimator which is a Bayes estimator with respect to \( \pi^* \) (see also Strasser (1985)).

**Example 9.4.1** Consider \( \delta^\pi(x) = \mathbb{E}^\pi[\theta|x] \) under an invariant proper loss. If \( \pi^* \) is an invariant probability distribution, the Bayes estimator associated with \( \pi^* \) satisfies

\[
\delta^\pi(gx) = \frac{\int_\Theta \theta f(gx|\theta) \, d\pi^*(\theta)}{\int_\Theta f(gx|\theta) \, d\pi^*(\theta)}
= \frac{\int_\Theta \theta f(x|\bar{g}^{-1}\theta) \, d\pi^*(\theta)}{\int_\Theta f(x|\bar{g}^{-1}\theta) \, d\pi^*(\theta)}
= \frac{\int_\Theta \bar{g}\eta f(x|\eta) \, d\pi^*(\eta)}{\int_\Theta f(x|\eta) \, d\pi^*(\eta)}.
\]

Therefore, if

\[
\int_\Theta \bar{g}\eta f(x|\eta) \, d\pi^*(\eta) = \bar{g} \int_\Theta \eta f(x|\eta) \, d\pi^*(\eta),
\]
for every \( g \in \mathcal{G} \), \( \delta^* \) is indeed equivariant.

Actually, invariant probability distributions are rare, since they can only exist for compact groups\(^1\) \( \mathcal{G} \) (see Lehmann (1983, Chapter 4, Example 4.2) for an illustration in a noncountable group). In other settings, it is necessary to consider **invariant measures**, for which the above results do not always hold (because formal Bayes estimators are not always defined).

**Example 9.4.2 (Example 9.3.2 continued)** If \( \pi \) is invariant under the action of the translation group, it satisfies \( \pi(\theta) = \pi(\theta + c) \) for every \( \theta \) and for every \( c \), which implies that \( \pi(\theta) = \pi(0) \) uniformly on \( \mathbb{R} \) and thus leads to the Lebesgue measure as an invariant measure.

**Example 9.4.3** Consider \( x_1, \ldots, x_n \) a sample from \( \mathcal{N}(\theta, \sigma^2) \), with unknown \( \theta \) and \( \sigma^2 \). For sufficiency reasons, we can consider the couple \((\bar{x}, s)\), where \( \bar{x} \) is the empirical mean and \( s^2 \) is the sum of the squared errors. In this setting, the group to consider is the **affine group**

\[
\mathcal{G} = \{ g_{a,b}; \; g_{a,b}(\bar{x}, s) = (a\bar{x} + b, as), \; a > 0, b \in \mathbb{R} \},
\]

and \( \mathcal{G} = \tilde{\mathcal{G}} = \mathcal{G} \) if the parameter to be estimated is \((\theta, \sigma)\). If \( \pi \) is an invariant measure, its density satisfies

\[
a^2 \pi(a\theta + b, a\sigma) = \pi(\theta, \sigma), \quad \forall a > 0, \; \forall b \in \mathbb{R},
\]

which implies

\[
\pi(\theta, \sigma) = \pi(0, 1)/\sigma^2.
\]

Therefore, an invariant measure is proportional to \( \pi(\theta, \sigma) = 1/\sigma^2 \) and corresponds to the Jeffreys measure obtained in Chapter 3.

In general, given a locally compact topological group \( \mathcal{G} \), and defining \( K(\mathcal{G}) \) as the set of continuous real functions on \( \mathcal{G} \) with compact support, we introduce for \( g \in \mathcal{G} \) the transformation \( L_g \) on \( K(\mathcal{G}) \) as

\[
(L_g f)(x) = f(gx) \quad \text{for } f \in K(\mathcal{G}), \; x \in \mathcal{G}.
\]

An integral \( J \) on \( K(\mathcal{G}) \) is said to be **left-invariant** if

\[
J(L_g f) = J(f)
\]

for every \( f \in K(\mathcal{G}) \) and for every \( g \in \mathcal{G} \). The Radon measure \( \nu_\ell \) associated with \( J \) is said to be a **left Haar measure**, and it can be shown (see Nachbin (1965)) that this measure is unique up to a multiplicative factor. Defining \( R_g \) on \( K(\mathcal{G}) \) by

\[
(R_g f)(x) = f(xg), \quad \text{for } f \in K(\mathcal{G}), \; x \in \mathcal{G},
\]

\(^1\) When \( \mathcal{G} \) is not a subset of \( \mathbb{R}^p \), the topological structure induced by \( \mathcal{G} \) is the topology induced by the group composition and inversion, that is, the smallest collection of open sets such that the group composition and inversion are continuous (see Rudin (1976)).
we derive similarly right-invariant integrals and a right Haar measure \( \nu_r \), also defined up to a multiplicative constant. As mentioned above, the finiteness of the Haar measure, that is, the existence of an invariant probability distribution, is in fact equivalent to the compactness of \( \mathcal{G} \). See Eaton (1989, Chapter 1) for examples of Haar measures; Berger (1985a) details the case where \( \mathcal{G} \subset \mathbb{R}^k \).

The modulus of \( \mathcal{G} \) is defined as the multiplier \( \Delta \)—that is, a real-valued function satisfying \( \Delta(g_1 g_2) = \Delta(g_1) \Delta(g_2) \)—that relates left and right Haar measures by

\[
\nu_r(dx) = \Delta(x^{-1}) \nu_\ell(dx)
\]

(see Exercises 9.13 and 9.15). We assume the existence of a Radon measure \( \mu \) on \( \mathcal{X} \) such that, for every \( f \),

\[
\int_{\mathcal{X}} f(g^{-1}x) \mu(dx) = \Delta^{-1}(g) \int_{\mathcal{X}} f(x) \mu(dx).
\]

This relation shows the connection between the modulus of \( \mathcal{G} \) and the Jacobian of the transformation of \( x \) in \( gx \). Consider the distributions \( P_\theta \), \( \theta \in \Theta \), with density \( f(x|\theta) \) with respect to \( \mu \). Then, for every \( g \in \mathcal{G} \),

\[
f(x|\theta) = f(gx|\bar{g}\theta) \Delta^{-1}(g).
\]

We also assume that \( \bar{\mathcal{G}} \) acts transitively on \( \Theta \). As shown in Eaton (1989, p. 84), some additional assumptions then ensure the validity of a theorem à la Fubini: If \( \nu_r \) is the right Haar measure on \( \mathcal{G} \), \( Q \) is the projection of \( \mathcal{X} \) on \( \mathcal{X}/\mathcal{G} \), and \( (Tf) \) is defined on \( \mathcal{X}/\mathcal{G} \) by

\[
(Tf)(Q(x)) = \int_{\bar{\mathcal{G}}} f(gx) \nu_r(dg),
\]

then there exists an integral \( J_1 \) defined on \( K(\mathcal{X}/\mathcal{G}) \) such that

\[
J_1(Tf) = \int_{\mathcal{X}} f(x) \mu(dx).
\]

This can be rewritten as the fact that the integral of \( f \) with respect to \( \mu \) is the integral over all the orbits of \( \mathcal{X} \) (that is, on \( \mathcal{X}/\mathcal{G} \)) of the average of \( f \) with respect to the right Haar measure on each orbit, \( Tf \).

Consider a nonrandomized estimator \( \delta \) and, for a fixed \( \theta \in \Theta \), let us define

\[
f_0(x) = L(\theta, \delta(x)) f(x|\theta),
\]

then

\[
R(\delta, \theta) = \int_{\mathcal{X}} f_0(x) \mu(dx).
\]

It follows from the above theorem à la Fubini that there exists an integral \( J_1 \) on \( K(\mathcal{X}/\mathcal{G}) \) such that

\[
R(\delta, \theta) = J_1(Tf_0),
\]
with
\[
(Tf_0)(Q(x)) = \int_G L(\theta, \delta(gx))f(gx|\theta)\nu_r(dg)
\]
\[
= \int_G L(\bar{\theta}, \delta(x))f(x|\bar{\theta})\nu_r(dg)
\]
(see Eaton (1989, p. 85)). We also define
\[
H(a, x) = \int_G L(\bar{g}\theta, a)f(x|\bar{g}\theta)\nu_r(dg),
\]
which does not depend on \(\theta\) (since \(\bar{G}\) acts transitively on \(\Theta\)). Notice that \(H(\delta(x), x)\) gives the risk of \(\delta\) conditional upon the orbit of \(x\). It is instrumental in the derivation of the best equivariant estimator.

**Theorem 9.4.4** If there exists \(a_0(x)\) such that
(i) \(H(a, x) \geq H(a_0(x), x)\) for every \(a \in D, \ x \in \mathcal{X}\); and
(ii) \(a_0(gx) = \bar{g}a_0(x)\) for every \(g \in G, \ x \in \mathcal{X}\),
then \(\delta_0(x) = a_0(x)\) is a best equivariant estimator.

**Proof.** Consider an equivariant estimator \(\delta\). Then
\[
\int_G L(\bar{g}\theta, \delta(x))f(x|\bar{g}\theta)\nu_r(dg) \geq \int_G L(\bar{g}\theta, a_0(x))f(x|\bar{g}\theta)\nu_r(dg).
\]
Integrating with respect to \(J_1\), it follows that \(R(\delta, \theta) \geq R(\delta_0, \theta)\). The estimator \(\delta_0\) then dominates \(\delta\). \(\square\)

This theorem points out the relation existing between the best equivariant estimator and a particular Bayes estimator, since \(H(a, x)\) can also be interpreted as a posterior Bayes risk. In fact, if \(\theta_0 \in \Theta\) is arbitrarily selected, the function \(\tau(g) = \bar{g}\theta_0\) defines a surjection from \(G\) to \(\Theta\) because of the transitivity of \(\bar{G}\). It therefore induces a measure on \(\Theta\), called a right Haar measure on \(\Theta\), which is defined by \(\pi^*(B) = \nu_r(\tau^{-1}(B))\) for every \(B \in \mathcal{B}(\Theta)\), and is obviously invariant under the action of \(\bar{G}\). Moreover,
\[
H(a, x) = \int_{\Theta} L(\theta, a)f(x|\theta) d\pi^*(\theta).
\]
This extension of the right Haar measure to \(\Theta\) implies the following result, which expresses the best equivariant estimator as a Bayes estimator for every transitive group acting on a statistical model.

**Corollary 9.4.5** The best equivariant estimator of \(\theta\) is the Bayes estimator associated with the right Haar measure on \(\Theta\), \(\pi^*\), and the corresponding invariant loss.

Therefore, we have obtained a method that derives the best equivariant estimators directly from the right Haar measure. (See Stein (1965) and Zidek (1969) for similar results.)
In the above development, the dominating measure is $\mu$, which is relatively invariant with multiplier the modulus $\Delta^{-1}$. In fact, if the measure $\mu$ is relatively invariant with an arbitrary multiplier $\chi$, that is, such that for every $f \in K(G)$,

$$\int_{X} f(gx)\mu(dx) = \chi(g) \int_{X} f(x)\mu(dx),$$

Corollary 9.4.5 still holds (see Eaton (1989, p. 87)).

**Example 9.4.6 (Example 9.4.3 continued)** We obtained the following left Haar measure on $\Theta$:

$$\pi^L(\theta, \sigma) = \frac{1}{\sigma^2}.$$

The right Haar measure can be derived by inversion: if $g = (a, b)$ and $g_0 = (a_0, b_0)$, $gg_0 = (aa_0, ab_0 + b)$ for the group composition. Taking the Jacobian into account, we want the right Haar measure to satisfy

$$a_0 \pi^r(b_0\sigma + \theta, a_0\sigma) = \pi^r(\theta, \sigma)$$

for every $(\theta, \sigma)$ and uniformly in $a_0, b_0$; this implies

$$\pi^r(\theta, \sigma) = \frac{1}{\sigma},$$

up to a multiplicative factor. Therefore, the right Haar measure is different from the left Haar measure and gives the noninformative alternative to the Jeffreys prior (see Section 3.6). Under the invariant quadratic loss,

$$L((\theta, \sigma), \delta) = \frac{(\theta - \delta_1)^2}{\sigma^2} + \left(\frac{\delta_2}{\sigma} - 1\right)^2,$$

the best equivariant estimator is the Bayes estimator associated with the prior distribution $\pi^r$, that is,

$$\delta^*_1(\bar{x}, s) = \frac{\mathbb{E}_{\pi^r}[\theta/\sigma^2|\bar{x}, s]}{\mathbb{E}_{\pi^r}[1/\sigma^2|\bar{x}, s]}, \quad \delta^*_2(\bar{x}, s) = \frac{\mathbb{E}_{\pi^r}[1/\sigma|\bar{x}, s]}{\mathbb{E}_{\pi^r}[1/\sigma^2|\bar{x}, s]}.$$

Since

$$\pi^r(\theta, \sigma|\bar{x}, s) \propto \sigma^{-(n+1)}e^{-n(\bar{x}-\theta)^2/2\sigma^2}e^{-s^2/2\sigma^2},$$

this is a special case of conjugate distribution on $(\theta, \sigma)$ and

$$\delta^*_1(\bar{x}, s) = \bar{x}, \quad \delta^*_2(\bar{x}, s) = \frac{\Gamma(n/2)}{\sqrt{2\Gamma((n + 1)/2)}}s.$$

Notice that $\delta_2$ is also the estimator obtained in Example 9.3.11.

**Example 9.4.7 (Eaton (1989))** Consider a multiplicative model $N(\theta, \theta^2)$, with $n$ observations $x_1, \ldots, x_n$. This model appears in settings where the difficulty of measuring an object increases with its magnitude (particle physics, astronomy, etc.). If we estimate $\theta$ under the loss

$$L(\theta, d) = \frac{(\theta - d)^2}{\theta^2},$$
the problem is invariant under the action of the multiplicative group. The right Haar measure is then \( \pi(\theta) = 1/|\theta| \). (It is also the left Haar measure, since the group is commutative.)

Therefore, the best equivariant estimator of \( \theta \) is

\[
\delta^*(x_1, \ldots, x_n) = \frac{\mathbb{E}^\pi[1/\theta|x_1, \ldots, x_n]}{\mathbb{E}^\pi[1/\theta^2|x_1, \ldots, x_n]}
\]

and

\[
\pi(\theta|x) \propto \frac{1}{\theta^2} \exp\left\{-\frac{1}{n} \sum_{i=1}^{n} (x_i - \theta)^2 / 2\theta^2\right\}
\]

\[
\propto \frac{1}{\theta^2} \exp\left\{-\frac{1}{2} \left(\frac{n\bar{x}}{s^2} - \frac{1}{\theta}\right)^2 s^2\right\},
\]

for \( s^2 = \sum_{i=1}^{n} x_i^2 \). The posterior distribution is then a generalized inverse normal distribution \( \mathcal{IN}(2, n\bar{x}/s^2, 1/s^2) \) (Robert (1991)) and

\[
\mathbb{E}^\pi[1/\theta|x, s^2] = \sqrt{2s} \frac{1F_1(1;1/2; n^2\bar{x}^2/2s^2)}{\Gamma(1/2)\frac{1}{2} F_1(1/2;1/2; n^2\bar{x}^2/2s^2)}.
\]

Therefore,

\[
\delta^*(x_1, \ldots, x_n) = \sqrt{2} \frac{1F_1(3/2;1/2; n^2\bar{x}^2/2s^2)}{\Gamma(1/2)\frac{1}{2} F_1(1/2;1/2; n^2\bar{x}^2/2s^2)} \frac{1}{2} s.
\]

In this case, the best equivariant estimator dominates the maximum likelihood estimator

\[
\hat{\delta}(\bar{x}, s) = \frac{-\bar{x} + (\bar{x}^2 + 4s^2)^{1/2}}{2},
\]

which is also equivariant. For additional results on the multiplicative models, see Gleser and Healy (1976), Kariya (1984), Kariya et al. (1988), and Perron and Giri (1990).

The reader is referred to Eaton (1989), Lehmann (1986), and Berger (1985a) for other examples of the use of Haar measures in the derivation of best equivariant estimators in the case of tests and confidence regions. A general mathematical treatise on Haar measures is Nachbin (1965).

9.5 The Hunt–Stein theorem

If we consider the particular case discussed at the beginning of the previous section, namely the case when \( \mathcal{G} \) is compact and where there exists an invariant probability distribution on \( \Theta \), the best equivariant estimator is a (proper) Bayes estimator, and therefore admissible in most cases. Because its risk is constant when \( \mathcal{G} \) is transitive, the best equivariant estimator is also minimax. When \( \mathcal{G} \) is not compact, the best equivariant estimator is a generalized Bayes estimator associated with the right Haar measure, and therefore not necessarily admissible. The Stein effect (see Note 2.8.2) is
an illustration of this possible suboptimality because the best equivariant estimator of a location parameter, $x$, is inadmissible for the quadratic loss in dimension 3 and above. Therefore, the question of the admissibility of the best equivariant estimator cannot be considered in general for noncompact groups.

On the contrary, it is possible to extend the minimaxity property beyond than for the compact case, through the Hunt–Stein Theorem\(^2\). This result is intuitively sound because, when a problem is invariant, there exists an equivariant estimator with a constant risk that attains the lower bound of the maximal risks,

$$\inf_{\delta} \sup_{\theta} R(\delta, \theta).$$

Furthermore, using the natural invariant structures of the model, it seems legitimate to improve on an estimator $\delta$, by averaging it, that is, by integrating over $G$

$$\delta^*(x) = \int_{G} \delta(gx) \nu_r(dg),$$

if $L(\theta, d)$ is convex in $d$ and if the theorem à la Fubini given in Section 9.4 applies (assuming $\delta^*$ is well defined). In fact, we would then get (in an informal way)

$$R(\delta, \theta) = \mathbb{E}_{\theta} [L(\theta, \delta(x))]$$

$$= \mathbb{E}^T (\mathbb{E}_{\theta} [L(\theta, \delta(x)) | Q(x) = T])$$

$$\geq \mathbb{E}^T [L(\theta, \delta^*(t))]$$

$$= R(\delta^*, \theta).$$

This improvement is similar to the domination result of the Rao–Blackwell Theorem, when conditioning on a sufficient statistic.

We formalize this sketch of proof a bit further by introducing the notion of amenable group presented in detail in Bondar and Milnes (1981). Firstly, the following counter-example shows that intuition is not always satisfactory, in particular when the invariance structures are too strong, that is, when $G$ is too large.

**Example 9.5.1** (Stein (1965)) Consider $x \sim N_p(0, \Sigma)$ and $y \sim N_p(0, \varrho \Sigma)$ with $p \geq 2$. The parameter $\varrho$ is estimated under the loss function

$$L((\varrho, \Sigma), d) = \text{II}_{[1/2, +\infty)} \left( \left| 1 - \frac{d}{\varrho} \right| \right).$$

The problem is then invariant under the action of the linear group $GL_p$ because, if $B$ is a nonsingular matrix, $Bx \sim N_p(0, B \Sigma B^t)$ and $By \sim N_p(0, \varrho B \Sigma B^t)$. As $\bar{g}_B(\varrho, \Sigma) = (\varrho, B \Sigma B^t)$, the equivariant estimators are actually invariant

$$\delta(Bx, By) = \delta(x, y)$$

\(^2\) This theorem is also famous for remaining without published proof for a long time, although Kiefer (1957) established this result in a particular case.
for every $x, y$, and $B$. If $x$ and $y$ are linearly independent (an event that occurs with probability 1), we can find $B$ such that

$$Bx = (1, 0, \ldots, 0)^t \quad \text{and} \quad By = (0, 1, 0, \ldots, 0)^t,$$

which implies that the equivariant estimators are \textit{almost everywhere constant}. Since

$$R(\delta_0, (\varrho, \Sigma)) = 1 \quad \text{if} \quad \left| 1 - \frac{\delta_0}{\varrho} \right| > 1/2$$

for a given constant $\delta_0$, the minimax risk of the equivariant estimators is 1.

Defining

$$\delta_1(x, y) = \left| \frac{y_1}{x_1} \right|,$$

the risk of $\delta_1$ is

$$R(\delta_1, \theta) = P_{\varrho, \Sigma} \left( \left| 1 - \frac{y_1}{x_1 \varrho} \right| \geq 1/2 \right)$$

$$= P \left( \left| 1 - \frac{z_1}{z_2} \right| \geq 1/2 \right),$$

where $z_1, z_2$ are i.i.d. $N(0, 1)$. Therefore, this risk is also \textit{constant}, but strictly smaller than 1. Notice that $\delta_1$ is also an equivariant estimator for the multiplicative group, which then appears as a more appropriate invariance structure.

For a general approach to this problem, consider a locally compact group of transformations $G$, with a right Haar measure $\nu_r$. Let $\mathcal{V}$ be an algebra of real-valued essentially bounded measurable functions on $G$, such that the constant function 1 is in $\mathcal{V}$.

**Definition 9.5.2** A mean on $\mathcal{V}$ is a linear and continuous functional $m$ on $\mathcal{V}$ such that

(i) $m(1) = 1$; and 

(ii) $m(f) \geq 0$ if $f \in \mathcal{V}$ and $f \geq 0$ (a.s.).

That such a functional $m$ exists is actually a necessary and sufficient condition for the Hunt–Stein Theorem to hold. In this case, it is then possible to average on the orbits of $X$ with respect to $G$, as suggested at the beginning of this section.

**Example 9.5.3** (Bondar and Milnes (1981)) For $G = \mathbb{R}$ and $n \in \mathbb{N}$, consider

$$m_n(f) = \frac{1}{2n} \int_{-n}^{n} f(x) \, dx;$$
then \( m_n \) defines a mean on \( L_\infty(\mathbb{R}) \). Moreover, the sequence \( (m_n) \) has an accumulation point \( m \) in the sense of the weak topology on \( L_\infty \): for every \( f \in L_\infty, \epsilon > 0, \) and \( n_0 \in \mathbb{N} \), there exists \( n \geq n_0 \) such that
\[
|m_n(f) - m(f)| < \epsilon.
\]
In particular, this accumulation point satisfies \( m(f) = 0 \) for every \( f \) such that \( f(x) \) goes to 0 when \( x \) goes to \( \pm \infty \). Notice also that \( m \) is not \( \sigma \)-additive, and that the sequence \( (m_n) \) does not converge to \( m \) in the sense of the weak topology.

**Definition 9.5.4** The mean \( m \) is said to be right-invariant if, for every \( f \in \mathcal{V} \) and \( g \in \mathcal{G} \), \( m(fg) = m(f) \), where \( fg(x) = f(xg) \). The group \( \mathcal{G} \) is said to be amenable if there exists a right-invariant mean on \( L_\infty(\mathcal{G}) \) or, equivalently, on \( \mathcal{C}_B(\mathcal{G}) \), the space of the continuous bounded functions on \( \mathcal{G} \).

As shown in Bondar and Milnes (1981), the existence of an amenable group is equivalent to the existence of a sequence of almost right-invariant probability measures: in such a case, there exists a sequence \( (P_n) \) of probability measures on \( \mathcal{G} \) such that, for every \( B \in \mathcal{B}(\mathcal{G}) \) and every \( g \in \mathcal{G} \),
\[
\lim_{n \to +\infty} |P_n(Bg) - P_n(B)| = 0.
\]
Moreover, there exists a sequence \( (G_n) \) of nested compact sets such that the density of \( P_n \) is \( \nu_r(G_n)^{-1} \mathbb{I}_{G_n}(g) \) (with respect to \( \nu_r \)). Therefore, the existence of the sequence \( (G_n) \) allows for the approximation of the Haar measure \( \nu_r \) by a sequence of probability distributions, and these probabilities are almost invariant in the sense that if \( B \cap G_n = Bg \cap G_n, P_n(B) = P_n(Bg) \) (see also Strasser (1985) and Lehmann (1986)). Example 9.5.3 provides a direct illustration of this result.

Examples of amenable groups are the additive and multiplicative groups, the group of location-scale transformations (see Example 9.4.1), and the group \( T_p \) of invertible upper triangular matrices. On the contrary, the linear group \( GL_p \) and the group \( SL_p \) of matrices with determinant 1 are not amenable. Bondar and Milnes (1981) provide many other structural examples of amenable and nonamenable groups.

The Hunt–Stein Theorem then states the minimaxity of the best equivariant estimator.

**Theorem 9.5.5** If the group \( \mathcal{G} \) is amenable and the statistical problem \((\mathcal{X}, f(x|\theta), \mathcal{D}, \mathcal{L})\) is invariant under the action of \( \mathcal{G} \), the existence of a minimax estimator implies the existence of a minimax equivariant estimator. Moreover, an equivariant estimator that is minimax among the equivariant estimators is minimax.

A proof of this theorem is provided by Berger (1985a, §6.7) in the case where \( \mathcal{G} \) is finite, by Lehmann (1983, §9.5) for tests, and by Le Cam (1986,
§8.6 in more general settings, as a consequence of the fixed-point theorem of Markov and Kakutani. As mentioned at the beginning of this section, the Hunt–Stein Theorem relies on an adapted version of the Fubini Theorem. To give a quick sketch of a proof, let us assume $L$ is convex. For a real-valued estimator $\delta$, define

$$\delta^*(x) = m(\tilde{\delta}_x),$$

where $m$ is the right-invariant mean and $\tilde{\delta}_x(g) = \delta(gx)$. The estimator $\delta^*$ is then equivariant since, if $g_0 \in G$,

$$\delta^*(g_0x) = \int_G g^{-1}\delta(g_0x) \, dm(g)$$

$$= \int_G g_0g^{-1}_0g^{-1}\delta(g_0x) \, dm(g)$$

$$= g_0\int_G g^{-1}\delta(gx) \, dm(g)$$

$$= g_0\delta^*(x),$$

because of the right-invariance of $m$. Moreover,

$$\sup_\theta R(\delta^*, \theta) \leq \sup_\theta \int_G \int_X L(\theta, \tilde{g}^{-1}\delta(gx)) \, f(x|\theta) \, dx \, dm(g)$$

from the convexity of $L$. Therefore

$$\sup_\theta R(\delta^*, \theta) \leq \sup_\theta \int_G \int_X L(\tilde{g}\theta, \tilde{\delta}(gx)) \, f(x|\theta) \, dx \, dm(g)$$

$$= \sup_\theta \int_G R(\tilde{g}\theta, \delta) \, dm(g)$$

$$\leq \sup_\theta R(\delta, \theta),$$

which implies the domination of $\delta$ by $\delta^*$.

A consequence of the Hunt–Stein Theorem is that, in the normal case, the maximum likelihood estimator, $x \sim N_p(\theta, I_p)$, is minimax for every value of $p$, although inadmissible for $p \geq 3$. The same result holds if $x \sim N_p(\theta, \sigma^2 I_p)$ and if the unknown variance $\sigma^2$ is estimated by $s^2/q$, when $s^2 \sim \sigma^2 \chi^2_q$.

9.6 The role of invariance in Bayesian Statistics

To conclude this chapter, let us reiterate the reservations expressed in Berger (1985a) over the implications of the invariance requirements on the Bayesian approach, in particular, as a determination technique for non-

Notice that these indications do not constitute a rigorous proof, since the application of the Fubini Theorem in (9.3.8) is not always justified. In fact, this “averaging” can only be used under particular conditions. Otherwise, it would also lead to a general admissibility result for the best equivariant estimator under convex losses, a result negated by the Stein effect.
informative distributions, even though it provides a justification for the choice of an alternative to the Jeffreys prior (see Example 9.4.1).

One criticism of the notion of invariance is that, although intuitively attractive, it is not devoid of ambiguity and that, since it is sometimes possible to consider several globally invariant groups, the resulting best equivariant estimators can lead to distinct inferences, which contradicts the Likelihood Principle.

Another criticism is that the natural invariance structures of a statistical model can be either too weak, and thus of no use to determine an estimator, or too strong, and therefore too constraining. An extreme example of the first setting is the Poisson distribution, where there is actually no invariance structure at all. The following example illustrates the opposite case (see also Example 9.5.1).

**Example 9.6.1** Consider a distribution family symmetric around a location parameter \( \theta \), that is, such that \( x \sim f(|x - \theta|) \). The loss function is \( \varrho(|d - \theta|) \). If the invariance by symmetry, that is, the fact that the distribution of \( y = -x \) belongs to the same family, is taken into account, the estimators that correspond to \( \pi(\theta) = 1 \) and satisfy\[
\delta(x + c) = \delta(x) + c \quad \text{and} \quad \delta(-x) = -\delta(x)\]
reduce to \( \delta(x) = x \), which is not necessarily a good estimator.

An excess of invariance can obviously be reduced by taking into account only a part of the invariance structures, that is, by considering a subgroup \( G_0 \) of \( G \) that induces a transitive action on \( \Theta \), while being as small as possible. Nonetheless, the choice of this subgroup, when possible, can be crucial in the resulting inference.

As a last but important criticism, notice that a modeling of statistical problems based on invariant structures can be damaging from a subjective point of view, since it constrains the decision structures to be compatible with invariance—therefore, in particular, to choose an invariant loss—and can conflict with the prior information—the only compatible prior distribution being the Haar measure. Such a modeling can also be damaging from an efficiency point of view, since the equivariant estimators can be strongly inadmissible, as shown by the Stein effect and Example 9.5.1 (see also Examples 4.1.4–4.2.3 in Lehmann (1983, §4.4)). Moreover, invariance does not necessarily lead to a good noninformative distribution, as shown by Example 9.6.1. And, in practice, the computation and derivation of right Haar measures can be quite involved.

**9.7 Exercises**

**Section 9.2**

9.1 (Blackwell and Girshick (1954)) Consider the distribution \( f \) with weights \( f(k) = 1/k(k + 1) \) for \( k = 1, 2, \ldots \) and \( x \sim f(x - \theta) \), with \( \theta \in \mathbb{R} \). Under the
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loss function,
\[
L(\theta, d) = \begin{cases} 
  d - \theta & \text{if } d > \theta, \\
  0 & \text{otherwise},
\end{cases}
\]
show that the equivariant estimators are of the form \( x - c \), and that every equivariant estimator has an infinite risk. Compare with the constant estimator \( \delta_0(x) = c \).

9.2 Consider \( x \) an observation from a \( C(\theta, 1) \) distribution. Under quadratic loss, show that all equivariant estimators have infinite risk. Propose a finite risk estimator other than the constant estimator.

9.3 (Berger (1985a)) Consider \( x = (x_1, \ldots, x_n) \sim f(x_1 - \theta, \ldots, x_n - \theta) \), where \( \theta \) is unknown. The hypothesis \( H_0 : f = f_0 \) is to be tested against \( H_1 : f = f_1 \) under the 0–1 loss.
   a. Show that \( T(x) = (x_1 - x_n, \ldots, x_{n-1} - x_n) \) is a maximal invariant statistic for the group of transformations
   \[
   \mathcal{G} = \{ g_c : g_c(x_1, \ldots, x_n) = (x_1 + c, \ldots, x_n + c), c \in \mathbb{R} \}.
   \]
   b. Deduce that every invariant test only depends on \( y = T(x) \), and that the optimal tests have the following rejection region:
   \[
   W = \{ f_1^*(y) \geq Kf_0^*(y) \},
   \]
   where \( f_i^* \) is the density of \( y \) under \( H_i \).

9.4 (Berger (1985a)) Consider \( x \) distributed according to \( P_\theta(x = \theta - 1) = P_\theta(x = \theta + 1) = 1/2 \).
The associated loss function is
\[
L(\theta, d) = \begin{cases} 
  |\theta - d| & \text{if } |\theta - d| \leq 1, \\
  1 & \text{otherwise}.
\end{cases}
\]
Give the best equivariant estimators for the translation group and show that they are dominated by
\[
\delta^*(x) = \begin{cases} 
  x + 1 & \text{if } x \leq 0, \\
  x - 1 & \text{otherwise}.
\end{cases}
\]

9.5 (Berger (1985a)) Consider \( x_1, \ldots, x_n \) a sample from the truncated normal distribution, with density
\[
f(x|\theta) = \left(2\pi \right)^{1/2} e^{-(x-\theta)^2/2} \mathbb{1}_{[\theta, +\infty)}(x).
\]
Show that the best equivariant estimator of \( \theta \) under quadratic loss is
\[
\delta^*(x) = \bar{x} - \frac{\exp\left\{-n(x^{(1)} - \bar{x})^2/2\right\}}{\sqrt{2n\pi}\Phi\left(\sqrt{n}(x^{(1)} - \bar{x})\right)}.
\]

Section 9.3

9.6 Consider \( x \sim \mathcal{N}(\theta, a\theta^2) \), with \( \theta \in \mathbb{R} \) and known \( a > 0 \). The parameter \( \theta \) is estimated under the loss \( L(\theta, d) = (\frac{d}{\theta} - 1)^2 \).
a. Show that the problem is invariant under the group of transformations\[G = \{g_c; \quad g_c(x) = cx, \ c > 0\} .\]

Is the action of the group transitive?
b. Give the best equivariant and the maximum likelihood estimators of \(\theta\).
c. Compare with the estimators obtained in Exercise 3.33 and in Example 9.4.7.
d. Use Exercise 3.33 to show that the best equivariant estimator \(\delta_0\) is a generalized Bayes estimator.

9.7 (Lehmann (1983)) Consider the estimation of a scale parameter \(\sigma\), under the loss
\[(9.7.1) L(\sigma, \delta) = \left(\frac{\delta}{\sigma} - 1\right)^2 ,\]
for \(n\) observations\[x_1, \ldots, x_n \sim \frac{1}{\sigma^n} f \left( \frac{x_1}{\sigma}, \ldots, \frac{x_n}{\sigma} \right) .\]
a. If \(z = (x_1/x_n, \ldots, x_{n-1}/x_n, x_n/x_n)\), show that every estimator of \(\sigma\) equivariant under scale transformations can be written\[\delta(x) = \delta_0(x)/\omega(z),\]
where \(\delta_0\) is a particular equivariant estimator, and that \(z\) is a maximal invariant statistic.
b. Determine the function \(\omega^*\) that minimizes\[\mathbb{E}[L(\sigma, \delta(x))|z]\]
under (9.7.1), and deduce the best equivariant estimator.
c. Write this estimator in an appropriate form in order to find the result of Section 9.4 with the corresponding Haar measure.
d. Consider the previous questions for the estimation of \(\sigma^r\) \((r \in \mathbb{R}_+^*)\) under the loss\[L(\sigma, \delta) = \left(\frac{\delta}{\sigma^r} - 1\right)^2 .\]

9.8 Apply the results of Exercise 9.7 to the following cases:
(i) \(x_1, \ldots, x_n\) are i.i.d. \(\mathcal{N}(0, \sigma^2)\);
(ii) \(x_1, \ldots, x_n\) are i.i.d. \(\mathcal{G}(\alpha, \sigma)\); and
(iii) \(x_1, \ldots, x_n\) are i.i.d. \(\mathcal{U}[0, \sigma]\).

9.9 Examine Exercise 9.7 under the following losses:
\[L(\sigma, \delta) = \left|\frac{\delta - \sigma}{\sigma}\right|, \quad L(\sigma, \delta) = \frac{\delta}{\sigma} - \log(\delta/\sigma) - 1, \quad L(\sigma, \delta) = \left(\frac{\sigma}{\delta} - 1\right)^2 .\]

9.10 (Lehmann (1983)) Consider the estimation of \(\sigma\) in the case when\[x = (x_1, \ldots, x_n) \sim \frac{1}{\sigma^n} f \left( \frac{x_1 - \theta}{\sigma}, \ldots, \frac{x_n - \theta}{\sigma} \right) ,\]
under the action of the affine group\[\mathcal{G}_a = \{g_{a,b}; \quad g_{a,b}(x) = ax + b1, \ a > 0, b \in \mathbb{R}\},\]
where \(1 = (1, \ldots, 1) \in \mathbb{R}^n\).
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a. Determine the best equivariant estimator under the loss (9.7.1) similarly to Exercise 9.7. (Hint: Use the transformations $y_i = x_i - x_n$ and define $z_i = y_i/y_{n-1}$ ($i \neq n-1$), $z_{n-1} = y_{n-1}/|y_{n-1}|$.)

b. Compare with a Bayesian formulation using the right Haar measure.

c. Consider the previous questions when estimating $\theta$ under the loss $L(\theta, \delta) = (\theta - \delta)^2/\sigma^2$.

d. Apply to the case where $x_i - \theta \sim \text{Exp}(\sigma)$, and show that the best equivariant estimator of $\theta$ is

$$
\delta^*(x) = x_{(1)} - \frac{1}{n^2} \sum_{i=1}^{n} (x_i - x_{(1)}).
$$

9.11 * (Eaton (1989)) Consider $G \subset \mathbb{R}_+^* \times \mathbb{R}$, with the group operation

$$(a_1, b_1)(a_2, b_2) = (a_1a_2, a_1b_2 + b_1).$$

If $D = \{x \in \mathbb{R}^n; x_1 = \cdots = x_n\}$, consider $X = \mathbb{R}^n - D$. Assume that $G$ acts on $X$ by

$$(a, b)x = ax + be_n,$$

where $e_n = (1, \ldots, 1)^t$. Show that the maximal invariant statistic is

$$f(x) = \frac{x - \bar{x}e_n}{s(x)},$$

with $\bar{x} = \sum x_i/n$, $s^2(x) = \sum (x_i - \bar{x})^2$.

9.12 * (Eaton (1989)) Verify that if there exists a multiplier $\xi$ on $G$, that is, a real-valued function such that $\xi(g_1g_2) = \xi(g_1)\xi(g_2)$, that satisfies

$$f(x|\theta) = f(gx|g\theta)\xi(g)$$

uniformly on $X$, $\Theta$, $G$, the family

$$\mathcal{P} = \{f(x|\theta); \theta \in \Theta\}$$

is $G$-invariant. Deduce that, in this case, the maximum likelihood estimator is equivariant, as is every Bayes estimator associated with a relatively invariant prior measure, that is, such that there exists a multiplier $\xi_1$ with $\pi(gB) = \xi_1(g)\pi(B)$ uniformly in $B$ and $g$.

9.13 * (Delampady (1989b)) Consider $x \sim N_p(\theta, I_p)$. The hypothesis $H_0: \theta = \theta_0$ is tested against $H_1: \theta \neq \theta_0$. This problem is invariant under the action of the orthogonal group $G_o$ and we only consider prior distributions in the invariant class

$I = \{\pi; \pi(gA) = \pi(A), \forall A \in B(\mathbb{R}^p), \forall g \in G_o\}$. 

a. Show that $t(x) = ||x||^2$ is a maximal invariant statistic, distributed as a noncentral $\chi^2_p$ with the noncentrality parameter, $\eta(\theta) = ||\theta||^2$ (the corresponding maximal invariant statistic on $G_0$), and that its density can be written

$$q(t(x)|\eta(\theta)) = \int_{G_0} f(gx|\theta) d\mu(g),$$

where $\mu$ is the Haar measure on $G_0$. 

b. Deduce that if $B^{\sigma}$ is the Bayes factor, it satisfies
\[ \inf_{\pi \in I} B^{\sigma}(x) = \frac{q(t(x)|\theta_0)}{q(t(x)|\hat{\eta})}, \]
where $\hat{\eta}$ is the maximum likelihood estimator of $\eta$.
c. Compare with the $p$-value for different values of $t(x)$.

9.14 Show that the intrinsic losses defined in Section 2.5.4 are naturally invariant.

9.15 Consider $x \sim \mathcal{N}(\theta, \sigma^2)$ and the parameter of interest is $e^{\theta}$, when $\sigma^2$ is known.
a. Show that
\[ \mathbb{E}_\theta[e^{ax}] = e^{a\theta + a^2\sigma^2/2}. \]
b. Among the estimators of the form $\delta_c(x) = e^{x+c\sigma^2}$, determine the best estimator for the quadratic loss $L_2$, $\delta^*$. Show that $\delta^*$ is a Bayes estimator and determine the corresponding prior $\pi^*$. (Consider first the Lebesgue measure and the weighted quadratic loss $L^0(\theta, \delta) = e^{-2\theta}(e^{\theta} - \delta)^2$.

What is the Bayes estimator for the Lebesgue prior under $L_2$?)
c. Consider the previous question for the absolute error loss, $L_1(\theta, \delta) = |e^{\theta} - \delta|$.

Show that the best estimator is associated with $\pi(\theta) = e^{-\theta}$. Is this answer surprising from an invariance point of view?
d. Given the estimator $\delta^*$, we want to evaluate the performances of $\delta^*$ under $L_0$ and $L_2$, that is, to estimate $L_0(\theta, \delta^*(x))$ and $L_2(\theta, \delta^*(x))$ under the quadratic loss
\[ (L_0(\theta, \delta^*(x)) - \gamma)^2. \]
Show that, for $\pi(\theta) = 1$, the posterior loss $\mathbb{E}_\theta[L_0(\theta, \delta^*)|x]$ is constant and equal to the constant risk of $\delta^*$.
e. Show that, for $\pi^*(\theta) = \exp(-2\theta)$, the posterior variance of $\delta^*$ is
\[ \gamma^\pi(x) = e^{2\sigma^2/2}(1 - e^{-\sigma^2}). \]
Show that $\gamma^\pi$ is an unbiased estimator of the risk, $\mathbb{E}_\theta[L_2(\theta, \delta^*(x))]$, and that it is dominated by the Bayes estimator of $L_2(\theta, \delta^*(x))$ under $\pi(\theta) = e^{-4\theta}$. Can you justify the use of this prior on invariance grounds?

Section 9.4

9.16 *(Eaton (1989)) Show that, for a topological group $\mathcal{G}$, two left-invariant integrals, that is, functionals such that
\[ \int_\mathcal{G} f(gx)\mu(dx) = \int_\mathcal{G} f(x)\mu(dx) \]
for every $f \in L_1(\mu)$ and $g \in \mathcal{G}$, are necessarily proportional.

9.17 *(Eaton (1989)) Consider $\nu_\ell$ a left Haar measure, $f \in K(\mathcal{G})$ and
\[ J_1(f) = \int_\mathcal{G} f(xg^{-1})\nu_\ell(dx). \]
a. Show that $J_1$ is left-invariant. Deduce that there exists a function $\Delta$ on $\mathcal{G}$ such that

$$J_1(f) = \Delta(g) \int_{\mathcal{G}} f(x) \nu_\ell(dx) = \Delta(g) J(f).$$

The function $\Delta$ is called the modulus of $\mathcal{G}$.

b. Show that $\Delta$ does not depend on the choice of $J_1$ and that $\Delta(g_1 g_2) = \Delta(g_1) \Delta(g_2)$ (that is, $\Delta$ is a multiplier).

c. Consider $J_2$ such that

$$J_2(f) = \int_{\mathcal{G}} f(x) \Delta(x^{-1}) \nu_\ell(dx).$$

Show that $J_2$ is right-invariant and satisfies

$$J_2(f) = \int_{\mathcal{G}} f(x^{-1}) \nu_\ell(dx).$$

Deduce that, if $\nu_\ell$ is a left Haar measure,

$$\nu_\ell(dx) = \Delta(x^{-1}) \nu_\ell(dx)$$

is a right Haar measure.

d. If $\mathcal{G}$ is compact, show that $\Delta$ is identically equal to 1. (Hint: Use the continuity of $\Delta$ and the fact that $\Delta(\mathcal{G})$ is compact.)

e. Consider $\mathcal{G} = GL_n$, the linear group of $\mathbb{R}^n$. We denote by $dx$ the Lebesgue measure on $L_{n,n}$, the vector space of $n \times n$ matrices. Show that

$$J(f) = \int_{\mathcal{G}} f(x) \frac{dx}{|\det(x)|^n}$$

is simultaneously right- and left-invariant. Deduce that $\Delta = 1$. Is $\mathcal{G}$ compact?

9.18 * (Eaton (1989)) Consider $\mathcal{G}$ a compact group acting on $\mathcal{X}$, and $\nu$ the unique Haar probability distribution on $\mathcal{G}$. Define $U$, a uniform random variable on $\mathcal{G}$, by

$$P(U \in B) = \nu(B).$$

a. Consider $x \in \mathcal{X}$. Show that $\mu_x$, defined by

$$\mu_x(B) = P(Ux \in B)$$

is the unique $\mathcal{G}$-invariant probability on the orbit of $x$, $O_x$.

b. If $P$ is a $\mathcal{G}$-invariant distribution on $\mathcal{X}$, show that

$$P = \int_{\mathcal{X}} \mu_x P(dx).$$

c. A measurable section $\mathcal{Y} \subset \mathcal{X}$ is defined by

(i) $\mathcal{Y}$ is measurable;

(ii) $\forall x \in \mathcal{X}$, $\mathcal{Y} \cap O_x = \{y(x)\}$; and

(iii) the function $t(x) = y(x)$ is measurable for the $\sigma$-algebra induced on $\mathcal{Y}$ by $\mathcal{X}$.

Show that, for every probability distribution $Q$ on $\mathcal{Y}$,

$$P = \int_{\mathcal{Y}} \mu_y Q(dy)$$
is $G$-invariant on $X$ and that, reciprocally, every $G$-invariant probability can be written this way.

d. Consider $U$ a uniform random variable on $G$, $Y$ a measurable section of $X$, and $X$ a random variable on $X$. Deduce from c. the equivalence between the following properties:
(i) the distribution of $gX$ is independent of $g \in G$; and
(ii) there exists $Y$, random variable on $X$, independent of $U$, such that $UY$ has the same distribution as $X$.

e. Apply to the case $X = \{0, 1\}^n$.

9.19 Consider $x \sim N(\theta, 1)$ when the quantity of interest is $h(\theta) = e^{c\theta}$.

a. Give the risk of the Bayes estimator of $h(\theta)$ associated with $\pi(\theta) = 1$ and the quadratic loss, $R(\theta, \delta \pi)$, and show that the Bayes estimator of $h(\theta)$ associated with $\pi'(\theta) = R(\theta, \delta \pi) - 1$ dominates $\delta \pi$.

b. Notice that $R(\theta, \delta \pi) - 1(e^{c\theta} - \delta)^2$ is an invariant loss and derive the following result: For every invariant loss $L(\theta, \delta)$, if $\delta \pi$ is the estimator associated with $L$ and the Haar measure $\pi$, and if $\omega(\theta) = \mathbb{E}_\theta[L(\theta, \delta \pi(x))]$, the estimator associated with $L$ and $\pi'(\theta) = \pi(\theta)/\omega(\theta)$ is the best equivariant estimator.

Section 9.5

9.20 *(Berger (1985a)) Consider the particular case where the group $G$ is finite, that is, $G = \{g_1, \ldots, g_m\}$.

Let us assume that the loss $L(\theta, a)$ is invariant, convex in $a$, and, in addition, that the action induced by the group $G$ on $D$ satisfies
$$\tilde{g}\left(\frac{1}{m}\sum_{i=1}^{m} a_i\right) = \frac{1}{m}\sum_{i=1}^{m} \tilde{g}(a_i).$$

Establish the Hunt–Stein Theorem under the additional assumption that $D$ is convex. (Hint: Show that, for every estimator $\delta$, there exists an associated invariant estimator $\delta I$ which dominates $\delta$.)

9.21 In the setting of Example 9.5.1, derive the exact risk of the estimator $\delta_1$ (Hint: Notice that $z_1/z_2$ is distributed as a Cauchy random variable.)

9.22 Examine the estimation of $\rho$ in Example 9.5.1 for the invariance structure induced by the multiplicative group.

9.23 Consider $(x_1, \ldots, x_p)$ and $(y_1, \ldots, y_p)$ with normal distributions $N_p(0, \Sigma)$ and $N_p(0, \Delta \Sigma)$. The hypothesis $H_0 : \Delta \leq \Delta_0$ is to be tested versus $H_1 : \Delta > \Delta_0$.

a. Show that the problem is invariant under $GL_p$, the group of nonsingular linear transformations.

b. Show that $GL_p$ is transitive on the sample space, up to a set of measure 0.

Deduce that the equivariant estimators are constant, that is, that invariant tests at level $\alpha$ are $\varphi_\alpha(x, y) = 1 - \alpha$.

c. Consider $\varphi_c(x, y) = I_{y_t^2 \leq cx_1^2}$ and show that it dominates $\varphi_\alpha$ under the $0 - 1$ loss for $\alpha = P_{\Delta_0}(y_1^2 > cx_1^2)$.

d. Is $GL_p$ amenable?
9.24 Consider \( x_1, \ldots, x_n \sim C(\mu, \sigma^2) \).

a. Show that the Haar measure is \( \pi^H(\mu, \sigma) \propto 1/\sigma \).

b. Consider the reparameterization \( y_i = 1/x_i \). Show that \( y_i \sim C(\nu, \tau^2) \) and derive \( \nu \) and \( \tau \) in terms of \( \mu \) and \( \sigma \).

c. Show that \( \pi^H(\nu, \tau) \propto 1/\tau \) is not the transform of \( \pi^H(\mu, \sigma) \) and conclude about the limitations of invariance in terms of reparameterization.

Section 9.6

9.25 *(Villegas (1990)) Consider a family of probability distributions \( P_\theta \) on \( X \), with \( \theta \in \Theta \) and \( T(x) \) taking values in a Euclidean affine space \( E \), such that the likelihood function is

\[
\ell(\theta|x) = c_1(x)c_2(\theta)\exp\{-||T(x) - \theta||^2/2\}.
\]

This model is called Euclidean Bayesian if \( \pi(\theta) = 1 \).

a. Deduce that the corresponding Euclidean prior distribution in the case of a Poisson model \( P(\lambda) \) is \( \pi(\lambda) = 1/\lambda \).

b. Show that the \( p \)-value \( p(x) = P_{\lambda_0}(X \geq x) \) when testing \( H_0 : \lambda \leq \lambda_0 \) against \( H_1 : \lambda > \lambda_0 \) is related to this prior distribution, but that this relation does not hold for the alternative test of \( H_0 : \lambda \geq \lambda_0 \) against \( H_1 : \lambda < \lambda_0 \).

c. Show that the Haldane prior distribution \( \pi(p) = 1/p(1-p) \) (9.7.3) also appears as a Euclidean model when \( x \sim B(n, p) \). Is (9.7.3) still the Euclidean prior for the negative binomial distribution, \( \text{Neg}(n, p) \)?

d. If \( 0 < x < n \), show that, in the binomial case, the \( p \)-values \( P_{p_0}(X \leq x) \) and \( P_{p_0}(X \geq x) \) associated with the hypotheses \( H_0 : p \geq p_0 \) and \( H_0 : p \leq p_0 \) do not correspond to the Euclidean distribution (9.7.3).

e. In the normal case \( N(\mu, \sigma^2) \), show that the Euclidean prior distributions are the following ones:

(i) \( \pi(\theta) = 1 \) if \( \theta = \mu \);

(ii) \( \pi(\theta) = 1 \) if \( \theta = \sigma^{-2} \); and

(iii) \( \pi(\theta) = \theta_2 \) if \( (\theta_1, \theta_2) = (\mu, \sigma^{-2}) \).

9.26 Examine the issue of compatibility between the invariance requirements and the Likelihood Principle. In particular, determine whether the maximum likelihood estimator is always an invariant estimator.

9.27 *For an arbitrary loss function \( L(\theta, \delta) \) and a given prior distribution \( \pi \), assume that the Bayes estimator \( \delta^\pi \) is such that \( 0 < R(\theta, \delta^\pi) < \infty \) for every \( \theta \).

a. If we define \( L^\pi(\theta, \delta) = L(\theta, \delta)/R(\theta, \delta^\pi) \), show that \( \delta^\pi \) has constant risk 1. Does this imply that \( \delta^\pi \) is minimax? (Hint: Notice that \( \delta^\pi \) is not necessarily the Bayes estimator under \( L^\pi \).)

b. Consider the special case when \( x \sim N(\theta, 1) \) and \( \pi \) is \( N(\theta_0, \tau^2) \). Compute \( R(\theta, \delta^\pi) \) and study the behavior of the Bayes estimator associated with \( \pi \) and \( L^\pi \), compared with \( \delta^\pi \) (numerically, if necessary).
c. In the event $\delta_1^\pi$ is associated with $\pi$ and $L_1^\pi = L^\pi$ is different from $\delta^\pi$, a sequence of estimators $\delta_n^\pi$ can be defined sequentially by $L_n^\pi = L/R(\theta, \delta_{n-1}^\pi)$. What can be said about the limit of the sequence $(\delta_n^\pi)$?

d. Study the above sequence when $x \sim \mathcal{P}(\lambda)$, $\pi(\lambda) = 1$, and $L(\lambda, \delta) = (1 - \lambda/\delta)^2$.

9.8 Notes

9.8.1 Invariance and marginalization paradoxes

Besides bringing a new perspective on equivariant estimation, Helland (1999) advocates the use of right Haar measures as means of avoiding the marginalization paradoxes, as already pointed out in Dawid et al. (1973). (See Exercises 3.44—3.50.)

More precisely, given a model $(\mathcal{X}, \Theta, f(x|\theta))$ with a group $\mathcal{G}$ acting on $\mathcal{X}$ and the corresponding group $\bar{G}$ acting on $\Theta$, a function $h(\theta)$ is said to be invariantly estimable if $h(\theta_1) = h(\theta_2)$ implies $h(\bar{g}\theta_1) = h(\bar{g}\theta_2)$ for all $\bar{g} \in \bar{G}$ (Hora and Buehler (1966)). Helland (1999) supports the view that the invariance perspective and the use of the corresponding Haar measure should be restricted to the estimation of invariantly estimable functions of the parameters. For instance, although the Lebesgue measure is the right Haar measure for the translation group, and thus applies to the normal distribution $\mathcal{N}_p(\theta, I_p)$, it should not be used for the estimation of $||\theta||^2$, thus avoiding the subefficiency pointed out in Section 3.5.4. This point of view somehow relates to the construction of reference priors: given a parameter of interest, the relevant invariance structure should be determined first, and the corresponding right Haar measure could then be derived as the appropriate noninformative prior. Some drawbacks to this approach are that there are functions for which non-trivial invariance groups cannot be found, and that there is always arbitrariness involved in the choice of these groups, when they exist.

Example 9.8.1 (Helland (1999)) When $x \sim \mathcal{N}_p(\theta, \sigma^2 I_p)$ and $\theta$ is on the sphere of radius $c$, the best equivariant estimator of $\theta$ under the group of rotations is associated with the uniform measure on the sphere and is given by (8.3.2). (See Exercise 4.36.) If $c = ||\theta||^2$ is unknown, it can be estimated based on $||x||$ rather than $x$ (see Examples 3.5.9 and 3.5.11), using for instance the maximum likelihood estimator, or Saxena and Alam’s (1982) improvement $(||x||^2 - p)^+$. If one plugs this estimator $\kappa(x)$ of $c$ in $\delta_c$, the resulting estimator

$$\tilde{\delta} = \kappa(x) \frac{I_{p/2}(\kappa(x)||x||)}{I_{p/2-1}(\kappa(x)||x||)} \frac{x}{||x||},$$

where $I_v$ is the modified Bessel function, behaves similarly to a shrinkage estimator (2.8.4) for large values of $||x||$, as shown by Bock and Robert (1990) and Beran (1996). (See Exercise 10.37.)

For an invariantly estimable function $h(\theta)$, Helland (1999) considers the subgroup of $\mathcal{G}$,

$$K = \{g \in \mathcal{G}; h(\bar{g}\theta) = h(\theta) \text{ for all } \theta \in \Theta\},$$

since $h(\theta)$ is a maximal invariant for $K$. Given the corresponding subgroup of $\mathcal{G}$,

$$\bar{K} = \{\bar{g} \in \bar{G}; \bar{g} \in \bar{K}\},$$
let $z$ be a maximally invariant variable for $K$. If $\eta = h(\theta)$, Helland (2000) then shows that the marginalization paradox does not occur for $(\eta, z)$ when using the right Haar measure associated with $\mathcal{G}$. This means that, under this measure, if $\theta = (\eta, \xi)$ and $x = (z, y)$, and if the marginal posterior distribution of $\eta$ depends only on $z$, it can also be obtained as a posterior distribution based on $z$ alone.
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10.1 Incompletely Specified Priors

In the previous chapters, we have noticed (and even stressed!) the ambivalent aspect of Bayesian analysis: it is sufficiently reductive to produce an effective decision, but this efficiency can also be misused. For instance, the subjective aspects of a Bayesian analysis can always be modified to produce conclusions established in advance. Of course, the same misappropriation is possible in a frequentist framework through the choice of the loss or estimation criteria, while the classical approach does not distinguish between the subjective and objective inputs of an analysis. The main point here is that, as mentioned in Chapter 3, the choice of a prior distribution should always be justifiable by the statistician, that is, it must be based on sound (or “repeatable”) arguments. So the fact that Bayesian tools may lead to illegitimate inferences cannot be taken as a flaw of the Bayesian paradigm.

A more pertinent criticism is that the prior information is rarely rich enough to define a prior distribution exactly. In such cases, it seems necessary to include this uncertainty in the Bayesian model, although the notion of prior distribution may seem insufficient to represent such a degree of ignorance. In fact, the residual uncertainty prompted some extensions of the Bayesian paradigm, such as the upper and lower probabilities of Dempster (1968), or the imprecise probabilities of Walley (1991).

The hierarchical Bayes analysis considers, nonetheless, that this is can be done within the Bayesian paradigm. This particular modeling of the prior
information decomposes the prior distribution into several conditional levels of distributions, and thus allows for a distinction between structural and subjective items of information. According to the Bayesian paradigm, uncertainty at any of these levels is incorporated into additional prior distributions. In the simplest cases, the hierarchical structure is reduced to two levels, the parameters of the first being associated with a prior distribution defined on the second. The first-level distribution is generally a conjugate prior, owing to the computational tractability of these distributions, and also because the upper level somehow compensates for modeling errors at the lower levels. (Another justification for a conjugate modeling is provided by Dalal and Hall (1983) and Diaconis and Ylvisaker (1985); see Section 3.4.) We have already encountered examples of such modelings in Chapter 6, such as in Example 6.3.10.

A general characteristic of the hierarchical modeling is that it improves the robustness of the resulting Bayes estimators: while still incorporating prior information, the estimators are also well performing from a frequentist point of view (minimaxity and admissibility), although these two requirements are usually difficult to reconcile.

Additional justifications of hierarchical Bayes modeling stem from real life, since there are settings in medicine, biology, animal breeding, economics, and so on, where the population of interest can be perceived as a subpopulation of a meta-population, or even as a subpopulation of a subpopulation of a global population. This is, for instance, the case with meta-analysis, according to which several experiments about the same phenomenon undertaken at different places with different subjects and different protocols are pooled together (see, e.g., Mosteller and Chalmers (1992), Mengersen and Tweedie (1993), or Givens et al. (1997)).

**Example 10.1.1** (Guihenneuc-Jouyaux et al. (1998)) The Human Immunodeficiency Virus (HIV) is the virus that leads to AIDS. For a given patient, the progression of the HIV infection towards AIDS can be represented as a transition between seven stages of increasing severity, the final stage corresponding to AIDS. The moves between the stages are directed by a continuous time Markov model with infinitesimal generator $\Lambda$. (This means that the distribution of the state at time $T$, given a distribution $\omega_0 = (\omega_{01}, \ldots, \omega_{07})$ at time 0, is given by the matrix product $\omega_0 \cdot \exp\{T \Lambda\}$.)\(^1\)

For a given patient infected with HIV, the first six stages are not observed directly, but only through random variables ($1 \leq i \leq n$, $1 \leq j \leq n_i$),

$$x_{ij} \sim N \left( \mu_{S_{ij}}, \sigma^2 \right),$$

where $i$ denotes the individual and $j$ the follow-up point, and where $S_{ij}$ denotes the HIV stage. The $x_{ij}$‘s represent blood markers (CD4 counts).

\(^1\) The extension of the exponential function to multivariate settings such as this one is obtained by using the series representation of $\exp(x)$. See Exercise 10.2.
subject to great variability, and to measurement error. This is thus a special case of hidden Markov model (see Exercise 6.46), with the additional difficulty that the hidden Markov chain is operating in continuous time. But the forward–backward formulas developed in Exercise 6.47 still apply (Exercise 10.2). A similar model has been proposed by Kirby and Spiegelhalter (1994).

The $S_{ij}$’s therefore constitute the first level of a hierarchical model, with hyperparameters such as the generator matrix $\Lambda$ corresponding to the second level and common to all individuals. A second hyperparameter is $\delta$, the prior distribution on the HIV stage at the first observation. It is usually quite helpful to represent such hierarchical models as graphs (more exactly, directed acyclic graphs or DAG’s). Figure 10.1 provides this representation for the HIV model, the convention being that boxes correspond to known or observed quantities, and circles to unknown quantities; arrows indicate probabilistic dependence. (See Note 10.7.1 and Lauritzen (1996) for more details on graphical models.)

The empirical Bayes analysis is based on the same perception of imprecision over the prior information, but at a more pragmatic level. In fact, this approach considers that it is illusory to try to model this imprecision by several levels of conditional distributions when the first level is already partly or totally unknown. Rather paradoxically, the empirical Bayes analysis still relies on a conjugate prior modeling, where the hyperparameters are estimated from the observations and this “estimated prior” is then used as a regular prior in the subsequent inference. Needless to say, the
substitution of hyperparameters by estimated hyperparameters that is the core of the empirical Bayes analysis definitely excludes this technique from the Bayesian paradigm, but allows the statistician to take advantage of diffuse prior information in a simplified way. Moreover, it is often the case that the resulting estimators have good frequentist properties, although there is too much arbitrariness in the determination of the estimated hyperparameters to make a general rule of this fact. A related interest in the empirical Bayes modeling is to provide Bayesian support for the Stein effect (see Note 2.8.2). The empirical Bayes analysis may also appear as a convenient alternative in settings where a hierarchical Bayes analysis is too involved, even though increasingly efficient computation techniques progressively suppress the need for such approximations, as we saw in Chapter 6.

10.2 Hierarchical Bayes analysis

This section provides only a short introduction to hierarchical Bayes analysis, and focuses on a few features of interest. For a more thorough treatment of this topic, see Berger (1985a), in relation to the robustness aspects, and Deely and Lindley (1981), Dumouchel and Harris (1983), George (1986a), Angers and MacGibbon (1990), Gelman et al. (1996), Hobert (2000) and Draper (2001). For applications to animal breeding, see, e.g., Fouley et al. (1992).

10.2.1 Hierarchical models

For reasons owing to the modeling of the observations or to the decomposition of the prior information, it may happen that the Bayesian statistical model is hierarchical, that is, involves several levels of conditional prior distributions.

Definition 10.2.1 A hierarchical Bayes model is a Bayesian statistical model, \( (f(x|\theta), \pi(\theta)) \), where the prior distribution \( \pi(\theta) \) is decomposed in conditional distributions

\[
\pi_1(\theta_1), \pi_2(\theta_1|\theta_2), \ldots, \pi_n(\theta_{n-1}|\theta_n)
\]

and a marginal distribution \( \pi_{n+1}(\theta_n) \) such that

\[
(10.2.1) \quad \pi(\theta) = \int_{\Theta_1 \times \ldots \times \Theta_n} \pi_1(\theta_1) \pi_2(\theta_1|\theta_2) \cdots \pi_{n+1}(\theta_n) \, d\theta_1 \cdots d\theta_{n+1}.
\]

The parameters \( \theta_i \) are called hyperparameters of level \( i \) \((1 \leq i \leq n)\).

Before we justify this decomposition by its usefulness, notice that hierarchical structures can also occur in classical statistical models.

Example 10.2.2 A classical occurrence of hierarchical models is the inclusion of random-effects in a linear model. This extension can be written
under the form
\[
\begin{align*}
y|\theta & \sim \mathcal{N}_p(\theta, \Sigma_1), \\
\theta|\beta & \sim \mathcal{N}_p(X\beta, \Sigma_2),
\end{align*}
\]
with no reference to a Bayesian modeling. The mean of \(y, \theta\), is decomposed in fixed effects, \(X\beta\), and in random-effects, \(Z\eta\), where \(\eta\) is normal with mean 0 (the covariance matrix \(\Sigma_2\) can then be singular). These models are often used in biometry, in particular in animal breeding, to distinguish between the influence of the fixed effect (e.g., sires, breed, year, etc.) and the influence of random factors (e.g., dams within sires).

Another classical class of non-Bayesian hierarchical structures comprises latent variable models, as in mixtures (Section 6.4) and other hidden mixture representations (Note 6.6.3). The vector of latent variables \(z\) then constitutes the first level of a hierarchical Bayesian model, the prior modeling per se occurring at higher levels.

Such examples also point out that the boundary between classical and Bayesian hierarchical models is sometimes fuzzy, and mainly depends on the interpretation of the parameters. For instance, in the random-effect model, we operate according to a classical perspective if the inference is about the fixed effects (\(\beta\)), and according to a Bayesian perspective when considering the global effect (\(\theta\)). Similarly, if the latent variables \(z_t\) are of interest, as in the stochastic volatility model (4.7.2) for the \(y_t^*\)'s, they are treated as missing data, whereas, if they are introduced for a more convenient representation of the model, as in the case of mixtures used for non-parametric modeling, the \(z_t\)'s can be treated as parts of the prior modeling.

Let us stress here that a hierarchical Bayes model is simply a special type of Bayesian model. In fact, if
\[
(10.2.2) \quad x \sim f(x|\theta), \quad \theta \sim \pi_1(\theta|\theta_1), \ldots, \theta_n \sim \pi_{n+1}(\theta_n),
\]
we recover the usual Bayesian model
\[
x \sim f(x|\theta), \quad \theta \sim \pi(\theta),
\]
for the prior
\[
\pi(\theta) = \int_{\Theta_1 \times \cdots \times \Theta_n} \pi_1(\theta|\theta_1) \ldots \pi_n(\theta_{n-1}|\theta_n)\pi_{n+1}(\theta_n) \, d\theta_1 \cdots d\theta_n.
\]
This reduction shows that hierarchical modelings are indeed included in the Bayesian paradigm, and therefore that this approach enjoys the general optimality properties of the Bayesian approach with some additional advantages related to the decomposition of the prior distribution (see Section 10.3). It also shows why it is seldom necessary to go beyond two conditional levels in the hierarchical decomposition. In fact, if the hyperparameters \(\theta_1, \ldots, \theta_n\) are of no interest for the inference (about \(\theta\)), it is
equivalent to consider the simpler hierarchical model
\[ x|\theta \sim f(x|\theta), \quad \theta|\theta_1 \sim \pi_1(\theta|\theta_1), \]
with
\[ \theta_1 \sim \pi_2(\theta_1) = \int_{\Theta_2 \times \ldots \times \Theta_n} \pi_1(\theta_1|\theta_2) \cdots \pi_{n+1}(\theta_n) \, d\theta_2 \cdots d\theta_n, \]
which eliminates intermediary steps and additional hyperparameters. Nevertheless, a more elaborate decomposition may still be of interest for the construction and the practical computation of the Bayes estimators, as already shown in Chapter 6.

**Example 10.2.3** Robert and Reber (1998) consider an experiment under which rats are intoxicated by a substance, then treated by either a placebo or a drug. The model associated with this experiment is a *linear additive model effect*: given \( x_{ij}, y_{ij} \) and \( z_{ij} \), \( j \)th responses of the \( i \)th rat at the control, intoxication and treatment stages, respectively, we assume that (1 \( \leq i \leq I \))

\[
\begin{align*}
  x_{ij} & \sim N(\theta_i, \sigma_c^2), & 1 \leq j \leq J_i^c, \\
  y_{ij} & \sim N(\theta_i + \delta_i, \sigma_a^2), & 1 \leq j \leq J_i^a, \\
  z_{ij} & \sim N(\theta_i + \delta_i + \xi_i, \sigma_t^2), & 1 \leq j \leq J_i^t,
\end{align*}
\]
where \( \theta_i \) is the average control measurement, \( \delta_i \) the average intoxication effect and \( \xi_i \) the average treatment effect for the \( i \)th rat, the variances of these measurements being constant for the control, the intoxication and the treatment effects. An additional (observed) variable is \( w_i \), which is equal to 1 if the rat is treated with the drug, and 0 otherwise.

Given that the purpose of the experiment is to assess the overall effect of the tested drug, the different individual averages are related through a common (conjugate) prior distribution (1 \( \leq i \leq I \)),

\[
\begin{align*}
  \theta_i & \sim N(\mu_\theta, \sigma_\theta^2), \\
  \delta_i & \sim N(\mu_\delta, \sigma_\delta^2), \\
  \xi_i & \sim N(\mu_P, \sigma_P^2) \quad \text{or} \quad \xi_i \sim N(\mu_D, \sigma_D^2),
\end{align*}
\]
and

\[
\xi_i \sim N(\mu_P, \sigma_P^2) \quad \text{or} \quad \xi_i \sim N(\mu_D, \sigma_D^2),
\]
depending on whether the \( i \)th rat is treated with a placebo or a drug. The hyperparameters of the model,

\[
\mu_\theta, \mu_\delta, \mu_P, \mu_D, \sigma_c, \sigma_a, \sigma_t, \sigma_\theta, \sigma_\delta, \sigma_P, \sigma_D,
\]
are then associated with Jeffreys’ noninformative priors. This prior leads to a well defined posterior distribution if there are at least two observations for each stage of the experiment.

**10.2.2 Justifications**

The hierarchical Bayes analysis is partly based on the work of Good (see Good (1980, 1983) for references) and is exposed in Lindley and Smith.
(1972) for the particular case of the linear model, where the authors use the
duality between the usual Bayesian analysis of a random-effect model and
the hierarchical Bayes analysis of a regular regression model. Despite the
reduction (10.2.1), which shows that a hierarchical Bayes model is actually
a particular case of a Bayesian model, the decomposition
\[
\pi(\theta) = \int_{\theta_1} \pi_1(\theta_1|\theta) \pi_2(\theta_1) \, d\theta_1
\]
or its generalization (10.2.1) may be preferred for several reasons:

(i) **Objective** reasons based on the modeling of the observed phenomenon
as a special case of a meta-population may lead to the first two lev-
els, the Bayesian approach being justified by a prior knowledge of the
meta-population. This is the case of Examples 10.2.2 and 10.2.3. More
generally, as mentioned in Section 10.1, hierarchical Bayes models nat-
urally appear in meta-analysis where several studies have to be pooled
together.

**Example 10.2.4** (Berger (1985a)) Consider \(x_i \sim N(\beta_i, 10)\) \((i = 1, \ldots, 7)\), which represent yearly and independent measures of the intelligence
quotient (IQ) of a child, for seven consecutive years. Since IQ tests are
supposed to account for an age effect, it is reasonable to consider that the
\(\beta_i\)’s have the same mean \(\theta\), the “true” value of the IQ. A corresponding
first-level prior distribution is then
\[
\beta_i | \theta \sim N(\theta, \sigma^2_\pi) \quad (i = 1, \ldots, 7).
\]
Moreover, if the child belongs to a thoroughly-studied population of
children, it may be the case that, for this population,
\[
\theta \sim N(\xi, \tau^2),
\]
where \(\xi\) and \(\tau\) are known and this provides the second level of the anal-
ysis. Otherwise, a noninformative alternative is to take \(\pi_2(\theta) = 1\).

(ii) In connection with the above justification, a researcher may wish to
separate the prior modeling into two parts, the first corresponding to
the **structural** information about the model, the second to the more
**subjective** information. For instance, the information may consist of
uncertain linear restrictions on the parameters of a regression model,
whereas the distribution on the hyperparameters \(\pi_2(\theta_1)\) accounts for
the imprecision of these restrictions.

**Example 10.2.5** Albert (1988) represents uncertainties about general-
ized linear models (McCullagh and Nelder (1989)) \((i = 1, \ldots, n)\)
\[
y_i | x_i \sim \exp\{\theta_i \cdot y_i - \psi(\theta_i)\}, \quad \nabla \psi(\theta_i) = \mathbb{E}[y_i | x_i] = h(x_i^t \beta),
\]
where \(h\) is the **link** function and \(x_i \in \mathbb{R}^q\) a vector of covariates, by
removing the linear constraint \(\nabla \psi(\theta_i) = h(x_i^t \beta)\) to an higher level of the
hierarchy, that is, by introducing a conjugate prior

$$\theta_i \sim \exp \{ \lambda [\theta_i \cdot \xi_i - \psi(\theta_i)] \}$$

such that $$\mathbb{E}[\nabla \psi(\theta_i)] = h(x_i^T \beta)$$. The regression parameter $$\beta$$ is thus transferred to a second level with, possibly, a normal prior $$\beta \sim \mathcal{N}(0, \tau^2 I_q)$$, including the flat prior for $$\tau = \infty$$. The posterior variance of $$\psi(\theta_i)$$ then reveals how accurate the generalized linear model is, that is, allows assessment of the departure from the linearity assumption.

**Example 10.2.6 (Example 10.2.3 continued)** An alternative also considered in Robert and Reber (1998) is to assume the prior distribution

$$\delta_i \sim p \mathcal{N}(\mu_{\delta_1}, \sigma^2_{\delta_1}) + (1 - p) \mathcal{N}(\mu_{\delta_2}, \sigma^2_{\delta_2}),$$

which allows for two possible levels of intoxication, that is, for two different reactions to the intoxication in the rat population. As detailed in Robert and Reber (1998), there are metabolic reasons for this modification of the prior distribution. While this mixture structure also transfers to the marginal distribution of the $$y_{ij}$$’s, it differs from a regular mixture model, since it requires that the $$y_{ij}$$’s belong to the same component of the mixture for $$1 \leq j \leq J_i^a$$.

(iii) On the contrary, in a noninformative setting, a hierarchical Bayes model suggests a compromise between the Jeffreys noninformative distributions, which are diffuse but sometimes difficult to use or justify, and the conjugate distributions, which have limited subjective justification but are analytically tractable. When the hyperparameters have a prior hyperdistribution (or hyperprior), the noninformative perspective is reinforced, while generally providing a defined posterior distribution on $$\theta$$. A possibility is to iterate this argument by introducing a conjugate distribution on $$\theta_1, \pi_2(\theta_1|\theta_2)$$, and a noninformative distribution on $$\theta_2$$. However, the choice of a conjugate distribution on $$\theta_1$$ does not guarantee closed-form expressions for the Bayes estimators, and, more fundamentally, does not seem to improve the robustness of the model. Whatever the number of levels in the distribution, the averaging on the unknown hyperparameters can only reinforce the robustness of the prior distribution when compared with a classical conjugate approach. See Berger (1985a) for an explanation of why hierarchical modeling is interesting from the robustness point of view.

**Example 10.2.7** Consider the usual regression model, $$y = X\beta + \epsilon$$, that is, $$y \sim \mathcal{N}(X\beta, \sigma^2 I_n)$$, where $$\beta \in \mathbb{R}^p$$. For structural reasons, the coefficients of the regression are similar. For instance, the $$\beta_i$$’s can describe the investment rates of different European automobile companies, for which the rates are quite similar. We then assume that $$\beta_i \sim \mathcal{N}(\xi, \sigma^2_{\beta_1})$$, where $$\xi$$ represents the common value. Such a model is called exchangeable (see Note 3.8.2, Bernardo and Smith (1994) and Gelman et al.
If additional information is available about the common value, we can take $\xi = \xi_0$ or $\xi \sim N(\xi_0, \tau^2)$. Otherwise, the second level can be noninformative, that is, $\pi_2(\xi) = 1$.

**Example 10.2.8 (Example 10.2.2 continued)** In the setting of the random-effect linear model,

$$
\begin{align*}
y|\theta & \sim N_p(\theta, \Sigma_1), \\
\theta|\beta & \sim N_p(X\beta, \Sigma_2),
\end{align*}
$$

Lindley and Smith (1972) and Smith (1973) assume that $\beta$ also satisfies a linear relation and use the following prior:

$$
\beta \sim N_n(Z\xi, \Sigma_3).
$$

An alternative prior which robustifies the model is

$$
\beta \sim T_n(\alpha, Z\xi, \Sigma_3),
$$

but this distribution simply involves an additional level in the hierarchical model compared with the original normal distribution, as shown by Dickey (1968). In fact,

$$
\beta|z \sim N_p(Z\xi, \Sigma_3/z), \quad z \sim G(\alpha/2, \alpha/2),
$$

in this case. If we consider $\beta|z \sim N_p(\mu, z\Sigma_3)$ (conjugate distribution) and $\pi(z) = 1/z$ (noninformative distribution) the marginal distribution

$$
\beta \sim T_p(p/2, \mu, \Sigma_3),
$$

is thus a proper distribution, contrary to the noninformative distribution $\pi(\beta) = 1$.

(iv) Another beneficial aspect of the hierarchical Bayes analysis is that it also robustifies the usual Bayesian analysis from a frequentist point of view, since it reduces the arbitrariness of the hyperparameter choice (sometimes transferred to a higher level), and averages the conjugate Bayesian answers. Section 10.3 demonstrates that, in the normal case, many prior distributions on the hyperparameters lead to minimax generalized Bayes estimators.

(v) A last justification of the hierarchical Bayes approach is that it can often simplify Bayesian calculations. In fact, the decomposition of a prior distribution $\pi$ in its components $\pi_1, \ldots, \pi_n$ (which can be, for instance, conjugate distributions) may allow for an easier approximation of some posterior quantities by simulation, as already stressed in Section 6.3.5 for Gibbs sampling.

### 10.2.3 Conditional decompositions

A particularly appealing aspect of hierarchical models is that they allow for conditioning on all levels, and this easy decomposition of the posterior
Hierarchical and Empirical Bayes Extensions

distribution may compensate for the apparent complexity occasioned by these successive levels. For instance, if
\[ \theta | \theta_1 \sim \pi_1(\theta | \theta_1), \quad \theta_1 \sim \pi_2(\theta_1), \]
we have the following result.

**Lemma 10.2.9** The posterior distribution of \( \theta \) is
\[ \pi(\theta | x) = \int_{\Theta_1} \pi(\theta | \theta_1, x) \pi(\theta_1 | x) d\theta_1, \]
where
\[ \pi(\theta | \theta_1, x) = \frac{f(x | \theta) \pi_1(\theta | \theta_1)}{m_1(x | \theta_1)}, \]
\[ m_1(x | \theta_1) = \int_{\Theta} f(x | \theta) \pi_1(\theta | \theta_1) d\theta, \]
\[ \pi(\theta_1 | x) = \frac{m_1(x | \theta_1) \pi_2(\theta_1)}{m(x)}, \]
\[ m(x) = \int_{\Theta} m_1(x | \theta_1) \pi_2(\theta_1) d\theta_1. \]

Moreover, this decomposition works for the posterior moments, that is, for every function \( h \),
\[ \mathbb{E}^\pi [h(\theta) | x] = \mathbb{E}^{\pi(\theta_1 | x)} [\mathbb{E}^{\pi_1} [h(\theta) | \theta_1, x]], \]
where
\[ \mathbb{E}^{\pi_1} [h(\theta) | \theta_1, x] = \int_{\Theta} h(\theta) \pi(\theta | \theta_1, x) d\theta. \]

This result is a straightforward consequence of Bayes’s Theorem, the last equality being easily established by the Fubini Theorem. It has important consequences in terms of the computation of Bayes estimators, though, since it shows that \( \pi(\theta | x) \) can be simulated by generating, first, \( \theta_1 \) from \( \pi(\theta_1 | x) \) and then \( \theta \) from \( \pi(\theta | \theta_1, x) \), if these two conditional distributions are easier to work with.

**Example 10.2.10 (Example 10.2.3 continued)** The posterior distribution of the complete parameter vector is given by
\[ \pi((\theta_i, \delta_i, \xi_i)_i, \mu_\theta, \ldots, \sigma_c, \ldots | D) \propto \]
\[ \prod_{i=1}^I \left\{ \exp \left\{ -\frac{(\theta_i - \mu_\theta)^2}{2\sigma_\theta^2} + \frac{(\delta_i - \mu_\delta)^2}{2\sigma_\delta^2} \right\} \right\} \]
\[ \prod_{j=1}^{J_c} \exp \left\{ -\frac{(x_{ij} - \theta_i)^2}{2\sigma_c^2} \right\} \]
\[ \prod_{j=1}^{J_a} \exp \left\{ -\frac{(y_{ij} - \theta_i - \delta_i)^2}{2\sigma_a^2} \right\} \]
\[ \prod_{j=1}^{J_t} \exp \left\{ -\frac{(z_{ij} - \theta_i - \delta_i - \xi_i)^2}{2\sigma_t^2} \right\} \]
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\[
\prod_{\ell_i=0}^{\ell_i=1} \exp -\left\{ \xi_i - \mu_P \right\}^2 / 2\sigma_P^2 \prod_{\ell_i=1}^{\ell_i=1} \exp -\left\{ \xi_i - \mu_D \right\}^2 / 2\sigma_D^2
\]

where \( \mathcal{D} \) denotes the sample. The posterior distribution thus fails to integrate into explicit formulas for the marginal distributions of the parameters of interest and does not lead to closed-form expressions for the posterior expectations of these parameters. However, the full conditional distributions are available, as detailed in Exercise 10.14.

Obviously, Lemma 10.2.9 only holds when the various integrals are well defined. In fact, because the second-level distributions are generally improper, this is not always the case. The following lemma gives a sufficient condition for the posterior moments to exist when \( x|\theta \sim \mathcal{N}_p(\theta, \Sigma) \) (see Berger and Robert (1990) for a proof):

**Lemma 10.2.11** If the marginal distribution

\[
m(x) = \int_{\Theta} f(x|\theta)\pi(\theta) d\theta
\]

is finite for every \( x \in \mathbb{R}^k \), then the mean and the variance of the posterior distribution \( \pi(\theta|x) \) always exist.

Another important feature of hierarchical models that influences the computation of hierarchical Bayesian estimators is given by the following result:

**Lemma 10.2.12** For the hierarchical model (10.2.2), the full conditional distribution of \( \theta_i \) given \( x \) and the \( \theta_j \)'s (\( j \neq i \)) satisfies

\[
\pi(\theta_i|x, \theta, \theta_1, \ldots, \theta_n) = \pi(\theta_i|\theta_{i-1}, \theta_{i+1})
\]

with the convention \( \theta_0 = \theta \) and \( \theta_{n+1} = 0 \).

**Proof.** Since

\[
\pi(\theta_i|x, \theta, \theta_1, \ldots, \theta_n) \propto f(x|\theta)\pi_1(\theta|\theta_1) \cdots \pi_{n+1}(\theta_{n+1})
\]

\[
\propto \pi_{i-1}(\theta_{i-1}|\theta_i)\pi_i(\theta_i|\theta_{i+1}),
\]

the posterior distribution only depends on the two adjacent levels in the hierarchy.

This simple result is indeed of importance because it means that the conditional distributions in a hierarchical model only involve local hyperparameters. In settings such as graphical or spatial models, where the joint distribution is defined locally on a group of hyperparameters (called cliques in graphical models), Lemma 10.2.12 thus shows that computational techniques such as the Gibbs sampler (Section 6.3.3) are the only way to process complex models of this type.
10.2.4 Computational issues

A drawback to hierarchical models is that they usually prevent an explicit derivation of the corresponding Bayes estimators, even when the successive levels are conjugate, and therefore that they call for numerical approximations.

Example 10.2.13 Consider $x \sim \mathcal{B}(n, p)$ and $p|m \sim \mathcal{B}(m, m)$ with $m \in \mathbb{N}^*$. Therefore,

$$
\pi_1(p|m) = \frac{\Gamma(2m)}{\Gamma(m)^2} [p(1-p)]^{m-1} = (2m - 1) \binom{2m - 2}{m - 1} [p(1-p)]^{m-1}.
$$

If the second-level prior distribution is $\pi_2(m) = 1/(2m - 1)$, the prior distribution on $p$ is then

$$
\pi(p) = \int_{\mathbb{N}^*} \pi_1(p|m) \pi_2(m) \, dm = \sum_{n=0}^{+\infty} \binom{2n}{n} [p(1-p)]^n.
$$

The posterior distribution

$$
\pi(p|x) = \int \pi_1(p|m, x) \pi_2(m|x) \, dm
$$

cannot be obtained in a closed form, since, although $\pi(p|m, x)$ is the beta distribution $\mathcal{B}(m + x, m + n - x)$, $\pi(m|x)$ is the beta-binomial distribution

$$
\frac{(m + x - 1) \ldots m (m + n - x - 1) \ldots m}{(2m + n - 1) \ldots (2m)(2m - 1)}
$$

up to a normalization factor. Posterior quantities such as $\mathbb{E}^\pi[p|x]$ cannot be obtained in closed form.

The most natural solution in hierarchical settings is to use a simulation-based approach. Indeed, as mentioned above, the decomposition provided by Lemmas 10.2.9 and 10.2.12 is most useful in this respect, since it allows for simulations via the Gibbs sampler or alternative MCMC techniques (Sections 6.3.2 and 6.3.3). This was already clear in the examples of Section 6.3.5 and the following examples reinforce the point that MCMC methods are ideally suited for hierarchical models (see also Gelman et al. (1996) and Robert and Casella (2004, §10.2.3)).

Example 10.2.14 Consider

$$
x \sim \mathcal{N}_p(\theta, \Sigma) \quad \text{and} \quad \theta|\mu, \xi \sim \mathcal{N}_p(\mu, B(\xi)),
$$

where $B(\xi) = \xi C - \Sigma$. The positive definite matrix $C$ is fixed and $\xi$ varies on the half-line $[\lambda_{\max}(C^{-1}\Sigma), +\infty)$, where $\lambda_{\max}(A)$ denotes the largest eigenvalue of $A$. This representation of the posterior covariance matrix simplifies...
the computations while providing robust estimators. For instance, a second level modeling on \((\mu, \xi)\) may involve a noninformative distribution. However, a usual assumption is that \(\mu = Y \beta\) for \(\beta \in \mathbb{R}^k\), with a given regressor \(Y\) such that \(Y^tCY\) is full rank, with a noninformative distribution on \(\beta\). It can then be shown that \(m(x) < +\infty\) if \(p > 2 + k\) (see Exercise 10.12).

**Example 10.2.15 (Example 10.2.3 continued)** Since the full conditional distributions correspond to standard distributions (see Exercise 10.14), the Gibbs sampler applies in this setting. Figure 10.2.4 provides the convergence graphs of the posterior expectations of the four means, against the number of iterations \(k\), for both the partial average and the Rao-Blackwellized estimator (see Section 6.3.4). Since both quantities converge to the same Bayes estimator, the strong similarity of both curves is a partial assessment of convergence, suggesting that 10,000 iterations of the Gibbs sampler could be sufficient to ensure stability.

Because we wish to assess the effects of the intoxication, and of both treatments, we focus here on the comparisons of \(\mu_\delta\), \(\mu_D\), \(\mu_P\), and \(\mu_D - \mu_P\) with 0. Table 10.2.4 provides posterior probabilities that the effects are significant, that is, whether \(0 > \mu_\delta, \mu_D > 0\), etc., as well as the confidence intervals, both approximated from the Gibbs samples represented in Figure 10.2.15. This allows us to conclude that intoxication, drug and placebo effects are significant, although to a lesser degree for the placebo. Also, we see that the drug effect significantly differs from the placebo effect.
Figure 10.2.2. Histograms of the Gibbs samples for $\mu_\theta$, $\mu_\delta$, $\mu_P$ and $\mu_D$ in the experiment of Example 10.2.3. (Source: Robert and Reber (1999).)

Table 10.2.1. Posterior probabilities of significance and 95% confidence intervals for the mean effects.

<table>
<thead>
<tr>
<th></th>
<th>$\mu_\delta$</th>
<th>$\mu_D$</th>
<th>$\mu_P$</th>
<th>$\mu_D - \mu_P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probability</td>
<td>1.00</td>
<td>0.9998</td>
<td>0.94</td>
<td>0.985</td>
</tr>
<tr>
<td>Confidence</td>
<td>[-3.48,-2.17]</td>
<td>[0.94,2.50]</td>
<td>[-0.17,1.24]</td>
<td>[0.14,2.20]</td>
</tr>
</tbody>
</table>

10.2.5 Hierarchical extensions for the normal model

In this section, as well as in Section 10.3, we consider the special case of the normal distribution,

$$x \sim \mathcal{N}_p(\theta, \Sigma)$$

because it leads to (partly) closed-form expressions and analytic results. As in Lindley and Smith (1972), Smith (1973) and Berger (1985a), we also use a first-level conjugate distribution $\theta \sim \mathcal{N}_p(\mu, \Sigma_\pi)$, since this choice allows for an easier decomposition of the estimators.

Lemma 10.2.16 In the conjugate normal model, the hierarchical Bayes estimator is

$$\delta^\pi(x) = \mathbb{E}_{\pi_2(\mu, \Sigma_\pi|x)}[\delta(x|\mu, \Sigma_\pi)],$$

with

$$\delta(x|\mu, \Sigma_\pi) = x - \Sigma W(x - \mu),$$
$$W = (\Sigma + \Sigma_\pi)^{-1},$$
$$\pi_2(\mu, \Sigma_\pi|x) \propto (\text{det } W)^{1/2} \exp\{- (x - \mu)^t W(x - \mu)/2\} \pi_2(\mu, \Sigma_\pi).$$
The proof is a direct consequence of Lemma 10.2.9, and of the fact that the marginal $m_1(x|\mu, \Sigma)$ is a normal distribution $\mathcal{N}_p(\mu, W^{-1})$.

Example 10.2.17 (Example 10.2.14 continued) The choice of a flat prior distribution on $\beta$ leads to a closed-form expression for $\delta^\pi(x)$. In fact, there exists a function $h_k$ (see Exercise 10.19) such that

$$
\delta^\pi(x) = x - h_{p-k-2}(|x|^2_\star) \Sigma C^{-1}(x - Px),
$$

with

$$
P = Y(Y^t C^{-1} Y)^{-1} Y^t C^{-1},
\quad ||x||^2_* = x C^{-1}(I_p - P)x.
$$

Notice that $Px$ is the orthogonal projection of $x$ on the subspace $H = \{\mu = Y \beta, \beta \in \mathbb{R}^k\}$ according to the metrics defined by $C^{-1}$. The estimator $\delta^\pi$ is thus a weighted sum of $x$ and of this projection. Therefore, $\delta^\pi$ takes the prior information into account in an adaptive way, depending on the distance $||x||_\star$ of $x$ to $H$.

Example 10.2.18 Consider the exchangeable hierarchical model:

$$
x|\theta \sim \mathcal{N}_p(\theta, \sigma^2 I_p), \\
\theta|\xi \sim \mathcal{N}_p(\xi_1, \sigma^2 I_p), \\
\xi \sim \mathcal{N}(\xi_0, \tau^2),
$$

where $1 = (1, \ldots, 1)^t \in \mathbb{R}^p$. In this case,

$$
\delta(x|\xi, \sigma) = x - \frac{\sigma^2}{\sigma^2_1 + \sigma^2_\pi}(x - \xi 1),
$$

$$
\pi_2(\xi, \sigma_\pi^2|x) \propto (\sigma^2_1 + \sigma^2_\pi)^{-p/2} \exp \left\{ - \frac{||x - \xi 1||^2}{2(\sigma^2_1 + \sigma^2_\pi)} \right\} e^{-(\xi - \xi_0)^2/2\tau^2} \pi_2(\sigma^2_\pi)
$$

$$
\propto \frac{\pi_2(\sigma^2_\pi)}{(\sigma^2_1 + \sigma^2_\pi)^{p/2}} \exp \left\{ - \frac{p(x - \bar{x})^2}{2(\sigma^2_1 + \sigma^2_\pi)} - \frac{s^2}{2(\sigma^2_1 + \sigma^2_\pi)} - \frac{(\xi - \xi_0)^2}{2\tau^2} \right\}
$$

with $s^2 = \sum_i (x_i - \bar{x})^2$. Therefore, $\pi_2(\xi|\sigma^2_\pi, x)$ is the normal distribution $\mathcal{N}(\mu(x, \sigma^2_\pi), V_\pi(\sigma^2_\pi))$, where

$$
\mu(x, \sigma^2_\pi) = \bar{x} - \frac{\sigma^2_1 + \sigma^2_\pi}{\sigma^2_1 + \sigma^2_\pi + p\tau^2}(\bar{x} - \xi_0), \\
V_\pi(\sigma^2_\pi) = \frac{\tau^2(\sigma^2_1 + \sigma^2_\pi)}{\sigma^2_1 + \sigma^2_\pi + p\tau^2}.
$$

Then

$$
\delta^\pi(x) = \mathbb{E}_{\pi_2(\sigma^2_\pi|x)} \left[ x - \frac{\sigma^2_1}{\sigma^2_1 + \sigma^2_\pi}(x - \bar{x} 1) - \frac{\sigma^2_1 + \sigma^2_\pi}{\sigma^2_1 + \sigma^2_\pi + p\tau^2}(\bar{x} - \xi_0) 1 \right]
$$

and

$$
(10.2.5) \quad \pi_2(\sigma^2_\pi|x) \propto \frac{\tau \exp -\frac{1}{2} \left[ \frac{s^2}{\sigma^2_1 + \sigma^2_\pi} + \frac{p(x - \xi_0)^2}{p\tau^2 + \sigma^2_1 + \sigma^2_\pi} \right]}{(\sigma^2_1 + \sigma^2_\pi)^{(p-1)/2}(\sigma^2_1 + \sigma^2_\pi + p\tau^2)^{1/2}} \pi_2(\sigma^2_\pi).$$
Berger (1985a, pp. 184-185) provides a detailed proof of this result, as well as the corresponding expression for the posterior variance of $\theta$.

Notice the particular form of the hierarchical Bayes estimator

$$\delta^\pi(x) = x - \mathbb{E}^{\pi_2(\sigma^2_\pi|x)} \left[ \frac{\sigma^2_1}{\sigma^2_1 + \sigma^2_\pi} \right] (x - \bar{x}1)$$

(10.2.6)

$$- \mathbb{E}^{\pi_2(\sigma^2_\pi|x)} \left[ \frac{\sigma^2_1 + \sigma^2_\pi}{\sigma^2_1 + \sigma^2_\pi + p\tau^2} \right] (\bar{x} - \xi_0)1.$$  

This means that the two hierarchical levels induce two different types of shrinkage in the Bayes estimator. Firstly, the exchangeability assumption justifies the second term, $(x - \bar{x}1)$, which is shrinking the observation toward the common mean $\bar{x}$; this would be the estimator to use in the case of an exact relation between the parameters of the model. Similarly, the third term originates from the assumption that the common mean varies around $\xi_0$.

In the event that the information about $\xi_0$ is unreliable, a noninformative distribution can be proposed for the second level, that is, $\pi_2(\sigma^2_\pi) = 1$ and $\tau^2 = +\infty$. Then, for $p \geq 4$,

$$\delta^\pi(x) = x - \mathbb{E}^{\pi_2(\sigma^2_\pi|x)} \left[ \frac{\sigma^2_1}{\sigma^2_1 + \sigma^2_\pi} \right] (x - \bar{x}1)$$

(10.2.7)

and

$$\pi_2(\sigma^2_\pi|x) \propto (\sigma^2_1 + \sigma^2_\pi)^{-\frac{(p-1)}{2}} \exp \left\{ -\frac{s^2}{2(\sigma^2_1 + \sigma^2_\pi)} \right\},$$

(10.2.8)

the function $h_k$ being introduced in Example 10.2.7 (see also Exercise 10.19). It can be verified that (10.2.7) and (10.2.8) are derived from (10.2.5) and (10.2.6) when $\tau^2$ goes to $+\infty$, and that (10.2.8) only corresponds to a proper distribution when $p \geq 4$. The usefulness of the exchangeability assumption in dimension 3 relies on an additional amount of information, that is, a prior information on the location of the common mean $\xi$. This constraint agrees with frequentist results on the minimaxity of (10.2.7), which only holds for $p \geq 4$ (Brown (1988)).

Notice that, if $\sigma_1$ is also unknown, with (possibly noninformative) prior distribution $\pi_0$, the quantities (10.2.6) and (10.2.7) are still valid provided the expectations are considered with respect to the posterior distribution $\pi(\sigma^2_1, \sigma^2_\pi|x)$. Similarly, if $\xi$ is distributed according to a Student’s $t$-distribution $T(\alpha, \xi_0, \tau^2)$ instead of a normal distribution, we showed in Example 10.2.2 that this distribution can be decomposed as a mixture of a normal distribution $N(\xi_0, \tau^2/z)$ by a gamma distribution $G(\alpha/2, \alpha/2)$ on $z$. Therefore, $\delta^\pi$ can be derived from the expressions (10.2.6) and (10.2.7) by integrating with respect to $z$. See Angers (1987, 1992) for a more detailed treatment of a prior modeling by Student’s $t$-distributions.
Example 10.2.19 (Example 10.2.7 continued) In the setting of the usual regression model, an exchangeability assumption on the parameters $\beta_i$ ($1 \leq i \leq p$) leads to estimators similar to the ones derived above. When

$$\beta_i \sim \mathcal{N}(\xi, \sigma_\pi^2) \quad \text{and} \quad \pi(\xi) = 1,$$

an analysis similar to Example 10.2.18 was conducted by Lindley and Smith (1972) and provided the estimator

$$\delta^\pi(y) = \left\{ I_p + \frac{\sigma^2}{\sigma_\pi^2} (X^t X)^{-1} (I_p - p^{-1} J_p) \right\}^{-1} \hat{\beta},$$

where $\hat{\beta}$ is the least-squares estimator $\hat{\beta} = (X^t X)^{-1} X^t y$ and $J_p$ is the $(p \times p)$ matrix made of 1. The analogy with the above example is more striking when $\delta^\pi$ is written in the form

$$\delta^\pi(y) = \bar{\beta} 1 + \left\{ I_p + \frac{\sigma^2}{\sigma_\pi^2} (X^t X)^{-1} (I_p - p^{-1} J_p) \right\}^{-1} (\hat{\beta} - \bar{\beta} 1)$$

(since $(I_p - p^{-1} J_p) \bar{\beta} 1 = 0$) because the Bayes estimator is shrinking toward the common mean $\bar{\beta}$ (in a matricial sense). Notice that it can also be written as

$$\delta^\pi(y) = \left\{ X^t X + \frac{\sigma^2}{\sigma_\pi^2} (I_p - p^{-1} J_p) \right\}^{-1} X^t y.$$

This expression points out how the exchangeability assumption alleviates the numerical and statistical problems caused by near-collinearities in the columns of $X$. Indeed, the matrix

$$\frac{\sigma^2}{\sigma_\pi^2} (I_p - p^{-1} J_p)$$

plays the role of stabilizer in the estimator. If, in the second-level prior, we consider instead $\xi = 0$, the Bayes estimator is then (see Exercise 10.23)

$$\delta^\pi(y) = \left\{ I_p + \frac{\sigma^2}{\sigma_\pi^2} (X^t X)^{-1} \right\}^{-1} \hat{\beta} = \left( X^t X + \frac{\sigma^2}{\sigma_\pi^2} I_p \right)^{-1} X^t y.$$

These estimators are called ridge estimators and have been introduced by Hoerl and Kennard (1970) as a remedy to multicollinearity problems in the matrix $X^t X$, that is, when two (or more) of the regressors are almost collinear. The matricial factor

$$[I_p + k(X^t X)^{-1}]^{-1}$$

stabilizes the least-squares estimator when some eigenvalues of $X^t X$ are close to 0 (see also Lindley and Smith (1972) and Goldstein and Smith (1974)). These estimators have been generalized later by considering a matricial factor of the form

$$[I_p + h(y)(X^t X)^{-1}]^{-1},$$
which may correspond to the case when $\sigma_\pi^2$ is unknown, with prior distribution $\pi_2(\sigma_\pi^2)$, since the Bayes estimator is then

$$\delta_\pi(y) = E_{\pi_2(\sigma_\pi^2 \mid y)} \left[ I_p + \sigma_\pi^2 (X^t X)^{-1} \right]^{-1} \hat{\beta}.$$

From a classical point of view, it appears that the imperatives of a reduction of multicollinearity and of minimaxity are contradictory, since Casella (1980, 1985b) has shown that necessary minimaxity conditions for the ridge estimators cannot accord with a stabilizing influence of these estimators. Robert (1988) exhibits the same phenomenon for other classes of shrinkage estimators and points out that the antagonism owes to the \textit{unidimensionality} of the multicollinearity problem, which explains why a uniform improvement over $\hat{\beta}$ is impossible.

### 10.3 Optimality of hierarchical Bayes estimators

From\textsuperscript{2} a general point of view, since hierarchical Bayes estimators cannot really be distinguished from the usual Bayes estimators, these estimators are not more, and not less, admissible than the Bayes estimators derived in the previous chapters. For instance, the necessary and sufficient conditions obtained in Chapter 8 also apply in the case of hierarchical Bayes estimators. Similarly, the invariance aspects of Chapter 9 ignore the possibly hierarchical structure of prior distributions.

On the other hand, we will see in a particular case that it is possible to derive a general minimaxity condition taking advantage of the specificity of hierarchical Bayes estimators, since this condition involves the second-level prior distributions. Such results point out the robustifying aspect of the hierarchical Bayes approach, which assigns the more subjective aspects of prior modeling to higher levels, and thus provides an intermediary position between a straightforward Bayesian analysis and frequentist imperatives.

Consider again the normal model, $x \sim N_p(\theta, \Sigma)$ where $\Sigma$ is known. As in Section 10.2.5, the first-level prior distribution on $\theta$ is conjugate, $\theta \sim N_p(\mu, \Sigma_\pi)$. The prior distribution $\pi_2$ of the hyperparameters $\mu, \Sigma_\pi$ can be decomposed as follows:

$$\pi_2(\mu, \Sigma_\pi) = \pi_1^1(\Sigma_\pi \mid \mu) \pi_2^2(\mu).$$

In this case,

$$m(x) = \int_{\mathbb{R}^p} m(x \mid \mu) \pi_2^2(\mu) \, d\mu,$$

with

$$m(x \mid \mu) = \int f(x \mid \theta) \pi_1(\theta \mid \mu, \Sigma_\pi) \pi_2^1(\Sigma_\pi \mid \mu) \, d\theta \, d\Sigma_\pi.$$

\textsuperscript{2} This Section can be omitted in a first reading because it deals with the minimaxity of a particular class of hierarchical Bayes estimators in the normal case. Its purpose is to illustrate the increased robustness brought about by hierarchical modeling.
Moreover, the Bayes estimator

\[ \delta^\pi(x) = x + \Sigma \nabla \log m(x) \]

(10.3.1)

can be written

\[ \delta^\pi(x) = \int \delta(x|\mu)\pi^2_2(\mu|x) \, d\mu, \]

with

\[ \delta(x|\mu) = x + \Sigma \nabla \log m(x|\mu), \]

\[ \pi^2_2(\mu|x) = \frac{m(x|\mu)\pi^2_2(\mu)}{m(x)}. \]

These conditional decompositions will be used below.

Consider \( Q \), a \((p \times p)\) symmetric positive-definite matrix associated with the quadratic loss

\[ L_Q(\theta, \delta) = (\theta - \delta)^t Q (\theta - \delta). \]

(10.3.2)

An estimator \( \delta \) is minimax for the loss (10.3.2) if it satisfies

\[ R(\theta, \delta) = \mathbb{E}_\theta[L_Q(\theta, \delta(x))] \leq \text{tr}(\Sigma Q), \]

since \( \text{tr}(\Sigma Q) \) is the minimax risk of \( \delta_0(x) = x \). The method of the unbiased estimator of the risk has been developed by Stein (1973, 1981) to derive sufficient minimaxity conditions. (See Brown (1988) and Rukhin (1995) for detailed reviews of this method.) It consists of obtaining a differential operator \( D \), independent of \( \theta \), such that

\[ R(\theta, \delta) = \mathbb{E}_\theta[D \delta(x)], \]

for every parameter \( \theta \) and every estimator \( \delta \). This technique indeed gives a sufficient minimaxity condition of the form \( D \delta(x) \leq \text{tr}(Q \Sigma) \) (see Exercise 2.56). In the particular case of (10.3.1), the differential operator is provided by the following result (Berger and Robert (1990)).

**Lemma 10.3.1** If \( m(x) \) satisfies the three conditions

1. \( \mathbb{E}_\theta \| \nabla \log m(x) \|^2 < +\infty \);
2. \( \mathbb{E}_\theta \left| \frac{\partial^2 m(x)}{\partial x_i \partial x_j} / m(x) \right| < +\infty \);
3. \( \lim_{|x| \to +\infty} |\nabla \log m(x)| \exp\{-(1/2)(x - \theta)^t \Sigma^{-1}(x - \theta)\} = 0, \)

and \((1 \leq i \leq p)\)

the unbiased estimator of the risk of \( \delta^\pi \) is given by

\[ D \delta^\pi(x) = \text{tr}(Q \Sigma) \]

\[ + \frac{2}{m(x)} \text{tr}(H_m(x)\tilde{Q}) - (\nabla \log m(x))^t \tilde{Q}(\nabla \log m(x)), \]

where

\[ \tilde{Q} = \Sigma Q \Sigma, \quad H_m(x) = \left( \frac{\partial^2 m(x)}{\partial x_i \partial x_j} \right). \]
This unbiased estimator of the risk then leads to a sufficient minimaxity condition,
\[
\frac{2}{m(x)} \text{tr}(H_m(x)\tilde{Q}) - (\nabla \log m(x))^t \tilde{Q}(\nabla \log m(x)) \leq 0.
\]

We denote by div the divergence operator, that is,
\[
\text{div} f(x) = \sum_{i=1}^{n} \frac{\partial f_i}{\partial x_i}(x),
\]
for a differentiable function \( f \) from \( \mathbb{R}^n \) to \( \mathbb{R}^n \).

**Corollary 10.3.2** If \( m \) satisfies the conditions of Lemma 10.3.1 and if
\[
\text{div} \left( \tilde{Q} \nabla \sqrt{m(x)} \right) \leq 0,
\]
\( \delta^\pi \) is minimax.

**Proof.** It is sufficient to consider the development of \( \text{div}(\tilde{Q} \nabla \sqrt{m(x)}) \) to obtain
\[
\text{div}(\tilde{Q} \nabla \sqrt{m(x)}) = \frac{1}{2} \text{div} \left( \tilde{Q} \frac{\nabla m(x)}{\sqrt{m(x)}} \right)
\]
\[
= \frac{1}{2\sqrt{m(x)}} \text{div}(\tilde{Q} \nabla m(x)) - \frac{1}{4} \left( \frac{\nabla m(x)}{m(x) \sqrt{m(x)}} \right)^t \tilde{Q} \nabla m(x)
\]
\[
= \frac{\sqrt{m(x)}}{4} \left[ \frac{2}{m(x)} \text{tr}(H_m(x)\tilde{Q}) - \nabla \log m(x))^t \tilde{Q} \nabla \log m(x) \right]
\]
and derive the additional term in \( D\delta^\pi(x) \).

In the particular case when \( \Sigma = Q = I_p \), the condition of Corollary 10.3.2 can be written more simply as a condition on the Laplacian of \( m(x)^{1/2} \) because it is
\[
\Delta \sqrt{m(x)} = \sum_{i=1}^{n} \frac{\partial^2}{\partial x_i^2}(\sqrt{m(x)}) \leq 0
\]
(\( \sqrt{m(x)} \) is then said to be superharmonic). The verification of this condition is generally quite complicated. A more explicit minimaxity condition can be derived from Corollary 10.3.2 by conditioning on \( \mu \).

**Lemma 10.3.3** The estimator \( \delta^\pi \) is minimax if
\[
(10.3.4) \quad \text{div} \left( \tilde{Q} \nabla m(x|\mu) \right) \leq 0.
\]

**Proof.** In fact,
\[
\text{div}(\tilde{Q} \nabla m(x)) = \int \text{div} \left( \tilde{Q} \nabla m(x|\mu) \right) \pi_2^\mu(\mu) \, d\mu
\]
and (10.3.4) implies (10.3.3).
Therefore, if $\tilde{Q} = I_p$ and $m(x|\mu)$ is superharmonic, the corresponding hierarchical Bayes estimator is minimax. This result may appear to be trivial in its proof and statement, but it is actually quite general. In fact, it provides a necessary and sufficient condition of minimaxity that does not depend on $\pi^2_1(\mu)$, and thus allows for every possible modeling on the hyperparameter $\mu$. From a subjective point of view, to have complete freedom of choice on the prior distribution of $\mu$ is more important than the alternative choice on $\Sigma$, since it is usually easier to get information on $\mu$ than on $\Sigma$. The following example shows, moreover, that the condition (10.3.4) is satisfied by a large class of distributions $\pi^1_2$.

**Example 10.3.4 (Example 10.2.14 continued)** Consider again the case when $\Sigma = \xi C - \Sigma$ and $Q = \Sigma^{-1} C \Sigma^{-1}$ (therefore $\tilde{Q} = C$). It follows from Lemma 10.2.11 that

$$m(x|\mu) \propto \int_0^\infty \xi^{-p/2} \exp \left\{ -\frac{(x - \mu)^t C^{-1} (x - \mu)}{2\xi} \right\} \pi^2_1(\xi|\mu) d\xi.$$ 

Therefore,

$$\text{div} \left( \tilde{Q} \nabla m(x|\mu) \right) \propto \int_0^\infty \left( -\frac{p}{\xi} + \frac{(x - \mu)^t C^{-1} (x - \mu)}{\xi^2} \right) e^{-\frac{(x - \mu)^t C^{-1} (x - \mu)}{2\xi}} \pi^2_1(\xi|\mu) d\xi,$$

and (10.3.4) is equivalent to

$$\psi(a) = \int_0^\infty (2a - p\xi) \xi^{-(p+4)/2} e^{-a/\xi} \pi^1_2(\xi|\mu) d\xi \leq 0, \quad \forall a \geq 0.$$ 

If $\pi^2_1$ is a.e. differentiable, an integration by parts gives

$$\psi(a) = -2e^{-a/\xi_0} \xi_0^{-p/2} \pi'_2(\xi_0|\mu) - \int_{\xi_0}^{+\infty} \xi^{-p/2} e^{-a/\xi} \pi^1_2(\xi|\mu) d\xi,$$

where $\xi_0 = \inf(\text{supp}(\pi^1_2))$ and $\pi'_2$ is the derivative of $\pi^1_2$. This expression implies:

**Proposition 10.3.5** If, for every $\mu \in \mathbb{R}^p$, $\pi^1_2(\xi|\mu)$ is nondecreasing, $\delta^\pi$ is minimax for every prior distribution $\pi^2_1$.

Therefore, if $\pi^1_2(\xi|\mu) = 1$ for $\xi_0 \leq \xi$ when $\lambda_{\max}(C^{-1}\Sigma) \leq \xi_0$, the corresponding Bayes estimator is minimax.

The above example can be extended to the case when $\theta \sim \mathcal{N}_p(\mu, \sigma^2_\pi \Sigma)$ and when $\pi^1_2(\sigma^2_\pi|\mu)$ is increasing ($C = \Sigma$ and $\xi = \sigma^2_\pi - 1$). This class obviously fails to include all hierarchical estimators or all minimax estimators, but it is large enough to contain the minimax estimators proposed by Strawderman (1971) and Berger (1976, 1980a), some of them being, moreover, admissible (see also Kubokawa (1991) and Exercise 10.36).

Notice that Proposition 10.3.5 suggests the use of unnatural prior distributions: actually, it seems difficult to argue in favor of an increasing
distribution on the variance, on a subjective or noninformative basis. On the contrary, the prior distributions are, in general, decreasing for large $\sigma_\pi^2$’s. This is, for instance, the case for the Jeffreys noninformative distribution, $\pi(\sigma_\pi^2) = 1/\sigma_\pi^2$. Therefore, this result stresses indirectly the artificial aspect of the notion of minimaxity: to similarly weight a posteriori all the possible values of the parameter is equivalent to favoring a priori the more unlikely (or the least favorable) values.

The example below illustrates the advantage of the hierarchical Bayes modeling from a minimax viewpoint, even when the first-level distribution is more rudimentary. It also exhibits a minimaxity robustness property, in the sense that minimaxity does not depend so much on the normality of the prior distribution as on its spherical symmetry. This result thus appears as a Bayesian counterpart to the frequentist results of Cellier et al. (1989).

**Example 10.3.6** Consider $x \sim \mathcal{N}_p(\theta, I_p)$. The mean $\theta$ is estimated under quadratic loss. Instead of assuming a conjugate first-level distribution, we propose the uniform distribution on the sphere of radius $c$,

$$\pi_1(\theta|c) \propto \mathbb{I}_{||\theta||^2 = c},$$

thus assuming only spherical symmetry for the overall prior distribution. The second-level prior distribution $\pi_2(c)$ is a gamma distribution, $\mathcal{G}(\alpha, \beta)$. The Bayes estimator is then (see Robert et al. (1990))

$$\delta_\pi(x) = \frac{2\alpha}{p} \frac{1}{1+2\beta} \frac{1 F_1(\alpha + 1; (p + 2)/2; ||x||^2/(2 + 4\beta))}{1 F_1(\alpha; p/2; ||x||^2/(2 + 4\beta))} x,$$

where $1 F_1$ is the confluent hypergeometric function. When $\alpha < 1$ and $\beta = 0$, we get

$$\delta_\pi(x) = \frac{2\alpha}{p} \frac{1 F_1(\alpha + 1; (p + 2)/2; ||x||^2/2)}{1 F_1(\alpha; p/2; ||x||^2/2)} x,$$

which is a minimax and admissible estimator (see Alam (1973)).

10.4 The empirical Bayes alternative

The method we examine in the remainder of this chapter does not follow from the Bayesian principles, since it approximates the prior distribution by frequentist methods when the prior information is too vague. We still consider it in this book for several reasons

(i) it can be perceived as a dual method of the hierarchical Bayes analysis presented above;

(ii) it is asymptotically equivalent to the Bayesian approach;

(iii) it is usually classified as Bayesian by frequentists and practitioners; and

3 The appellation empirical Bayes is doubly defective because firstly, the method is not Bayesian and, secondly, genuine Bayesian methods are empirical, since they are based on the data!
it may be an acceptable approximation in problems for which a genuine Bayes modeling is too complicated or too costly.

We will see how the empirical Bayes analysis occupies an intermediate position between the classical and Bayesian methods, and also that the hierarchical alternative is often preferable. Notice that this section is only a short introduction to the empirical Bayes approach. See Morris (1983b), Berger (1985a), Maritz and Lwin (1989) or Carlin and Louis (2000a,b) for more extensive treatments of the topic.

10.4.1 Nonparametric empirical Bayes

Introduced by Robbins (1951, 1955, 1964, 1983), the empirical Bayes perspective can be stated as follows. Given \((n + 1)\) independent observations \(x_1, \ldots, x_{n+1}\) with densities \(f(x_i|\theta_i)\), the problem is to draw an inference on \(\theta_{n+1}\), under the additional assumption that the \(\theta_i\)'s have all been generated according to the same unknown prior distribution \(g\). From a Bayesian point of view, this means that the sampling distribution is known, but the prior distribution is not. The marginal distribution,

\[
fg(x) = \int f(x|\theta)g(\theta) \, d\theta, \quad (10.4.1)
\]

can then be used to recover the distribution \(g\) from the observations, since \(x_1, \ldots, x_n\) can be considered an i.i.d. sample from \(fg\). Deriving an approximation \(\hat{g}_n\) in this manner, we can use it as a substitute for the true prior distribution, and propose the plug-in approximation to the posterior distribution

\[
\tilde{\pi}(\theta_{n+1}|x_{n+1}) \propto f(x_{n+1}|\theta_{n+1})\hat{g}_n(\theta_{n+1}). \quad (10.4.2)
\]

Obviously, this derivation is not Bayesian, although it relies on the Bayes formula (10.4.2), and can also correspond to a classical modeling. A Bayesian approach, arguing from the ignorance on \(g\), would index this distribution by a hyperparameter \(\lambda\) and would thus represent ignorance by a second-level prior distribution, \(\pi_2(\lambda)\).\(^4\) Deely and Lindley (1981) compare the two approaches in the case of a Poisson distribution.

The initial approach of Robbins (1955) is essentially nonparametric and uses the observations \(x_1, \ldots, x_{n+1}\) to estimate \(fg\). (In the general case, the marginal density \(fg\) can be estimated by the kernel method; see, e.g., Devroye and Györfi (1985).)

**Example 10.4.1** Consider \(x_i\) distributed according to \(P(\theta_i)\) \((i = 1, \ldots, n)\). If \(p_k(x_1, \ldots, x_n)\) is the number of observations equal to \(k\), \(k \in \mathbb{N}\), \(p_k(x_1, \ldots, x_n)\) gives an estimation of the marginal distribution,

\[
fg(k) = \int_0^{+\infty} e^{-\theta} \frac{\theta^k}{k!} g(\theta) \, d\theta.
\]

\(^4\) Indexing by \(\lambda\) is not formally restrictive, as shown in Exercise 1.2.
If $x_{n+1} \sim P(\theta_{n+1})$ and $\theta_{n+1}$ is estimated under quadratic loss, the Bayes estimator is

$$
\delta^g(x_{n+1}) = \mathbb{E}^g[\theta|x_{n+1}] = \frac{\int_0^{+\infty} e^{-\theta} \theta x_{n+1} \cdot g(\theta) d\theta}{\int_0^{+\infty} e^{-\theta} \theta x_{n+1} \cdot g(\theta) d\theta}
$$

$$
= \frac{f_g(x_{n+1} + 1)}{f_g(x_{n+1})} (x_{n+1} + 1).
$$

Therefore, the empirical Bayes approximation of $\delta^g$ is

$$
\delta^{EB}(x_{n+1}) = \frac{p_{x_{n+1}+1}(x_1, \ldots, x_n)}{p_{x_{n+1}}(x_1, \ldots, x_n) + 1} (x_{n+1} + 1),
$$

where $f_g$ is replaced by its approximation.

Several problems can be identified in this method.

(a) To use nonparametric estimation, for instance of the prior density, to initiate a parametric estimation procedure seems to be suboptimal because the errors made in the nonparametric estimation step are always more difficult to assess. For instance, in the above example, if the numerator of (10.4.3) is null, the estimator is null.

(b) More generally, nonparametric estimates of mixing densities $g$ in (10.4.1) by maximum likelihood techniques usually are rudimentary, since they correspond to distributions with finite support (see Laird (1978), Böhning (1999), or Carlin and Louis (2000a)). Such priors are hardly acceptable from a Bayesian point of view.

(c) Functional relations between the mean (or any other quantity of interest) and the marginal distribution, as in Example 10.4.1, are quite rare. When such a relation does not exist, the derivation of an estimator of $g$ is generally too complicated to guarantee the resulting estimators be good approximations of the true Bayes estimators.

(d) The approximation is actually justified for large sample sizes only, that is, when the estimator of the marginal distribution, $\hat{f}_n^g$, provides an acceptable approximation of the marginal distribution. Otherwise, as shown by Example 10.4.1, $\hat{f}_n^g$ varies too widely and needs to be smoothed to be of any use (see Maritz and Lwin (1989)).

(e) The assumption that many identical and independent problems are available about the same prior distribution is a strong one, and can fail to be satisfied in practice. Therefore, a single sample, even when very large, cannot lead to the estimator of $f_g$ because it corresponds to an unique observation of $\theta$. This criticism remains valid for the parametric approach (see, for instance, Proposition 10.4.5).

For these reasons, we shall not proceed any further in the study of the nonparametric empirical Bayes analysis; we consider only a restricted version called parametric empirical Bayes by Morris (1983b).

5 This is also the case with kernel or Dirichlet process prior approaches.
10.4.2 Parametric empirical Bayes

One appeal of the empirical Bayes techniques is to provide approximations in noninformative settings. We showed in the previous chapters that the Bayesian approach produces an efficient tool to obtain frequentist optimal procedures, besides providing a unified technique of statistical inference. The empirical Bayes analysis can then be perceived as a practical approximation of this tool.

In exponential family settings, the prior distribution being unavailable, a simple choice is to take a conjugate prior associated with $f(x|\theta), \pi(\theta|\lambda)$. While the hierarchical approach introduces an additional distribution on the hyperparameters $\lambda$, the empirical Bayes analysis proposes to estimate these hyperparameters from the marginal distribution

$$m(x|\lambda) = \int_{\Theta} f(x|\theta)\pi(\theta|\lambda)\,d\theta$$

by $\hat{\lambda}(x)$ and to use $\pi(\theta|\hat{\lambda}(x), x)$ as a pseudo-posterior distribution. This method then appears as the parametric version of the original approach of Robbins (1955).

A defect with the empirical Bayes perspective is that it relies on frequentist methods to estimate the hyperparameters of $m(x|\lambda)$, although Bayesian techniques could be used as well, as shown in Note 10.7.2. Therefore, a wide range of options is available: for instance, the estimator of $\lambda$ can be derived by the moment method or the maximum likelihood method. The corresponding arbitrariness of empirical Bayes analysis is the major flaw of this theory, since it prohibits a decision-theoretic treatment of the empirical Bayes estimators, and often appears as a posterior justification of existing estimators, as shown in Section 10.5. The most common approach is to use maximum likelihood estimators, for practical and theoretical reasons, in particular because of the proximity of the maximum likelihood estimation to the Bayesian paradigm. An additional justification of this choice is given below in the particular case of the estimation of the natural parameter of an exponential family under quadratic loss.

**Lemma 10.4.2** Consider

$$x \sim f(x|\theta) = e^{\theta \cdot x - \psi(\theta)}h(x), \quad x \in \mathbb{R}^k.$$  

If $\theta$ is distributed according to $\pi(\theta|\lambda), \lambda \in \mathbb{R}^p$, and $\hat{\lambda}(x)$ is the solution of the likelihood equations associated with $m(x|\lambda)$, the empirical Bayes estimator of $\theta$ satisfies

$$\delta_{\text{EB}}(x) = (\nabla \log m(x|\lambda))|_{\lambda=\hat{\lambda}(x)} - \nabla \log h(x)$$

$$= \nabla[\log m(x|\hat{\lambda}(x))] - \nabla \log h(x).$$

**Proof.** In fact,

$$\nabla \log m(x|\hat{\lambda}(x)) = (\nabla \log m(x|\lambda))|_{\lambda=\hat{\lambda}(x)} + \nabla x \hat{\lambda}(x) \nabla_{\lambda} m(x|\lambda)|_{\lambda=\hat{\lambda}(x)}.$$
where $\nabla_\lambda m(x|\lambda)$ is the vector with components
\[
\frac{\partial m(x|\lambda)}{\partial \lambda_i}(1 \leq i \leq p),
\]
and $\nabla_\lambda \hat{\lambda}(x)$ is the $(k \times p)$ matrix with components
\[
\frac{\partial \hat{\lambda}_i(x)}{\partial x_j}(1 \leq i \leq p, 1 \leq j \leq k).
\]
By definition of $\hat{\lambda}(x)$, the second term is null.

Therefore, a regular Bayesian derivation using the approximate posterior distribution $\pi(\theta|\hat{\lambda}(x))$ gives the same result as the genuine empirical Bayes approach, where $\lambda$ is replaced by $\hat{\lambda}(x)$. This justification is obviously quite limited, since it only works for the posterior mean of the natural parameter in exponential families.

**Example 10.4.3 (Example 10.4.1 continued)** Consider the case when $\pi(\theta|\lambda)$ is an exponential distribution $Exp(\lambda)$. Then
\[
m(x_i|\lambda) = \int_0^{+\infty} e^{-\theta} \frac{\theta^{x_i}}{x_i!} \lambda e^{-\theta \lambda} d\theta = \frac{\lambda}{(\lambda+1)^{x_i+1}} = \left(\frac{1}{\lambda+1}\right)^{x_i} \frac{\lambda}{\lambda+1},
\]
and $x_i|\lambda \sim Geo(\lambda/\lambda+1)$. The maximum likelihood estimator of $\lambda$ is $\hat{\lambda}(x) = 1/\bar{x}$ and the empirical Bayes estimator of $\theta_{n+1}$ is
\[
d^{EB}(x_{n+1}) = \frac{x_{n+1}+1}{\lambda+1} = \frac{\bar{x}}{\bar{x}+1}(x_{n+1}+1),
\]
the average $\bar{x}$ being taken on the $n$ first observations.

**Example 10.4.4** Consider $x_1, \ldots, x_n$, $n$ independent observations from $B(m, p_i)$. Casella (1985a) (see also Morisson (1979)) applies this model to the intentions of buying a new car in the coming year. The assumption is that the parameters $p_i$ ($1 \leq i \leq n$) are distributed according to the same conjugate prior distribution $p_i \sim B(\alpha, \beta)$.

The corresponding Bayes estimator of $p_i$ is
\[
\hat{\pi}_i(x_i) = \frac{\alpha + \beta}{\alpha + \beta + 1} \frac{\alpha}{\alpha + \beta} + \left(1 - \frac{\alpha + \beta}{\alpha + \beta + 1}\right) \frac{x_i}{m}
\]
and the marginal distribution of $x_i$ is called *beta-binomial*,
\[
P(x_i = k|\alpha, \beta) = \frac{B(k + \alpha, m - k + \beta)}{B(\alpha, \beta)}.
\]
as in Example 10.2.13. It is shown in Kendall and Stuart (1979) that, for this marginal distribution,
\[
\mathbb{E}(x_i|m) = \frac{\alpha}{\alpha + \beta}, \quad \text{var}(x_i|m) = \frac{1}{m} \frac{\alpha \beta}{(\alpha + \beta)^2} \frac{\alpha + \beta + m}{\alpha + \beta + 1}.
\]
When \(\alpha\) and \(\beta\) are estimated by the method of moments, the resulting empirical Bayes estimator of \(p_i\) is
\[
\gamma_i^{\text{EB}}(x_1, \ldots, x_n) = \hat{\alpha} + \frac{(x_i/m)}{\hat{\alpha} + \hat{\beta} + 1}.
\]
(Exercise 10.23 provides the data of Morrison (1979).)

Section 10.5 indicates how the Stein effect is strongly related to the empirical Bayes approach and how the latter can provide estimators that perform well for point estimation, as well as for tests and confidence regions. The following result shows, on the contrary, why empirical Bayes tests are of limited interest for a single sample.

**Proposition 10.4.5** Consider the test of \(H_0 : \theta = \theta_0\) against \(H_1 : \theta = \theta_1\) based on a sample \(x_1, \ldots, x_n\), i.i.d. \(f(x|\theta)\). An empirical Bayes approach gives the likelihood ratio test procedure
\[
\varphi(x) = \begin{cases} 1 & \text{if } \prod_{i=1}^n f(x_i|\theta_0) > \prod_{i=1}^n f(x_i|\theta_1), \\ 0 & \text{otherwise}, \end{cases}
\]
for every confidence level.

**Proof.** In this setting, the unknown parameters are reduced to \(\pi_0\), the prior probability of \(H_0\). The marginal distribution of \(x\) is then
\[
m(x|\pi_0) = \pi_0 \prod_{i=1}^n f(x_i|\theta_0) + (1 - \pi_0) \prod_{i=1}^n f(x_i|\theta_1)
\]
and gives the following maximum likelihood estimator of \(\pi_0\):
\[
\hat{\pi}_0(x_1, \ldots, x_n) = \begin{cases} 1 & \text{if } \prod_{i=1}^n f(x_i|\theta_0) > \prod_{i=1}^n f(x_i|\theta_1), \\ 0 & \text{otherwise}. \end{cases}
\]
The Bayesian answer being
\[
\varphi(\pi)(x_1, \ldots, x_n) = \begin{cases} 1 & \text{if } P(\theta = \theta_0|x_1, \ldots, x_n, \pi_0) > \alpha, \\ 0 & \text{otherwise}, \end{cases}
\]
the posterior probability of \(H_0\) is
\[
P(\theta = \theta_0|x_1, \ldots, x_n, \hat{\pi}_0) = \frac{\hat{\pi}_0 \prod_{i=1}^n f(x_i|\theta_0)}{\hat{\pi}_0 \prod_{i=1}^n f(x_i|\theta_0) + (1 - \hat{\pi}_0) \prod_{i=1}^n f(x_i|\theta_1)}
\]
and (10.4.4) follows. \(\square\)

When several testing problems are considered simultaneously, this extreme behavior of the empirical Bayes tests disappears (see Maritz and
Lwin (1989)). However, it is rather rare to have to test simultaneously hypotheses on parameters from the same distribution, and the practical interest of the empirical Bayes approach for tests is thus quite limited. We consider the estimation of the confidence regions in Section 10.5, in relation to the Stein effect. For an alternative review, see Laird and Louis (1987) or Carlin and Gelfand (1990).

Notice in conclusion that a refinement of the empirical Bayes approach is to consider instead mixtures of conjugate distributions, since they also constitute a conjugate family (see Lemma 3.4.2). If \( x_i \sim f(x_i | \theta_i) \) and

\[
\theta_i \sim \sum_{j=1}^{n} p_j \pi(\theta_i | \lambda_j),
\]

the marginal distribution of \( x_i \) is

\[
x_i | p, \lambda \sim \sum_{j=1}^{n} p_j \int_{\Theta} f(x_i | \theta) \pi(\theta | \lambda_j) \, d\theta.
\]

See Section 6.4 and Note 6.6.6 for details on the Bayesian analysis of this problem. Maritz and Lwin (1989) consider more particularly the application to the empirical Bayes analysis. A drawback to this extension is obviously that it calls for a larger number of hyperparameters, and thus for a larger number of independent samples, while suffering from some of the defects mentioned before.

Let us stress again that the legitimacy of the empirical Bayes methods is asymptotic (see Deely and Lindley (1981)). Their popularity owes to the good frequentist properties of some resulting estimators, and also to the simplification they brought to the treatment of complex problems, compared with a hierarchical Bayes analysis. (See, for instance, Carter and Rolph (1974) or Hui and Berger (1983).) For finite sample size problems, the empirical Bayes methods are only approximations of the exact Bayesian methods and cannot claim the same coherence. In particular, it is not possible to draw a full Bayesian inference using \( \pi(\theta | x, \lambda(x)) \), because it is not a posterior distribution. Moreover, with increasing computational power (see Chapter 6), the need for empirical approximations to more complex hierarchical analyses diminishes (see Berger (1985a), Berger and Berliner (1986), and Berger and Robert (1990)).

10.5 Empirical Bayes justifications of the Stein effect

The empirical Bayes analysis of the Stein effect described in Note 2.8.2 unifies the different occurrences of this paradox, according to which the simultaneous estimation of independent parameters can lead to a global improvement in estimation performances, although each component cannot be improved uniformly. Moreover, this analysis explains the form of the original James–Stein estimators, and points out that they correspond to
the vague prior information that $\theta$ is close to 0.

### 10.5.1 Point estimation

**Example 10.5.1** Consider $x \sim \mathcal{N}_p(\theta, I_p)$ and $\theta_i \sim \mathcal{N}(0, \tau^2)$. The marginal distribution of $x$ is then

$$x | \tau^2 \sim \mathcal{N}_p(0, (1 + \tau^2)I_p)$$

and leads to the following maximum likelihood estimator of $\tau^2$,

$$\hat{\tau}^2 = \begin{cases} \left(\frac{||x||^2}{p}\right) - 1 & \text{if } ||x||^2 > p, \\ 0 & \text{otherwise.} \end{cases}$$

The corresponding empirical Bayes estimator of $\theta_i$ under quadratic loss is derived by replacing $\tau^2$ by $\hat{\tau}^2$ in the Bayes estimator,

$$\hat{\delta}_{EB}(x) = \frac{\hat{\tau}^2 x}{1 + \hat{\tau}^2} = \left(1 - \frac{p}{||x||^2}\right)^+ x.$$  

(10.5.1)

The estimator (10.5.1) is actually a truncated James–Stein estimator. Therefore, these estimators can be interpreted as empirical Bayes estimators related to the vague information that the expectations of the observations are close to 0. The original James–Stein estimator can also be expressed as an empirical Bayes estimator, using an alternative frequentist estimation method. In fact, given the marginal distribution of $x$, the best unbiased estimator of $1/(1 + \tau^2)$ is $(p - 2)/||x||^2$, which leads to

$$\hat{\delta}_{EB}(x) = \left(1 - \frac{p - 2}{||x||^2}\right) x.$$  

(10.5.2)

This example illustrates the weakness in the justifications of the empirical Bayes approach, which cannot compare the different methods used for estimating the hyperparameters. This lack of ordering is actually characteristic of the whole frequentist approach. The comparison between the estimators (10.5.1) and (10.5.2) must thus rely on external considerations.

**Example 10.5.2** Consider two independent vectors, $x \sim \mathcal{N}_p(\theta, \sigma^2 I_p)$ and $y \sim \mathcal{N}_q(0, \sigma^2 I_q)$, as for a linear regression. The parameter of interest is the variance factor $\sigma^2$, evaluated under the entropic loss,

$$L(\sigma^2, d) = \frac{d}{\sigma^2} - \log(d/\sigma^2) - 1.$$  

Apart from intrinsic considerations (see Section 2.5.4), this loss is often preferred to the quadratic loss, since it gives the maximum likelihood estimator
\[ ||y||^2 / p + q \] as the best equivariant estimator\(^6\) of \( \sigma^2 \). Under this loss, the Bayes estimator of \( \sigma^2 \) is

\[ \delta^\pi(x) = (IE^\pi[\sigma^{-2}|x])^{-1}. \]

For the gamma-normal conjugate distribution on \((\theta, \sigma^2)\),
\[
\theta | \sigma^2 \sim \mathcal{N}_p(0, \tau \sigma^2 I_p), \quad \sigma^{-2} \sim \mathcal{G}(\nu/2, \beta/2),
\]
the estimator (10.5.3) is then
\[ \delta^\pi(x, y) = \frac{1}{p + q + \nu} \left( ||x||^2 + ||y||^2 + \beta \right) \]
and maximization of the marginal likelihood (in \((\tau, \nu, \beta)\)) leads to the following empirical Bayes estimator (see Kubokawa et al. (1992)):

\[ \delta^{EB}(x, y) = \min \left( \frac{||y||^2}{q}, \frac{||x||^2 + ||y||^2}{p + q} \right). \]

Notice the intuitive aspect of this estimator, which uses the additional information about \( \sigma^2 \) contained in \( x \) only if \( ||x||^2 \) is not too large, that is, if \( \theta \) is close to 0, as
\[ \frac{||x||^2 + ||y||^2}{p + q} \]
is the best scale equivariant estimator of \( \sigma^2 \) when \( \theta = 0 \).

The real interest in this result is that (10.5.4) has been obtained in Brewster and Zidek (1974) as a uniform improvement on the best equivariant estimator \( \delta^\star(x, y) = ||y||^2 / q \) under entropy loss. (See Maatta and Casella (1990) for an exhaustive review of the different perspectives in variance estimation.)

Morris (1983b) considers the Stein effect more generally than in Example 10.5.1. In fact, he studies the Bayesian model
\[ x|\theta \sim \mathcal{N}_p(\theta, \Lambda), \quad \theta | \beta, \sigma^2 \sim \mathcal{N}_p(Z\beta, \sigma^2 I_p), \]
with \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_p) \) and \( Z \) a \((p \times q)\) full rank matrix. The marginal distribution of \( x \) is then
\[ x_i|\beta, \sigma^2 \sim \mathcal{N}(z_i\beta, \sigma^2 + \lambda_i) \]
and the posterior distribution of \( \theta \)
\[ \theta_i|x_i, \beta, \sigma^2 \sim \mathcal{N}((1 - b_i)x_i + b_iz_i\beta, \lambda_i(1 - b_i)), \]

\(^6\) This argument does not justify the use of the entropic loss, since it legitimizes a posteriori a given estimator, instead of being based on utility considerations and leading to the determination of an estimator.
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with $b_i = \lambda_i/(\lambda_i + \sigma^2)$. If all the variances $\lambda_i$ are identical and equal to $\sigma^2$, the best equivariant estimators of $\beta$ and $b$ are given by

$$\hat{\beta} = (Z^tZ)^{-1}Z^t x \quad \text{and} \quad \hat{b} = \frac{(p-q-2)\sigma^2}{s^2},$$

with $s^2 = \sum_{i=1}^{p}(x_i - z_i'\hat{\beta})^2$. We deduce from these estimators of the hyperparameters the corresponding empirical Bayes estimator of $\theta$ as

$$\delta_{\text{EB}}(x) = Z\hat{\beta} + \left(1 - \frac{(p-q-2)\sigma^2}{||x - Z\hat{\beta}||^2}\right)(x - Z\hat{\beta}),$$

which is of the form of the general Stein estimators.

In the particular case where the means are assumed to be identical (exchangeability), the matrix $Z$ reduces to the vector 1 and $\beta$ is a real number; the empirical Bayes estimator is then

$$\delta_{\text{EB}}(x) = \bar{x}1 + \left(1 - \frac{(p-3)\sigma^2}{||x - \bar{x}1||^2}\right)(x - \bar{x}1).$$

It thus provides the Stein estimator that shrinks toward the common mean, as in Efron and Morris (1975). See Morris (1983b) for an extension to the case when the variances $\lambda_i$ are not identical.

10.5.2 Variance evaluation

As mentioned above, the estimation of the hyperparameters $\beta$ and $\sigma^2$ considerably modifies the behavior of the resulting procedures. If the resulting point estimators are generally efficient, as shown in the above examples, the estimation of the posterior variance of $\pi(\theta|x, \hat{\beta}, \hat{b})$ by the empirical variance, $\text{var}(\theta_i|x, \hat{\beta}, \hat{b})$, induces an underestimation of this variance. Thus, using empirical Bayes analysis to assess the performances of $\delta_{\text{EB}}$ by estimating its quadratic loss $(\theta_i - \delta_{\text{EB}}(x))^2$ as $\text{var}(\theta_i|x, \hat{\beta}, \hat{b})$ is misleading because it underrates the error resulting from using $\delta_{\text{EB}}$.

Morris (1983b) takes into account the additional variability resulting from the estimation of the hyperparameters through a modification of the estimators. In the exchangeable case, the resulting procedures are

$$\delta_{\text{EB}}(x) = x - \tilde{B}(x - \bar{x}1),$$

$$V_{i\text{EB}}(x) = \left(\sigma^2 - \frac{p-1}{p}\tilde{B}\right) + \frac{2}{p-3}\hat{b}(x_i - \bar{x})^2,$$

with

$$\hat{b} = \frac{p-3}{p-1} \frac{\sigma^2}{\sigma^2 + \hat{\sigma}^2}, \quad \hat{\sigma}^2 = \max \left(0, \frac{||x - \bar{x}1||^2}{p-1} - \sigma^2\right)$$

and

$$\tilde{B} = \frac{p-3}{p-1} \min \left(1, \frac{\sigma^2(p-1)}{||x - \bar{x}1||^2}\right).$$
This last quantity estimates the ratio $\sigma^2/(\sigma^2 + \sigma^2_\pi)$. However, this modification, although more satisfactory, suffers from the general drawback of empirical Bayes inference, namely, that the procedures are usually justified by ad-hoc reasons that cannot be extended to a general principle (although Kass and Steffey (1989) provide a partial generalization).

Notice the analogy between the modified empirical variance $V_i^{EB}$ and the hierarchical variance for the same model,

$$V_i^{HB}(x) = \sigma^2 \left(1 - \frac{p - 1}{p} \mathbb{E}_\pi \left[ \frac{\sigma^2}{\sigma^2 + \frac{\sigma^2}{\pi}} | x \right] \right) + \text{var} \left[ \frac{\sigma^2}{\sigma^2 + \frac{\sigma^2}{\pi}} | x \right] (x_i - \bar{x})^2$$

(see Berger (1985a)). This resemblance is not coincidental, since this modification brings an improvement in the original empirical Bayes approach by taking advantage of the true Bayesian approach one step further. Ghosh et al. (1989) and Blattberg and George (1991) provide econometric illustrations of the empirical Bayes analysis and the connection with Stein estimators in regression models.

### 10.5.3 Confidence regions

Another aspect of the Stein effect can be interpreted in an empirical Bayes manner. In the case of recentered confidence regions (see Section 5.5), Hwang and Casella (1982) have shown that some of these regions allow for a larger coverage probability than does the usual confidence set for an identical volume. These sets can also be expressed as empirical HPD regions.

**Example 10.5.3** In Hwang and Casella (1982), the usual confidence region

$$C_0(x) = \{ \theta; \| \theta - x \|^2 \leq c_\alpha \},$$

with $x \sim \mathcal{N}_p(\theta, I_p)$, is compared with

$$C_a(x) = \{ \theta; \| \theta - \delta_a(x) \|^2 \leq c_\alpha \},$$

where $\delta_a(x) = [1 - (a/\|x\|^2)]^+ x$. Hwang and Casella (1982) show that, for $a$ small enough and $p \geq 4$, the set $C_a$ satisfies, for every $\theta$,

$$P_\theta(\theta \in C_a(x)) > P_\theta(\theta \in C_0(x)) = 1 - \alpha.$$ 

Casella and Hwang (1983) also consider recentered regions with a variable volume

$$C_\delta^v(x) = \{ \theta; \| \theta - \delta(x) \|^2 \leq v(x) \},$$

and they determine $\delta$ and $v$ by an empirical Bayes analysis based on an $\alpha$-credible HPD region. The center of the region is the James–Stein estimator

$$\delta(x) = \left(1 - \frac{p - 2}{\|x\|^2} \right)^+ x$$
and the radius is provided by
\[
v(x) = \begin{cases} 
\left(1 - \frac{p-2}{c_\alpha}\right) \left[c_\alpha - p \log \left(1 - \frac{p-2}{c_\alpha}\right) \right] & \text{if } ||x||^2 < c_\alpha, \\
\left(1 - \frac{p-2}{||x||^2}\right) \left[c_\alpha - p \log \left(1 - \frac{p-2}{||x||^2}\right) \right] & \text{otherwise}.
\end{cases}
\]

The shape of the variable radius is justified in terms of a linear loss
\[ L(\theta, C) = k \, \text{vol}(C) - \mathbb{I}_C(\theta), \]
already presented in Section 5.5 (see Exercise 10.29). This empirical Bayes confidence region has then at least a confidence level of \(1 - \alpha\) (in the frequentist sense), except for the smallest values of \(p\).

**Example 10.5.4** A usual rejection of recentered confidence regions is based on the fact that they are useless in practice, since the reported confidence level is still
\[
\inf_\theta P_\theta(\theta \in C_\alpha(x)) = 1 - \alpha = P_\theta(\theta \in C_0(x)).
\]

In this sense, the usual regions can be argued to be more accurate because they coincide exactly with the reported confidence level. The actual value of such confidence levels has already been discussed in Section 5.5 and the reader is referred to Chapter 5 for criticisms of the artificial aspect of the notion of confidence levels. An alternative answer is also offered at the end of Chapter 5. It is to propose a conditional confidence level, \(\gamma(x)\), which is more adapted to the recentered region \(C_\alpha(x)\), and to evaluate it under the quadratic loss
\[
(\gamma(x) - \mathbb{I}_{C_\alpha(x)})^2.
\]
For the model presented in Example 10.5.2, George and Casella (1994) propose an empirical Bayes solution to this evaluation problem for a recentered region of the form
\[
C_{EB}(x) = \{\theta; \|\theta - (1 - \hat{b})x\|^2 \leq c\}
\]
and a confidence report
\[
\gamma_{EB}(x) = P(\chi_p^2 \leq c/(1 - \hat{b})).
\]
In fact, if \(\theta \sim \mathcal{N}_p(0, \tau^2 I_p)\), the Bayesian answer would be
\[
\gamma^\pi(x) = P^\pi(\theta \in C_B(x)|x)
= \frac{P^\pi(||\theta - (1-b)x||^2 \leq c|x)}{P(\chi_p^2 \leq c/(1-b))},
\]
since \(\theta|x \sim \mathcal{N}_p((1-b)x, (1-b))\) with \(1-b = \tau^2/(\sigma^2 + \tau^2)\). The empirical Bayes estimators derived by George and Casella (1994) in \(\gamma_{EB}\) are
\[
1 - \hat{b}(x) = \max\left(d, 1 - \frac{a}{||x||^2}\right) = u_{a,d}(||x||^2),
\]

where
\[
v(x) = \begin{cases} 
\left(1 - \frac{p-2}{c_\alpha}\right) \left[c_\alpha - p \log \left(1 - \frac{p-2}{c_\alpha}\right) \right] & \text{if } ||x||^2 < c_\alpha, \\
\left(1 - \frac{p-2}{||x||^2}\right) \left[c_\alpha - p \log \left(1 - \frac{p-2}{||x||^2}\right) \right] & \text{otherwise}.
\end{cases}
\]

The shape of the variable radius is justified in terms of a linear loss
\[ L(\theta, C) = k \, \text{vol}(C) - \mathbb{I}_C(\theta), \]
already presented in Section 5.5 (see Exercise 10.29). This empirical Bayes confidence region has then at least a confidence level of \(1 - \alpha\) (in the frequentist sense), except for the smallest values of \(p\).
while \( C^{EB} \) is centered in the truncated Stein estimator associated with \( a \) and \( d \leq 1 \). Actually, George and Casella (1994) show that the empirical Bayes estimator obtained this way,

\[
\gamma^{EB}(x) = P \left[ \chi^2_p \leq \frac{c}{\max\{d, (\|x\|^2 - a)/\|x\|^2\}} \right],
\]
dominates the constant report \( 1 - \alpha \) under the quadratic loss (10.5.6), for \( d \leq 1 \) and \( a \) small enough. A suggested value of \( d \) is

\[
d = \frac{2c}{c + 2a + \sqrt{c(c + 4a)}}.
\]

See Lu and Berger (1989b) for a different solution.

10.5.4 Comments

To conclude this overview of empirical Bayes methods, let us stress once more their dual nature: they draw strength from both frequentist and Bayesian methods to derive inferential procedures. It can be argued that the improvements these estimators bring on classical frequentist estimators owes to their mimicking of the Bayesian approach, whereas their suboptimality (in terms of admissibility for instance) can be attributed to the refusal to adopt a fully Bayesian perspective, and to the subsequent arbitrariness in the choice of the resulting method. Fundamentally, it is quite logical that a method that relies on classical, but suboptimal, estimators (such as the maximum likelihood estimator of the mean in the multidimensional normal case) and ad-hoc concepts lacking a decision-theoretic basis (such as unbiased estimation or moment methods) cannot provide optimal procedures. The domination of these estimators by genuine Bayes estimators (see Brown (1988)) is another argument in favor of a complete adoption of the Bayesian paradigm, even if it requires a hierarchical modeling. As shown in Chapter 6, the development of new numerical tools to deal with far more complex models than before comes as a last blow to these methods that had earlier alleviated the computational difficulties of fully Bayesian analyses.

10.6 Exercises

Section 10.1

10.1 For a model represented by a directed acyclic graph, as in Figure 10.1, show that the full conditional distribution of a variable (or node), given the other variables of the model, is identical to the distribution of this node, given only the nodes it is connected with.

10.2 In the setting of Example 10.1.1,

a. Show that, if the generator \( \Lambda \) can be decomposed as \( P\tilde{\Lambda}P^t \), where \( P \) is the orthogonal matrix of the eigenvectors of \( \Lambda \) and \( \tilde{\Lambda} \) is the diagonal matrix of
the eigenvalues of $\Lambda$, $\lambda_i$ ($i = 1, \ldots, 7$), then
\[
\exp\{\Lambda\} = P \begin{pmatrix} e^{\lambda_1} & 0 & \cdots & 0 \\ 0 & e^{\lambda_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & e^{\lambda_7} \end{pmatrix} P^t,
\]
and that $\exp\{T\Lambda\} = \exp\{\Lambda\}^T$.

b. Deduce that the forward–backward formulas (6.5.4) of Exercise 6.47 also apply in this setting when $p_{ij}$ is replaced with $p_{ij}^T$, $(i,j)$-th element of the matrix $\exp\{\Lambda\}^T$.

c. Determine the computational time of these formulas and compare it with the following alternative representation: introduce missing values $x^{*}_{ij}$ so that individuals are observed at regular intervals with inter-observation time $\eta$, complete the sample with these missing values, and compute the forward–backward formulas on the completed sample. (Notice that this completion implies that $\exp\{\Lambda\}^\eta$ is computed only once.)

Section 10.2.1

10.3 Show that the hyperprior chosen in Example 10.2.3 leads to a well defined posterior distribution provided there are at least two observations for each stage of the experiment.

10.4 Represent the hierarchical model of Example 10.2.3 as a directed acyclic graph, as in Figure 10.1.

10.5 Consider $J \sim \mathcal{M}_k(N; p_1, \ldots, p_k)$, a multinomial random variable. Assume that $N$ is generated according to a Poisson distribution with parameter $\lambda$. Determine the marginal distribution of $J$. Give, in particular, the covariance matrix. Extend to the case when $p = (p_1, \ldots, p_k) \sim \mathcal{D}(\alpha_1, \ldots, \alpha_k)$, a Dirichlet distribution.

10.6 A fly lays $N$ eggs according to a Poisson distribution $\mathcal{P}(\lambda)$ and each egg survives with probability $p$.

a. Show that the distribution of the number of surviving eggs $x$ is then hierarchical
\[
x|N \sim \mathcal{B}(N, p), \quad N \sim \mathcal{P}(\lambda).
\]

b. Compute the marginal distribution of $x$ and the posterior distribution of $N$.

10.7 In the setting of Example 10.6, when $p$ is known, give the posterior distribution of $N$ if $\pi_2(\lambda) = 1/\lambda$. Examine the generalization to the case when $p$ is unknown and $\pi_1(p) = 1$.

Section 10.2.2

10.8 If $y|\theta \sim \mathcal{N}_p(\theta, \Sigma_1)$, $\theta|\beta \sim \mathcal{N}_p(X\beta, \Sigma_2)$, and $\beta \sim \mathcal{N}_q(\mu, \Sigma_3)$, compute the prior and posterior distributions of $\theta$.

10.9 Consider the setting of a logistic regression, that is, of observations $(x_1, y_1)$, \ldots, $(x_n, y_n)$ such that $x_i \in \mathbb{R}^k$ and $y_i \in \{0, 1\}$ with
\[
P(y_i = 1|x_i) = \exp(x_i^T\beta)/(1 + \exp(x_i^T\beta))
\]
and derive a sufficient condition on $\pi(\tau)$ for the posterior distribution of $\beta$ to be defined when $\beta|\tau \sim \mathcal{N}_q(0, \tau^2 I_p)$. (The $x_i$’s are deemed to be fixed.)
10.10 Reproduce Exercise 10.9 in the setting of a probit model, that is, when
\[ P(y_i = 1|x_i) = \Phi(x_i^t \beta) \]
and \( \Phi \) is the c.d.f. of the standard normal distribution.

Section 10.2.3

10.11 Establish Lemmas 10.2.9 and 10.2.11.

10.12 (Berger and Robert (1990)) In the setting of Example 10.2.14, assume that \( \mu \in H = \{ \mu = Y\beta; \beta \in \mathbb{R}^\ell \} \) and \( \pi_2(\beta, \sigma_\pi^2) = 1 \). Show that \( m(x) < +\infty \) if \( p > 2 + \ell \).

10.13 Spiegelhalter et al. (1990) consider the following model: the weights \( y_{ij} \) of 60 rats are measured weekly, the first 30 observations being associated with the control group \( (1 \leq i \leq 60, 1 \leq j \leq 5) \). The corresponding model is
\[ y_{ij} \sim N(\alpha_i + \beta_i j, \sigma_i) \]
with \( \sigma_i = \sigma_c \) for \( i \leq 30 \) and \( \sigma_i = \sigma_t \) for \( 31 \leq i \leq 60 \) and
\[ (\alpha_i, \beta_i) \sim N_2(\alpha_c, \beta_c, \Sigma_c) \quad (i = 1, \ldots, 30), \]
\[ (\alpha_i, \beta_i) \sim N_2(\alpha_t, \beta_t, \Sigma_t) \quad (i = 31, \ldots, 60). \]
Complete the model with noninformative priors on the hyperparameters and examine whether the posterior distribution is well defined.

10.14 In the setting of Example 10.2.10, define the averages
\[ \overline{x}_i = \frac{1}{J_i^c} \sum_{j_i=1}^{J_i^c} x_{ij}, \quad \overline{y}_i = \frac{1}{J_i^a} \sum_{j_i=1}^{J_i^a} y_{ij}, \quad \overline{z}_i = \frac{1}{J_i^t} \sum_{j_i=1}^{J_i^t} z_{ij} \]
and
\[ \overline{\theta} = \frac{1}{I} \sum_{i=1}^{I} \theta_i, \quad \overline{\delta} = \frac{1}{I} \sum_{i=1}^{I} \delta_i. \]
Show that the full conditional distributions are given by \( (1 \leq i \leq I) \)
\[ \mu_\theta \sim N(\overline{\theta}, \sigma_\theta^2/I), \quad \mu_\delta \sim N(\overline{\delta}, \sigma_\delta^2/I), \]
\[ \mu_P \sim N\left( \sum_{\ell_i=0}^{p} \xi_{i\ell}/IP, \sigma_P^2/IP \right), \quad \mu_D \sim N\left( \sum_{\ell_i=1}^{p} \xi_{i\ell}/ID, \sigma_D^2/ID \right), \]
\[ \theta_i \sim N\left( \frac{\sigma_\theta^{-2} \mu_\theta + J_i^c \sigma_c^{-2} \overline{x}_i + J_i^a \sigma_a^{-2} (\overline{y}_i - \delta_i) + J_i^t \sigma_t^{-2} (\overline{z}_i - \delta_i - \xi_i)}{\sigma_\theta^{-2} + J_i^c \sigma_c^{-2} + J_i^a \sigma_a^{-2} + J_i^t \sigma_t^{-2}}, \right), \]
\[ \delta_i \sim N\left( \frac{\sigma_\delta^{-2} \mu_\delta + J_i^a \sigma_a^{-2} (\overline{y}_i - \theta_i) + J_i^t \sigma_t^{-2} (\overline{z}_i - \theta_i - \xi_i)}{\sigma_\delta^{-2} + J_i^a \sigma_a^{-2} + J_i^t \sigma_t^{-2}}, \right). \]
Show that, for the model of Example 10.2.18 and a noninformative distribution on \( \theta \), \( \sigma_\theta^2 \sim G_a \left( \frac{1}{2} \sum_i \frac{(\theta_i - \mu_\theta)^2}{2} \right), \)

\[
\sigma_\mu^2 \sim G_a \left( \frac{1}{2} \sum_i \frac{(\xi_i - \mu_\mu)^2}{2} \right),
\]

\[
\sigma_\Sigma^2 \sim G_a \left( \frac{1}{2} \sum_{i,j} \frac{(z_{ij} - \theta_i - \delta_i - \xi_i)^2}{2} \right),
\]

\[
\sigma_{\delta i}^2 \sim G_a \left( \frac{1}{2} \sum_i \frac{(\theta_i - \mu_\theta)^2}{2} \right), \quad \sigma_{\xi i}^2 \sim G_a \left( \frac{1}{2} \sum_i \frac{(\xi_i - \mu_\xi)^2}{2} \right).
\]

10.15 (Exercise 10.14 cont.) When the \( \delta_i \)'s are distributed from (10.2.3), give the corresponding full conditionals.

Section 10.2.4

10.16 (Berger and Robert (1990)) Consider \( x \sim N_p(\theta, \Sigma) \), \( \theta \sim N_p(y_\beta, \sigma_\theta^2 I_p) \), and \( \beta \sim N_\ell(\beta_0, A) \), with \( \text{rank}(A) = m \).

a. Show that if, for \( K > 0 \), the two integrals

\[
\int_0^K \pi_2(\sigma_\pi^2) d\sigma_\pi^2 \quad \text{and} \quad \int_K^{+\infty} \frac{1}{(\sigma_\pi^2)^{p-l+m}/2} \pi_2(\sigma_\pi^2) d\sigma_\pi^2
\]

are finite, then \( m(x) < +\infty \) for every \( x \in \mathbb{R}^p \).

b. Show that condition a. is satisfied if, for \( \epsilon > 0 \), \( K_1 > 0 \), \( K_2 > 0 \),

\[
\pi_2(\sigma_\pi^2) < \frac{K_1}{K_2 + (\sigma_\pi^2)^{2+\epsilon-p+l-m}/2},
\]

thus if \( \pi_2(\sigma_\pi^2) = 1 \) and \( p - l + m > 2 \).

10.17 (Berger (1985a)) In the setting of Example 10.2.18, compute the posterior variance. Consider also the noninformative case.

10.18 (Lindley and Smith (1972)) Extend Example 10.2.18 to the general model

\[
x|\theta \sim N_p(A_1 \theta, \Sigma_1), \quad \theta|\beta \sim N_\ell(A_2 \beta, \Sigma_2), \quad \beta|\xi \sim N_\ell(A_3 \xi, \Sigma_3),
\]

and check the results of Example 10.2.7.

10.19 (Berger (1985a)) Show that, for the model of Example 10.2.18 and a noninformative distribution on \( \xi \) and \( \sigma_\pi^2 \), the hierarchical Bayes estimator is

\[
\delta^*(x) = x - h_{p-2}(||x - \bar{x}1||^2)(x - \bar{x}1)
\]
with
\[ h_p(t) = \frac{p}{2t} (1 - H_p(t)), \]
\[ H_p(t) = \begin{cases} \frac{t^{p/2}}{(p/2)!} \left\{ e^t - \sum_{i=1}^{(p-2)/2} t^i / i! \right\} & \text{if } p \text{ is even,} \\
\frac{t^{p/2}}{\Gamma(p/2)} \left\{ e^t [2\Phi(\sqrt{2t}) - 1] - \sum_{i=1}^{(p-3)/2} \frac{t^i}{i!} \frac{e^{(i+3)/2}}{\Gamma((i+3)/2)} \right\} & \text{if } p \text{ is odd.} \end{cases} \]

10.20 In the setting of Example 10.2.13, compute the posterior mean of \( p \) when \( x = 3, n = 5 \).

Section 10.2.5

10.21 Compare the models
\[ x \sim N_p(\theta, I_p), \quad \theta | \mu \sim N_p(\mu, \tau^2 I_p), \quad \pi_2(\mu, \tau^2) = 1/\tau^2, \]
and
\[ x \sim N_p(\theta, I_p), \quad \theta | \mu \sim N_p(\mu, I_p), \quad \mu | \xi \sim N_p(\xi, \tau^2 I_p), \quad \pi_2(\xi, \tau^2) = 1/\tau^2, \]
in terms of estimators of \( \theta \).

10.22 Consider \( x_i \sim N(\mu, \sigma^2) \) and \( \mu_i | \mu, \tau \sim N(\mu, \tau^2) \) \((i = 1, \ldots, n)\).

a. Show that \( \pi(\mu, \tau) = 1/\tau \) leads to an undefined posterior distribution.
b. Show that \( \pi(\mu, \tau) = 1 \) avoids the above problem.

10.23 In the setting of Example 10.2.7, show that the Bayes estimator
\[ \delta^\pi(y) = \mathbb{E} \pi_2(\sigma^2 | y) \left[ I_p + \frac{\sigma^2}{\sigma_\pi^2} (X^t X)^{-1} \right]^{-1} \hat{\beta} \]
can be written in the form
\[ \left[ I_p + h(y)(X^t X)^{-1} \right]^{-1} \hat{\beta}. \]

(Hint: Use a simultaneous diagonalization of \( I_p \) and \( X^t X \).) Explain how this estimator can help to reduce multicollinearity.

Section 10.3

10.24 (Stein (1981)) Establish Lemma 10.3.1 using an integration by parts and relate this result to Exercise 2.56.

10.25 If \( H \) is the Hessian matrix defined in Lemma 10.3.1, show that the equivalent of (10.3.2) for the covariance matrix is
\[ V^{EB}(x) = \Sigma + \Sigma \frac{H(x)}{m(x)} \Sigma - \Sigma (\nabla \log m(x))(\nabla \log m(x))^t \Sigma. \]
Using a technique as in Exercise 10.24, show that an unbiased estimator of the average matricial error
\[ \mathbb{E}_\theta [(\theta - \delta(x))(\theta - \delta(x))^t] \]
can be written in the differential form
\[ \hat{V}_{\text{MB}}(x) = \Sigma + 2\Sigma \frac{H(x)}{m(x)} \Sigma - \Sigma (\nabla \log m(x))(\nabla \log m(x))^t \Sigma. \]
Derive from this expression the unbiased estimator of the quadratic risk.
10.26 Use the following approximation of \( F_1(a; b; z) \):

\[
F_1(a; b; z) \approx \frac{\Gamma(b)}{\Gamma(a)} e^{z/2} (z/2)^{a-b} \left( 1 + \frac{(1-a)(b-a)}{z/2} \right)
\]

to provide an approximation of the estimator \( \delta^* \) given in Example 10.3.6 and compare with the James–Stein estimator.

10.27 Consider \( x \sim \mathcal{N}_p(\theta, I_p) \), \( \theta \sim \mathcal{N}_p(0, \tau^2 I_p) \), and, if \( \eta = 1/(1 + \tau^2) \), assume \( \pi_2(\eta) = \eta^{2-p/2} \). Show that the corresponding hierarchical Bayes estimator can be written explicitly as

\[
\delta_{HB}(x) = \left( \frac{1}{1 - e^{-||x||^2/2}} - \frac{2}{||y||^2} \right) x,
\]

and determine whether it is minimax and admissible.

10.28 *(Hartigan (1983)) Consider an observation \( x \sim \mathcal{N}_p(\theta, I_p) \).

a. If \( f \) is a positive nondecreasing function bounded above by \( 2(p-2) \), show that

\[
\delta_f(x) = \left( 1 - \frac{f(||x||^2)}{||x||^2} \right) x
\]

dominates \( \delta_0(x) = x \) for the usual quadratic loss. (Hint: Use the unbiased estimator of the risk obtained in Exercise 2.56.)

b. Let \( \pi \) be a prior on \( \theta \) such that, conditional upon \( \tau^2 \), \( \theta \sim \mathcal{N}_p(0, \tau^2) \) and \( \tau^2 \sim \pi_1 \). The hyperprior \( \pi_1 \) is assumed to be a log-concave function of \( \log(\tau^2 + 1) \) and \( (\tau^2 + 1)^{1-\alpha} \pi_1(\tau^2) \) is increasing in \( \tau^2 \). Using the general result of a., show that the hierarchical Bayes estimator associated with \( \pi \) dominates \( \delta_0 \) if \( 4 - 2\alpha \leq p \). (Hint: Show that \( \delta^*(x) = (1 - \mathbb{E}[(\tau^2 + 1)^{-1}||x||])x \) and that \( \mathbb{E}[(\tau^2 + 1)^{-1}||x||] \) is increasing in \( ||x|| \) while being obviously bounded by \( 2(p-2) \).)

c. Show that such priors can only be proper for \( \alpha < 0 \), and therefore that these minimax Bayes estimators are guaranteed to be admissible only for \( p \geq 5 \).

d. Show that the Bayes risk is actually finite for \( \alpha < 2 \) and deduce that the resulting hierarchical Bayes estimators are admissible for every \( p \). [Note: Strawderman (1971) considered the particular case \( \pi_1(\tau^2) = (1 + \tau^2)^{\alpha-1} \) to show that the limiting dimension for the existence of proper Bayes minimax estimators is exactly \( p = 5 \).]

Section 10.4.2

10.29 *(Casella (1985a)) In a survey of car-buying intentions, 447 households provide their evaluation of the probability of buying a new car in the coming year. The result of the survey is given in Table 10.28.

---

### Table 10.6.1. Car-buying intentions of households.

<table>
<thead>
<tr>
<th>Intentions</th>
<th>0.0</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
<th>0.6</th>
<th>0.7</th>
<th>0.8</th>
<th>0.9</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Answers</td>
<td>293</td>
<td>26</td>
<td>21</td>
<td>21</td>
<td>10</td>
<td>9</td>
<td>12</td>
<td>13</td>
<td>11</td>
<td>10</td>
<td>21</td>
</tr>
</tbody>
</table>
Table 10.6.2. Proportions of car acquisitions depending on the intention.

<table>
<thead>
<tr>
<th>Intentions</th>
<th>0</th>
<th>0.1—0.3</th>
<th>0.4—0.6</th>
<th>0.7—0.9</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Declared</td>
<td>0</td>
<td>0.19</td>
<td>0.51</td>
<td>0.79</td>
<td>1</td>
</tr>
<tr>
<td>Realized</td>
<td>0.07</td>
<td>0.19</td>
<td>0.41</td>
<td>0.48</td>
<td>0.583</td>
</tr>
</tbody>
</table>

The answers $x_i$ ($1 \leq i \leq 447$) are modeled as issued from a renormalized binomial $B(10, p_i)$ distribution, that is, $10x_i \sim B(10, p_i)$, and the $p_i$ are distributed according to $Be(\alpha, \beta)$.

a. Use the marginal distribution to provide estimators of $\alpha$ and $\beta$ by the method of moments.

b. Derive an empirical Bayes estimator of the $p_i$'s under quadratic loss.

c. The true intentions $p_i$ have actually been observed at the end of the year, and Table 10.29 gives the difference with the declared intentions. Compare the quadratic losses of the classical estimator (that is, $\hat{p}_i = x_i$), the empirical Bayes estimator, and a Bayes estimator of your choice.

10.30 Establish the equivalent of Proposition 10.4.5 if the test is about $H_0 : \theta = \theta_0$ versus $H_1 : \theta = \theta_1$ for two independent problems with samples $x_1, \ldots, x_n \sim f(x|\theta)$, $y_1, \ldots, y_m \sim f(y|\theta')$, and $P(\theta = \theta_0) = P(\theta' = \theta_0) = \pi_0$. Generalize to $p$ samples and apply in the case of the test of $\theta_i = 0$ versus $\theta_i = 1$ for $x_i \sim N(\theta_i, 1)$ ($1 \leq i \leq p$).

10.31 *(Hartigan (1983)) Consider $x \sim N_p(\theta, \sigma^2 I_p)$ and $\theta \sim N_p(0, \tau^2 I_p)$, with $\sigma^2$ unknown and $s^2 \sim \sigma^2 \chi^2_k$.

a. Give an empirical Bayes estimator of $\theta$ based on the maximum likelihood estimators of $\tau^2$ and $\sigma^2$ and determine whether the resulting estimator is minimax. (*Hint: Use Exercise 10.28.*)

b. Compare with the empirical Bayes estimators based on the moment estimators of $\sigma^2$ and $\tau^2$.

c. If $\pi(\sigma^2, \tau^2) \propto (\sigma^2 + \sigma_0^2)^{\alpha-1}(\sigma^2)^{\beta-1}$, show that the posterior distribution of $(\sigma^{-2}, (\sigma^2 + \tau^2)^{-1})$ is

$$
\chi^2_{k-2\beta}/s \times \chi^2_{\beta-2\alpha} / ||x||^2 \mathbb{I}_{\sigma^2 \leq \sigma_0^2 + \tau^2}.
$$

Show that the resulting estimator is minimax if

$$
\frac{p - \alpha}{k - \beta - 2} \leq \frac{2(p - 2)}{k + 1}.
$$

(*Hint: Use Theorem 2.8.1.*)

10.32 *(Hartigan (1983)) Consider a multinomial model $M_k(n; p_1, \ldots, p_k)$ and the observation $(n_1, \ldots, n_k)$. A possible conjugate prior is the Dirichlet distribution, $D(\alpha_1, \ldots, \alpha_k)$.

a. Show that

$$
\mathbb{E} \left[ \sum_{i=1}^{k} n_i^2 \right] = n + (n - 1) \frac{\alpha + 1}{k\alpha + 1},
$$
and determine when the moment equation derived from this equality has a positive solution. Derive an empirical Bayes estimator of \((p_1, \ldots, p_k)\) in this case.

b. Compute an alternative empirical Bayes estimator by using maximum likelihood estimators of the \(\alpha_i\)’s. [Note: See Good (1975) for details on this model.]

10.33 (Morris (1983a)) An exponential family with density
\[
f(x|\theta) = h(x)e^{\theta x - \psi(\theta)}
\]
has a quadratic variance if the variance can be written
\[
V(\mu) = \psi''(\theta) = v_0 + v_1 \mu + v_2 \mu^2,
\]
where \(\mu = \psi'(\theta)\) is the expectation of \(f(x|\theta)\). Morris (1982) has characterized the six families with quadratic variance (see Exercise 3.9). These distributions are denoted \(NEF(\mu, V(\mu))\).

a. Show that the conjugate distribution in \(\mu\) can be written
\[
g(\mu) = K(m, \mu_0)e^{m\mu_0\theta(\mu) - m\psi(\theta(\mu))}V^{-1}(\mu)
\]
and that
\[
E^\pi[\mu] = \mu_0, \quad V^\pi(\mu) = \tau_0^2 = \frac{V(\mu_0)}{m - v_2},
\]
Therefore, the conjugate distribution is also an exponential family with quadratic variance. Derive a table of the correspondence between sample and conjugate prior distributions for the six families obtained in Exercise 3.24.

b. Show that the Bayes estimator associated with (10.6.1) for \(n\) independent observations \(x_1, \ldots, x_n\) and quadratic loss is
\[
\delta^\pi(x_1, \ldots, x_n) = (1 - B)\bar{x} + B \mu_0,
\]
where
\[
B = \frac{V(\mu_0) + v_2 \tau_0^2}{V(\mu_0) + (n + v_2) \tau_0^2}.
\]

c. Show that, for the conjugate distribution (10.6.1), the marginal moments of \(\bar{x}\) are
\[
E[\bar{x}] = \mu_0, \quad \text{var}(\bar{x}) = \frac{V(\mu_0)}{n} \frac{m + n}{m - v_2}.
\]

d. Consider \(k\) independent observations
\[
x_i|\mu_i \sim NEF(\mu_i, V(\mu_i)/n) \quad (1 \leq i \leq k),
\]
with independent parameters \(\mu_i\) from the conjugate distribution (10.6.1). If \(\bar{x} = \sum_i x_i/k\) and \(s = \sum_i (x_i - \bar{x})^2\) and if
\[
\frac{E[V(\bar{x})(k - 1)]}{E[s]} = E \left[ \frac{V(\bar{x})(k - 3)}{s} \right]
\]
(the expectations being taken under the marginal distribution), show that an empirical Bayes estimator for \(\mu_i\) is
\[
\delta_i^{EB}(x_1, \ldots, x_k) = (1 - \hat{B})x_i + \hat{B}\bar{x},
\]
with
\[ \hat{B} = \min \left( \frac{\nu_2}{n + \nu_2} \frac{k - 1}{k} + \frac{n}{n + \nu_2} \frac{(k - 3)V(\bar{x})}{ns}, 1 \right). \]

**Section 10.5.1**

10.34 Show that, for the marginal distribution of Example 10.5.1, \((p - 2)/||x||^2\) is indeed an unbiased estimator of \(1/(1 + \tau^2)\).

10.35 Derive formula (10.5.4) of Example 10.5.2.

10.36 *(Kubokawa (1991)) Consider \(\delta_{JS}(x) = [1 - (p - 2)/||x||^2]x\), the original James–Stein estimator and \(x \sim \mathcal{N}_p(\theta, I_p)\). Define \(\lambda = ||\theta||^2/2; f_p(t; \lambda)\) is the noncentral chi-squared density with noncentrality parameter \(\lambda\).

   a. For the truncation of \(\delta_{JS}\)
   \[ \delta_1(x; c, r) = \begin{cases} 
   (1 - \frac{c}{||x||^2}) x & \text{if } ||x||^2 < r, \\
   \delta_{JS}(x) & \text{otherwise}, 
   \end{cases} \]
   show that the quadratic risk of \(\delta_1(x; c, r)\) is minimized for
   \[ c_1(r, \lambda) = p - 2 - \frac{2f_p(r; \lambda)}{\int_0^r (1/t)f_p(t; \lambda) \, dt}. \]

   b. Let us define
   \[ c_1(r) = p - 2 - \frac{2}{\int_0^1 t^{p/2 - 2}e^{(1-t)r/2} \, dt}. \]
   Show that \(\delta_1(x; c_1(r), r)\) dominates \(\delta_{JS}\) for every \(r\).

   c. Using a limiting argument, show that
   \[ \delta_1^*(x) = \left(1 - \frac{c_1(||x||^2)}{||x||^2}\right) x \]
   dominates \(\delta_{JS}\). [Note: This estimator is proposed in Strawderman (1971) and Berger (1976). See Exercise 10.28.]

   d. Show that \(\delta_1^*\) is admissible. (Hint: The sufficient condition of Theorem 8.2.13 can be used.)

10.37 *(Bock and Robert (1991)) Consider \(x \sim \mathcal{N}_p(\theta, I_p)\) and \(\theta \sim \mathcal{U}(||\theta||^2 = c)\), the uniform distribution on the sphere with radius \(c\). Propose an empirical Bayes estimator of \(\theta\) based on \(||x||^2\) and show that, if this estimator is derived from the maximum likelihood estimator of \(c\), then \(\delta_{EB}(x) = h(x)x\) with
   \[ \left(1 - \frac{p}{||x||^2}\right)^+ \leq h(x) \leq \left(1 - \frac{p - 1}{||x||^2}\right)^+. \]
   Discuss the robustness of the Stein effect in terms of spherical symmetry.

10.38 *(George (1986a)) Consider \(y \sim \mathcal{N}_p(\theta, I_p)\). This exercise derives an estimator that selects among several partitions of \(y\) into subvectors before shrinking the observation toward each of these subvectors. For \(k = 1, \ldots, K\), let us denote
   \[ y = (y_{k1}, \ldots, y_{k,j_k})C_k \quad \text{and} \quad \theta = (\theta_{k1}, \ldots, \theta_{k,j_k})C_k \]
as the partitions of $y$ and $\theta$ in subvectors $y_{kj}$ and $\theta_{kj}$ of dimension $p_{kj} (1 \leq j \leq J_k)$, where $C_k$ is a permutation matrix comprising 0’s and 1’s with a single 1 per row and per column. For $k = 1, \ldots, K$, consider $\delta_k = (\delta_{k1}, \ldots, \delta_{kJ_k})C_k$ an estimator with components

$$\delta_{kj}(y_{kj}) = y_{kj} + \nabla \log m_{kj}(y_{kj}),$$

where the functions $m_{kj}$ from $\mathbb{R}^{p_{kj}}$ in $\mathbb{R}$ are twice differentiable. We also denote

$$m_k(y) = \prod_{j=1}^{J_k} m_{kj}(y_{kj}) \quad \text{and} \quad m_*(y) = \sum_{k=1}^{K} \omega_k m_k(y),$$

for $\omega_k \geq 0 (1 \leq k \leq K)$ and $\sum_k \omega_k = 1$.

a. If $\pi_{kj}$ is a prior distribution on $\theta_{kj}$ and $m_{kj}$ is the corresponding marginal distribution on $y_{kj} (1 \leq k \leq K, 1 \leq j \leq J_k)$, show that $m_k$ is the marginal distribution of $y$ for the prior distribution

$$\pi_k(\theta) = \prod_{j=1}^{J_k} \pi_{kj}(\theta_{kj}),$$

and that $\delta_k$ is the posterior mean for this posterior distribution.

b. Deduce that

$$\delta^*(y) = y + \nabla \log m_*(y)$$

is the Bayes estimator for the prior distribution

$$\pi^*(\theta) = \sum_{k=1}^{K} \omega_k \pi_k(\theta).$$

c. Show that $\delta^*$ can also be written under the form

$$\delta^*(y) = \sum_{k=1}^{K} \varrho_k(y) \delta_k(y),$$

with $\varrho_k(y) = \omega_k m_k(y)/m_*(y)$, and interpret this result.

d. Show that if, for $k = 1, \ldots, K$,

$$\mathbb{E}_{\theta} \left| \frac{\partial^2 m_k(y)}{\partial y_i^2} / m_k(y) \right| < +\infty,$$

$$\mathbb{E}_{\theta} ||\nabla \log m_k(y)||^2 < +\infty,$$

then the unbiased estimator of the risk of $\delta^*$ can be written

$$\mathcal{D}\delta^*(y) = p - \sum_{k=1}^{K} \varrho_k(y) \left[ \mathcal{D}\delta_k(y) - (1/2) \sum_{\ell=1}^{K} \varrho_\ell(y) ||\delta_k(y) - \delta_\ell(y)||^2 \right],$$

with

$$\mathcal{D}\delta_k(y) = ||\nabla \log m_k(y)||^2 - 2\Delta m_k(y)/m_k(y).$$

(Hint: Use Lemma 10.3.1 with $Q = \Sigma = I_p$.)

e. Deduce that, if $m_{kj}$ is superharmonic, that is, such that $\Delta m_{kj}(y_{kj}) \leq 0$ for $1 \leq k \leq K, 1 \leq j \leq J_k$, $\delta^*$ is minimax. [Note: This result can be described as the fact that a “proper” convex combination of minimax estimators is still minimax.]
f. For $1 \leq k \leq K$, $1 \leq j \leq J_k$, we denote by $V_{kj}$ a subspace of $\mathbb{R}^{p_{kj}}$, with $\dim V_{kj} = p_{kj} - q_{kj}$ and $q_{kj} \geq 3$; $P_{kj}$ is the associated orthogonal projector from $\mathbb{R}^{p_{kj}}$ on $V_{kj}$ and $s_{kj} = ||y_{kj} - P_{kj}y_{kj}||^2$. Give the multiple shrinkage estimator $\delta^*$ associated with

$$m_{kj}(y_{kj}) = \begin{cases} 
\left( \frac{q_{kj} - 2}{es_{kj}} \right)^{(q_{kj} - 2)/2} & \text{if } s_{kj} \geq q_{kj} - 2, \\
\exp(-s_{kj}/2) & \text{otherwise}.
\end{cases}$$

(Hint: The solution is the truncated James–Stein estimator.)

Section 10.5.2

10.39 *(Kubokawa et al. (1993)) Consider $x \sim N_p(\theta, \sigma^2 I_p)$, $y \sim N_q(\xi, \sigma^2 I_q)$, and $s \sim \sigma^2 \chi_n^2$, with unknown $\theta$, $\xi$, and $\sigma$. An empirical Bayes estimator of $\theta$ is the James–Stein estimator

$$\delta_{JS}(x, s) = \left(1 - \frac{(p-2)s}{(n+2)||x||^2} \right)x.$$ 

The purpose of this exercise is to show that the replacement of $s$ by a more efficient estimator of $\sigma^2$ can lead to an improvement in the estimation of $\theta$.

a. Show that, if $\gamma_h(y, s) = sh(||y||^2/s)$ dominates $\gamma_0(s) = s/(n+2)$ under the invariant quadratic loss

$$L(\sigma^2, \gamma) = \left(\frac{\gamma}{\sigma^2} - 1\right)^2,$$

$\delta_{JS}$ is dominated by

$$\hat{\delta}(x, y, s) = \left(1 - \frac{(p-2)\gamma(y, s)}{||x||^2} \right)x$$

under quadratic loss. (Hint: Recall that $\gamma_0$ is the best equivariant estimator of $\sigma^2$.)

b. Consider

$$\delta_g(x, y, s) = \left(1 - \frac{(p-2)s}{||x||^2} g(||y||^2/s, ||x||^2/s) \right)x.$$ 

Define

$$g^*(u, v) = \min \left( g(u, v), \frac{1 + u + v}{p + q + n} \right),$$

and assume $g$ and $g^*$ are absolutely continuous functions of $v$. Show that, if

$$\mathbb{E} \left[ \frac{\partial g^*(U, V)}{\partial v} - \frac{\partial g(U, V)}{\partial v} \right] \geq 0,$$

when $U = ||y||^2/s$ and $V = ||x||^2/s$, $\delta^*_g$ dominates $\delta_g$.

c. Deduce that

$$\delta_2(x, y, s) = x - \frac{p-2}{||x||^2} \min \left\{ \frac{s}{n+2}, \frac{s + ||y||^2}{n+q+2}, \frac{s + ||x||^2 + ||y||^2}{n+p+q+2} \right\} x$$

dominates $\delta_{JS}$.
Section 10.5.3

10.40 *(Casella and Hwang (1983)) Consider $x \sim N_p(\theta, I_p)$. Under the linear loss,

$$L(\theta, C) = k \ vol(C) - \mathbb{I}_C(\theta),$$

recall that the Bayes estimators are HPD regions of the form $\{\theta; \pi(\theta|x) \geq k\}$ when $\pi(\{\theta; \pi(\theta|x) = k\}) = 0$. Moreover, if

$$k = k_0 = e^{-c^2/2/(2\pi)^{p/2}},$$

Joshi (1969) has established that the usual region

$$C_x^0 = \{\theta; ||\theta - x|| \leq c\},$$

is minimax.

a. Show that, if $\theta \sim N_p(0, \tau^2 I_p)$, the Bayes set is

$$C_x^\pi = \left\{\theta; ||\theta - \delta^\pi(x)||^2 \leq \frac{2\tau^2}{\tau^2 + 1} \log \left[ k \left( \frac{2\pi \tau^2}{\tau^2 + 1} \right)^{p/2} \right] \right\},$$

where $\delta^\pi(x) = (\tau^2/\tau^2 + 1)x$ is the Bayes estimator of $\theta$. For $k = k_0$, show that this set can be written

$$C_x^\pi = \left\{\theta; ||\theta - \delta^\pi(x)||^2 \leq \frac{\tau^2}{\tau^2 + 1} \left[ c^2 - p \log \left( \frac{\tau^2}{\tau^2 + 1} \right) \right] \right\}.$$

b. Deduce that a simple empirical Bayes set is

$$C_x^{EB} = \left\{\theta; ||\theta - \delta^{EB}(x)||^2 \leq v^{EB}(x) \right\},$$

with $\delta^{EB}(x) = (1 - [(p - 2)/||x||^2])x$ and

$$v^{EB}(x) = \left(1 - \frac{p - 2}{||x||^2}\right) \left( c^2 - p \log \left| 1 - \frac{p - 2}{||x||^2} \right| \right).$$

c. Explain why it is preferable to consider

$$\delta^{+}(x) = \left(1 - \frac{p - 2}{||x||^2}\right)^+ x$$

and

$$v^c(x) = \begin{cases} \left(1 - \frac{p - 2}{c^2}\right) \left( c^2 - p \log \left[ 1 - \frac{p - 2}{c^2} \right] \right) & \text{if } ||x||^2 < c, \\ \left(1 - \frac{p - 2}{||x||^2}\right) \left( c^2 - p \log \left[ 1 - \frac{p - 2}{||x||^2} \right] \right) & \text{otherwise.} \end{cases}$$

d. Extend to the case when $x \sim N_p(\theta, \sigma^2 I_p)$ and $s^2 \sim \sigma^2 \chi_q^2$.

Note 10.7.2

10.41 In the setting of Example 10.7.3,

a. Show that

$$L(\eta, \hat{\eta}) = \frac{p}{2} \log \left( \frac{\eta}{\hat{\eta}} \right) + \frac{1}{2} \left( \frac{1}{\hat{\eta}} - \frac{1}{\eta} \right) p \eta,$$

and deduce (10.7.3).
b. Show that the posterior distribution associated with $\pi_d$ is well defined for $d > (4 - p)/2$.

c. Show that (10.7.4) and (10.7.5) hold.

d. Derive from the approximation

$$1_F(a, b, z) = \Gamma(b) z^{-a} \left\{ 1 - \frac{a(1 + a - b)}{z} + O(z^2) \right\}$$

the equivalence (10.7.6).

10.42 *(Exercise 10.41 cont.) Using STUB conditions (see Section 8.5) and the approximation (10.7.6), show that the choice $d = 1$ is optimal.

10.43 *(Exercise 10.41 cont.) Derive from Alam (1973) the minimaxity of $\delta_1^{EB}$. *(Hint: See Example 10.3.6.)*

10.44 In the setting of Example 10.7.4,

a. Show that the entropy loss is given by (10.7.7) and deduce the general form of Bayes estimators under that loss.

b. Show that, when $\pi(\lambda) = \lambda^{-d}$, the posterior distribution is given by

$$\pi_d(\lambda|x) \propto \lambda^{n-2d} \left( \lambda + 1 \right)^{-\sum_i x_i - n}$$

and deduce that the Bayes estimator of $\lambda$ is given by (10.7.8).

c. Show that the conditional distribution $\pi(\theta|x, \lambda) \propto \theta^x e^{-(\lambda + 1)\theta}$ and deduce that the Bayes estimator of $\theta_i$ conditional on $\lambda$ is

$$\mathbb{E}[\theta_i|x_i, \lambda] = \frac{x_i + 1}{\lambda + 1}.$$

10.45 (Exercise 10.44 cont.) Show that the usual estimator of $\theta$, that is, $\gamma_0(x) = x$, has an infinite risk under entropy loss.

10.46 (Exercise 10.44 cont.) Show that the Bayes estimator associated with the integrated prior

$$\pi(\theta) = \int \pi(\theta, \lambda) d\lambda$$

is given by

$$\delta^*(x) = \left( 1 - \frac{n - d + 1}{\sum_{i=1}^n x_i + n} \right) (x + 1).$$

Deduce from the difference of the entropy risks that the Bayes estimator dominates its empirical Bayes counterpart under entropy loss.

10.7 Notes

10.7.1 Graphical models

Graphical models analyze statistical models by graphs. They have been developed mainly to represent conditional independence relations, primarily in the field of expert systems (Whittaker (1990), Spiegelhalter et al. (1993)). The Bayesian approach to these models, as a way to incorporate model uncertainty, has been aided by the advent of MCMC techniques, as stressed by Madigan and York (1995) in an expository paper on which this note is based.

7 This note closely follows Note 7.6.6 in Robert and Casella (1999).
The construction of a graphical model is based on a collection of independence assumptions represented by a graph. We briefly recall here the essentials of graph theory and refer to Lauritzen (1996) for details. A graph is defined by a set of vertices or nodes, $\alpha \in \mathcal{V}$, which represents the random variables or factors under study, and by a set of edges, $(\alpha, \beta) \in \mathcal{V}^2$, which can be ordered (the graph is then said to be directed) or not (the graph is undirected) and represent the dependence connections between the variables. For an undirected graph, the variables $\alpha$ and $\beta$ are connected by an edge if, conditional on all the other variables, they are not independent. For a directed graph, $\alpha$ is a parent of $\beta$ if $(\alpha, \beta)$ is an edge (and $\beta$ is then a child of $\alpha$).\footnote{Directed graphs can be turned into undirected graphs by adding edges between nodes sharing a child, and dropping the directions.} Graphs are also often assumed to be acyclic, that is, without directed paths linking a node $\alpha$ with itself. This leads to the notion of directed acyclic graphs introduced by Kiiveri and Speed (1982), often represented by the acronym DAG.

For the construction of probabilistic models on graphs, an important notion is that of a clique.\footnote{Clique is a French word meaning faction, gang or group. Its usual connotation is rather pejorative.} A clique $C$ is a maximal subset of nodes that are all joined by an edge (in the sense that there is no subset containing $C$ and satisfying this condition). An ordering of the cliques of an undirected graph $(C_1, \ldots, C_n)$ is perfect if the nodes of each clique $C_i$ contained in a previous clique are all members of one previous clique (these nodes are called the separators, $\alpha \in S_i$). In this case, the joint distribution of the random variable $V$ taking values in $\mathcal{V}$ is

$$p(V) = \prod_{v \in \mathcal{V}} p(v|\mathcal{P}(v)),$$

where $\mathcal{P}(v)$ denotes the parents of $v$. This can also be written as

$$p(V) = \frac{\prod_{i=1}^{n} p(C_i)}{\prod_{i=1}^{n} p(S_i)},$$

(10.7.1)

and the model is then called decomposable; see Spiegelhalter and Lauritzen (1990), Dawid and Lauritzen (1993) or Lauritzen (1996). As stressed by Spiegelhalter et al. (1993), the representation (10.7.1) leads to a principle of local computation, which enables the building of a prior distribution, or the simulation from a conditional distribution on a single clique. (In other words, the distribution is Markov with respect to the undirected graph, as shown by Dawid and Lauritzen (1993).) The appeal of this property for a Gibbs sampling implementation is then obvious.

When the densities or probabilities are parametrized, the parameters are denoted by $\theta_A$ for the marginal distribution of $V \in A$, $A \subset \mathcal{V}$. (In the case of discrete models, $\theta = \theta_V$ may coincide with $p$ itself; see Example 10.7.1.) The prior distribution $\pi(\theta)$ must then be compatible with the graph structure:
Dawid and Lauritzen (1993) show that a solution is of the form
\[
\pi(\theta) = \prod_{i=1}^{n} \bar{\pi}_i(\theta_{C_i}) / \prod_{i=1}^{n} \bar{\pi}_i(\theta_{S_i}),
\]
(10.7.2)
thus reproducing the clique decomposition (10.7.1).

**Example 10.7.1** Consider a decomposable graph such that the random variables corresponding to all the nodes of \( V \) are discrete. Let \( w \in W \) be a possible value for the vector of these random variables and \( \theta(w) \) be the associated probability. For the perfect clique decomposition \( (C_1, \ldots, C_n) \), \( \theta(w_i) \) denotes the marginal probability that the subvector \((v, v \in C_i)\) takes the value \( w_i \in W_i \) and, similarly, \( \theta(w_s^i) \) is the probability that the subvector \((v, v \in S_i)\) takes the value \( w_s^i \) when \((S_1, \ldots, S_n)\) is the associated sequence of separators. In this case,
\[
\theta(w) = \prod_{i=1}^{n} \theta(w_i) / \prod_{i=1}^{n} \theta(w_s^i).
\]
As illustrated by Madigan and York (1995), a Dirichlet prior can be constructed on \( \theta_W = (\theta(w), w \in W) \). It leads to genuine Dirichlet priors on the \( \theta_{W_i} = (\theta(w_i), w_i \in W_i) \), under the constraint that the Dirichlet weights are identical over the intersection of two cliques. Dawid and Lauritzen (1993) establish that this prior is unique, given the marginal priors on the cliques.

**Example 10.7.2** Giudici and Green (1998) provide another illustration of prior specification in the case of a graphical Gaussian model, \( X \sim N_p(0, \Sigma) \), where the precision matrix \( K = \{k_{ij}\} = \Sigma^{-1} \) must comply with the conditional independence relations on the graph. For instance, if \( X_v \) and \( X_w \) are independent given the rest of the graph, then \( k_{vw} = 0 \). The likelihood can then be factorized as
\[
f(x|\Sigma) = \prod_{i=1}^{n} f(x_{C_i}|\Sigma^{C_i}) / \prod_{i=1}^{n} f(x_{S_i}|\Sigma^{S_i}),
\]
with the same clique and separator notations as above, where \( f(x_C|\Sigma^C) \) is the Normal \( N_p(0, \Sigma^C) \) density, following (10.7.1). The prior on \( \Sigma \) can be chosen as the conjugate inverse Wishart priors on the \( \Sigma^C \)'s, under some compatibility conditions.

Madigan and York (1995) discuss an MCMC approach to model choice and model averaging in this setting, whereas Dellaportas and Forster (1996) and Giudici and Green (1998) implement reversible jump algorithms for determining the probable graph structures associated with a given dataset, the latter
under a Gaussian assumption.

10.7.2 Bayes empirical Bayes

As noticed in Section 10.4, the difficulty with the empirical Bayes approach is that it is a two-stage estimation procedure, where, firstly, the hyperparameter is estimated from the marginal distribution, and, secondly, the parameter is estimated based on a pseudo-prior where the hyperparameter is replaced by the estimate of the first stage. Although the inefficiency of this procedure—when compared with a genuine Bayesian approach—cannot be fully remedied, it seems natural to aim at a maximal efficiency by using the most efficient estimation method at the first stage, that is, a noninformative Bayesian approach. Because the first stage estimation is not induced by a decision problem, a loss function is most likely unavailable and the intrinsic losses presented in Section 2.5.4 have been argued as natural default losses in such cases. This solution, which removes the arbitrariness attached to the estimation of the hyperparameters in the empirical Bayes approach, is surprisingly ignored in the literature. We present below two examples treated in Fourdrinier and Robert (1995).

Example 10.7.3 (Example 10.5.1 continued) The marginal distribution of \( x, m(x|\eta) \), is \( \mathcal{N}_p(0, \eta I_p) \), where \( \eta = 1 + \tau^2 \), and the corresponding entropy loss for the estimation of \( \eta \) is

\[
L(\eta, \hat{\eta}) = \int \log \left( \frac{m(x|\eta)}{m(x|\hat{\eta})} \right) m(x|\eta)dx
\]

(10.7.3)

Since \( \eta \) is a scale parameter for the marginal distribution, a natural family of noninformative priors is \( \pi_d(\eta) = \eta^{-d} \) on \([1, \infty[\) and the corresponding estimator of \( \eta \) is

\[
\hat{\eta}_d = \int_0^{1} \nu^{(p/2)+d-3} e^{-||x||^2\nu/2} d\nu / \int_0^{1} \nu^{(p/2)+d-2} e^{-||x||^2\nu/2} d\nu
\]

(10.7.4)

The empirical Bayes estimator is thus

\[
\delta^{EB}_d(x) = (1 - \hat{\eta}^{-1})x
\]

\[
= \frac{\int_0^{1} \nu^{(p/2)+d-3} (1 - \nu) e^{-||x||^2\nu/2} d\nu}{\int_0^{1} \nu^{(p/2)+d-2} e^{-||x||^2\nu/2} d\nu} x
\]

(10.7.5)

\[
= \frac{2}{p + 2d - 2} \frac{1}{1 F_1(2, d + p/2, ||x||^2/2)} \frac{1 F_1(2, d + p/2 - 1, ||x||^2/2)}{x},
\]

where \( 1 F_1 \) is the confluent hypergeometric function (Abramowitz and Stegun (1964, Chapter 13)). Since \( \delta^{EB}_d(x) \) is asymptotically equivalent to

\[
\left( 1 - \frac{p + 2(d - 2)}{||x||^2} \right) x
\]

(10.7.6)

the choice \( d = 1 \), that is, \( \pi(\eta) = 1/\eta \) provides the optimal choice of \( d \) (Exercise 10.42).
**Example 10.7.4 (Example 10.4.3 continued)**  The entropy loss associated with \( m(x|\lambda) \) is

\[
L(\lambda, \hat{\lambda}) = \log \left( \frac{\hat{\lambda}}{\lambda} \right) + \left( 1 + \frac{1}{\lambda} \right) \log \left( \frac{\hat{\lambda} + 1}{\lambda + 1} \right)
\]

(10.7.7)

and, for \( \pi(\lambda) = \lambda^{-d} \), the corresponding Bayes estimator of \( \lambda \) is

\[
\hat{\lambda} = \frac{n - d}{\sum_{i=1}^{n} x_i + n - 1}.
\]

(10.7.8)

If we also use an entropy loss for the estimation of \( \lambda \), \( L(\theta, \hat{\theta}) = \hat{\theta} - \theta - \log(\hat{\theta}/\theta) \), the empirical Bayes estimator of \( \theta = (\theta_1, \ldots, \theta_n) \) is

\[
\theta_{EB}^n(x) = \left( 1 - \frac{n - d}{\sum_{i=1}^{n} x_i + n - 1} \right) (x + 1),
\]

(10.7.9)

where \( 1 = (1, \ldots, 1) \in \mathbb{R}^n \). Fourdrinier and Robert (1995) show in addition that there is an optimal choice \( d^* \) of \( d \) for the entropy loss, with \( d^* \leq 2 \), and that there is a range of values of \( d \) for which \( \theta_{EB} \) dominates \( \theta_0 = x + 1 \). ||
A Defense of the Bayesian Choice

A series of steps, each taken for good cause or pure necessity, each seeming so reasonable at the time, and each leading to things he had never imagined. He always seemed to find himself caught in that sort of dance.

Robert Jordan, Lord of Chaos, Book VI of the Wheel of Time.

This book has presented the main aspects of Bayesian inference in Statistics from a decision-theoretic point of view. Our coverage has scarcely been exhaustive: on one hand, the topics we consider are often treated in more detail. On the other hand, Bayesian analysis can be applied to many fields, and is increasingly done, thanks to the computational advances described in Chapter 6. Among these fields, we can mention biostatistics (see, e.g., Berry and Stangl (1996)); econometrics (Zellner (1971, 1984), Box and Tiao (1973), Poirier (1995), Bauwens et al. (1999), or Geweke (1999)); environmetrics (Parent et al. (1998)); expert systems (Gilks et al. (1993); Cowell et al. (1999)); finance (Jacquier, Polson and Rossi (1994), Pitt and Shephard (1996)); image processing and pattern recognition (Geman and Geman (1984), Besag (1986), or Fitzgerald et al. (1999)); neural networks (Ripley (1992), Neal (1996)); signal processing (Andrieu and Doucet (1999), Andrieu, Doucet and Fitzgerald (2001)); Bayesian networks (Chickering and Heckerman (2000), Kontkanen et al. (2000)). (See the recent survey by Berger (2000), as well as Gatsonis et al. (1993, 1995, 1997, 1999), Gilks et al. (1996), and Carlin and Louis (2000a) for additional references.)

Nonetheless, we found it important to consider Bayesian statistical analysis primarily from this theoretical and decisional perspective, before paying more attention to its potential for applications. Firstly, this study exhibits the inherent coherence of the Bayesian approach in comparison with alternative classical theories. Secondly, to develop an efficient approach for the processing of applications requires a solid background in theoretical issues.
We present, in this concluding chapter, a justification of the Bayesian approach that summarizes the various arguments advanced so far.¹

(1) **Opting for a probabilistic representation**

Proposing a distribution on the unknown parameters of a statistical model can be characterized as a *probabilization of uncertainty*, that is, as an axiomatic reduction from the notion of unknown to the notion of random. This reduction being acceptable—and it is usually accepted by most statisticians—for sampling models, it should be acceptable as well for the parameters directing those models. For one thing, the distinction between sample and parameters is not always clear-cut. Consider, for instance, random-effects models (Chapter 10) or allocation vectors in a mixture model (Chapter 6).

More fundamentally, a probabilistic model is most often nothing but an *interpretation* of a given phenomenon—as opposed to an *explanation* of it. If we consider, for instance, econometric models, where the differences between the realizations of endogenous variables and their linear prediction on exogenous variables are explained by a random perturbation, it is clear that the random nature of this difference is of little importance because the experiment cannot be replicated.² Therefore, the representation of unknown phenomena by a probabilistic model, at the observational level as well as at the parameter level, does not need to correspond effectively—or physically—to a generation from a probability distribution, nor does it compel us to enter a supradeterministic scheme, fundamentally because of the nonrepeatability of most experiments.

The probabilistic representation of partly explained phenomena should be perceived mainly as a simplifying but efficient *tool* conveying and quantitatively analyzing these phenomena (see point (4) below). This perspective is really similar to the way physics can be seen as an interpretation of the world and is a *tool*, efficient enough to allow for a better understanding of this world (and incidentally for technical progress), while not needing to correspond to a truth definitely unattainable.³

---

¹ The presentation of this chapter is thus quite different from the other chapters, with no theorem or even example, but a sequence of points (from (1) to (10)) arguing in favor of the Bayesian approach, followed by a rebuttal of the most common criticisms of it. The tone is thus mildly philosophical, rather than methodological (or mathematical), and the reader can judge whether her or his impression, after going through the book, coincides with the points set forth below.

² To put it bluntly, an arbitrary number can always be perceived as a single realization from an infinity of distributions!

³ See also Popper (1983) for his alternative justification of scientific modeling through the *metaphysical realism* that he sets in opposition to this *instrumental* approach.
(2) Conditioning on the data

The basis of statistical inference is fundamentally an inversion process, since it aims at deriving effects from causes by taking into account the probabilistic nature of the model and the influence of totally random (that is, unexplained) factors. In both its discrete and continuous versions, Bayes’s Theorem formalizes this inversion, as does the notion of the likelihood function $\ell(\theta|x)$, substituted for the density $f(x|\theta)$. The failure of Fiducial Statistics to provide a satisfactory inferential system (see Note 1.8.1) can be attributed to a refusal to pursue this inversion to its logical consequences and, relatedly, to a certain confusion between observations and random variables.

From a probabilistic point of view, a quantitative analysis on the parameters $\theta$ that is operated conditional upon $x$ strictly requires a corresponding distribution on the parameter $\theta$, $\pi(\theta)$, in order to invert the probabilistic model. Taking this requirement into account, the Bayesian approach is thus the unique coherent paradigm which respects the inversion perspective. The practical problem of the determination of the prior distribution $\pi$ does not take place in the same conceptual space (see point (ii), below).

(3) Exhibiting the true likelihood

In relation to points (1) and (2), notice also that the prior modeling on the parameters of the model authorizes a complete quantitative inference on these parameters, therefore the effective determination of the likelihood of $\theta$ conditional on the observation $x$. On the contrary, classical Statistics fails to attain this completeness. In particular, as long as $\theta$ is taken to be an unknown but fixed quantity, the likelihood function $\ell(\theta|x)$ cannot be treated as a density conditional upon $x$, despite the formal resemblance.

This impossibility of the classical approach to provide quantitative conclusions is particularly well illustrated in the case of confidence regions and tests, where it proposes an inappropriate problematic (and, consequently, an inappropriate answer). As we saw in Chapter 5, the classical procedure, whether a 95% interval or a $p$-value, derives its probabilistic nature from a frequentist interpretation. It is not the parameter $\theta$ that belongs to an interval with probability 95% conditional upon $x$, but the interval derived from $x$ that contains the fixed value $\theta$ with probability 0.95. Again, the nonrepeatability of most practical experiments impeaches this frequentist point of view (see also point (9) below).

(4) Using priors as tools and summaries

The choice of a prior distribution $\pi$ does not require any kind of belief in this distribution. It is actually rare to have a completely specified prior distribution, the original example of Thomas Bayes being, paradoxically, an exceptional counter-example where a physical knowledge of the experiment leads to the construction of the prior distribution. In
general, \( \pi \) should rather be considered either a tool that provides a single inferential procedure with acceptable frequentist properties (see points (6) and (8)), or a way to summarize the available prior information and the uncertainty surrounding this information. That Bayesian analysis can be extended to noninformative settings—with a few exceptions, such as some testing situations—is actually an indicator of this polyvalence. Moreover, that many usual estimators can be recovered through a noninformative modeling means that the use of a prior distribution does not necessarily introduce a bias in the statistical process, but, on the contrary, authorizes in addition the quantitative treatment already mentioned in point (3). These coincidences actually enhance the superiority of the Bayesian approach, since it provides at once a full inferential treatment that supersedes these classical estimators.

(5) Accepting the subjective basis of knowledge

From a philosophical point of view, it is generally agreed that knowledge stems from a confrontation between a prioris and experiments. For instance, according to Kant, although knowledge starts with experimenting, it does not follow that knowledge is entirely derived from experimenting. In fact, without a priori, that is, without a pre-established structure of the world, observation is meaningless because it does not come as a support of or as a confrontation to a referential model. Therefore, the building of knowledge through experimentation implies the existence of a prior representation system, which is very primitive at the beginning, but gets progressively actualized via these experiments. From this perspective, learning can be expressed as the critical examination of pre-existent external systems subjected to experiments with respect to this overall referential representation of the world.

This point of view is also found in Poincaré (1902):

> It is often stated that one should experiment without preconceived ideas. This is simply impossible; not only would it make every experiment sterile, but even if we were ready to do so, we could not implement this principle. Everyone stands by his own conception of the world, which he cannot get rid of so easily.

The Bayesian approach is obviously in accordance with this perspective, since prior distributions are most often based on the results of previous experiments. Actually, even the subjective aspect of the choice of the prior distribution can be integrated in this theory of knowledge, since it implies that every acquisition of knowledge is essentially subjective, resulting from an interaction between individual perceptions and exterior reality.\(^4\)

\(^4\) In fact, Bayesian Statistics could answer this wish of Kant’s in the Introduction to his Critique of Pure Reason: “Philosophy needs a science able to determine the possibility, the principles and the scope of our whole prior knowledge.”
In his epistemological theory, Feyerabend (1975) also stresses that individualism (that is, subjectivity) is an important, but blatantly ignored, factor in scientific discoveries. Although opposed to this subjectivist approach to knowledge, Popper (1983) also recognizes the role of prior intuitions (or systems), not always grounded on experiments, in the history of science—the most striking example being, from his point of view, atomism, that is, the representation of matter as being constituted by atoms, which took more than twenty centuries to ascertain experimentally.

(6) Choosing a coherent and unique system of inference

The ultimate goal of Statistics is, arguably, to provide an inference about a parameter \( \theta \) given some observations \( x \) related to \( \theta \) through a probability distribution \( f(x|\theta) \). Moreover, it seems only natural to seek efficiency (or optimality) in this inference, the notion of optimality being defined explicitly by the statistician (or the decision-maker). To force inference into a decision-theoretic mold through the choice of a loss function allows for a clarification of the way inferential tools should be evaluated, and therefore implies a conscious (although subjective) choice of the retained optimality. In addition, when the decision-theoretic framework is completed by the choice of a prior distribution, the above inferential goals are automatically satisfied, since the Bayesian approach usually leads to a unique procedure, depending on the requested properties and the prior knowledge. Obviously, uniqueness of the decision procedure is not a sufficient validation per se, since many meaningless, although unique, procedures can be proposed instantly.

The important feature of a Bayesian approach is, thus, that Bayes estimators are derived by an eminently logical process: starting from requested properties, summarized in the loss function and the prior distribution, the Bayesian approach derives the best solution satisfying these properties. On the contrary, classical procedures are ad hoc in the sense that they start from an “arbitrary” estimator (maximum likelihood estimator, least-squares estimator, etc.) and then examine its frequentist properties, not necessarily in a decision-theoretic setting and with no pretension to global optimality, as shown by the Stein effect. In other cases, classical approaches also establish a criterion for the choice of an estimator (best unbiased estimator, best equivariant estimator, uniformly most powerful test, etc.), but they cannot provide a universal method, that is, an algorithm, for the derivation of optimal estimators (see also point (10) below), and it is even sometimes necessary to restrict further the class of considered estimators as, for instance, in the case of the uniformly most powerful unbiased tests.

This opposition in the logical foundations of the two theories reinforces the coherence of the Bayesian approach, since it is the only one—when incorporating the case of the best equivariant estimators as a Bayesian estimation method under the invariant Haar measure—to provide a universal
and implementable process stemming from inferential requirements.

(7) Implementing the Likelihood Principle

The Likelihood Principle, as shown in Chapter 1, is based on the quite logical Sufficiency and Conditionality Principles. Therefore, it should always direct the choice of estimation procedures, adding a desirable property to those already discussed in point (6). The Bayesian paradigm provides an implementation technique for this principle, since it allows for the derivation of decisions compatible with these different requirements.

Moreover, while formally incorporating the maximum likelihood estimation method as a particular case (for $\pi(\theta) = 1$), the Bayesian approach can also avoid some likelihood paradoxes such as those presented in Section 4.1, by using the Jeffreys noninformative distributions, even though these priors are not entirely compatible with the Likelihood Principle. An additional important advantage of the Bayesian approach, compared with the maximum likelihood method, is that it can also incorporate the requirements of a loss function, and thus enter into the framework of Decision Theory, while being acceptable for the Likelihood Principle.

(8) Looking for optimal frequentist procedures

From the point of view of frequentist theory, the most convincing argument in favor of the Bayesian approach is that it intersects widely with the three notions of classical optimality, namely, minimaxity, admissibility and equivariance. Indeed, we saw in Chapters 2, 8 and 9 that most estimators that are optimal according to one of these criteria are Bayes estimators or limits of Bayes estimators (the notion of limit depending on the context). Thus, not only is it possible to produce Bayes estimators that satisfy one, two, or three of the optimality criteria, but, more importantly, the Bayes estimators are essentially the only ones to achieve this aim. Therefore, a frequentist statistician may be opposed to any subjective input in his inferential treatment and still remain in agreement with his principles by using only Bayes or generalized Bayes estimators, since most of them behave satisfactorily. Moreover, these estimators are easy to derive, compared with the choice of an ad-hoc estimator and the subsequent verification that it is actually a limit of Bayes estimators. From this point of view, prior distributions are again considered an inferential tool, not an exhaustive summary of the prior information, but their shape and their posterior uses obviously remain the same. The optimality of the Bayes procedures also holds for asymptotic criteria because, under the conditions ensuring efficiency of the maximum likelihood estimator, most Bayes estimators are asymptotically efficient and become

5 In this regard, notice that the frequentist pretensions to objectivity (as opposed to the Bayesian inherent subjectivity) are actually quite limited. In fact, it is necessary to select the estimators to be compared, and the choice of these estimators is partly subjective.
equivalent to the maximum likelihood estimator as the sample size increases (see Lehmann (1983) and Ibragimov and Has’minskii (1982)), even though this type of optimality is less important in our opinion.

(9) **Solving the actual problem**

It is also necessary to provide an alternative to the frequentist approach from a *practical* point of view. In fact, frequentist methods are justified on a *long-term* basis. For instance, a confidence interval at level 95% used for many independent problems will have a success rate close to 95%, which is satisfactory for the statistician. On the contrary, for a decision-maker (“the client”), these long-term properties have little appeal because she is interested by the performances of the proposed procedure *for the problem at hand*. For instance, the fact that a drug is successful 99% of the time is not reassuring for a particular patient, compared with that patient’s chances of recovery! This request obviously calls for an inference that is *conditional* on $x$, and thus brings us back to the Bayesian approach (see point (2)).

This argument does not seem to apply to statistical settings involving repeated experiments where the decision is taken by the same individual, as in *quality control*. But such settings may also justify a Bayesian implementation, since they are most likely to allow the researcher to borrow strength from previous studies through a prior distribution.

(10) **Computing procedures as a minimization problem**

An important point in favor of the Bayesian choice is that the Bayesian procedures are *easier to compute* than procedures of alternative theories. This assertion may appear paradoxical when considering the developments of Chapters 6 and 10 and, for instance, the difficulties encountered in the treatment of finite mixtures; more generally, we saw that the Bayes estimators are seldom derived in closed form, except in the rather special case of conjugate distributions. However, an additional appeal of the Bayesian approach is to provide a *universal method* for the computation of Bayes estimators, whatever the loss and the distribution of the observations are, which is to minimize the posterior loss, even if such minimization requires a call to numerical or Monte Carlo algorithms.

On the contrary, the frequentist theory does not provide any indication of the derivation of minimax or admissible estimators, except to use a Bayesian approach through least-favorable priors or proper distributions. Similarly, the only procedure providing a general derivation of *best equivariant estimators* entails using Haar measures and the corresponding Bayesian representation, as shown in Chapter 9.

---

6 Although they both minimize losses, the main difference between the two approaches is that, for the frequentist approach, the minimization is done on a functional space—the space of estimators—whereas the Bayesian approach carries out the minimization on a decision space—the space of estimates. The respective complexities of these two spaces are, generally, considerably different.
From another point of view, maximum likelihood estimators also proceed from a general optimization program, but their derivation can get quite complicated and, more importantly, this method does not provide a complete inferential scope. Moreover, the Bayes estimators allow for integral representations under usual losses, whereas the maximum likelihood method does not necessarily lead to an estimator. For instance, this is the case for normal mixtures, where the likelihood is not bounded, or in settings where there are several maxima of the likelihood function.

From a pragmatic and computational point of view, it can be argued that the effective calculation of the Bayes estimators is often more delicate since it usually involves multiple integrations. Although a concern, this type of drawback takes place at a material (or software) level, in the sense that it should progressively disappear as computational methods evolve and improve. This defect is indeed of another magnitude, though the opening provided by Markov chain Monte Carlo methods, and the subsequent derivation of Bayesian solutions in many new domains, shows that computational issues may be an important slowing factor. Nevertheless, what really matters is the existence of a unique process leading to the Bayes estimator, whatever the inferential problem, the loss and the prior distribution. This perspective definitely singles out Bayesian analysis.


For the sake of objectivity, we should also present a corresponding list of criticisms of the Bayesian approach by other statistical approaches. However, we believe none of these criticisms bring out strong incoherences of the Bayesian paradigm. Therefore, we will only consider below three issues about the prior distributions, which are the basis of the Bayesian paradigm and the focus of most criticisms.

(i) **The passage from prior information, which can be vague or poorly defined, to the prior distribution is not explained by the Bayesian paradigm.**

A partial, although superficial, answer to this point would be that a similar criticism applies to the sampling distribution, which is always assumed to be known exactly. In many cases, and under most theories, modeling strongly influences the further developments of the analysis, but it cannot be formalized as precisely as these subsequent steps. The diversity of information sources, the various degrees of precision of this

---

7 Notice, however, that there are non-consistent Bayes estimators, as discussed in Note 1.8.4.
information and the assessment of the consequences of the prior distribution selection keep modeling closer to an art than to science. Furthermore, we saw in Note 3.8.1 that some coherence axioms on the prior likelihood ordering justify the existence of a prior distribution, albeit on a cruder $\sigma$-algebra than expected.

From a practical point of view, the development of a prior distribution relies on the ability of individuals to represent their knowledge, and the limitations of this knowledge, in terms of probabilities. That individuals are not presently able to do so does not imply that they will never be able to assess probability distributions, nor that they should not be trained toward this goal. In fact, a proper training could get us closer to this aim, in the same sense that social evolution has allowed the majority of individuals to deal constantly with figures. (See also Smith (1988).)

Another point worth mentioning is that Bayesian analysis provides, in addition, some tools to deal with imprecisions on the prior distribution, through robustness and hierarchical analyses. The important aspect of the partial arbitrariness associated with the choice of a prior distribution is the influence of the prior information modeling on the resulting inference. In fact, different modelings can provide similar inferences. When discrepancies occur, it is necessary to assess more thoroughly the influence of the choice of the prior by a sensitivity analysis, in order to expose the influential factors of the prior modeling, instead of rejecting the available information. This very exposition of the influential factors is actually an additional advantage of a Bayesian analysis (see below).

(ii) *Subjectivity is nothing but a pretext for all kinds of abductions, including the choice of the most advantageous procedures.*

Again, a similar criticism could be addressed to frequentist methods over the choice of the loss or of the estimator to be studied; for instance, Brown (1980) shows that, for every dimension $p_0$, there exists a loss function such that the Stein effect occurs only when the dimension of the problem is larger than $p_0$ (see Note 2.8.2).

Nonetheless, the above remark is justified, since the recourse to an additional factor in the inferential model can always be diverted and misappropriated. Dirac masses as prior distributions are a straightforward illustration of such a danger, but there are also subtler devices to produce inference at will. This is unfortunately the price we have to pay for greater freedom and superior power of adaptivity, but an implicit requirement of the Bayesian paradigm is, however, that the choice of the prior distribution be justifiable (or testable), in the sense that the statistician must be able to account for the passage from prior information to prior distribution—even if the justification is partly based on computational simplicity, or personal feelings.

This possibility of verification is quite similar to the imperative of the *repeatability* of the experiments in other fields, and is not directly present
in alternative statistical approaches, which reflect an inherent ambiguity about the choice of an estimation procedure, for instance, between the maximum likelihood estimator and the least-squares estimator. It can actually be argued to the contrary, namely, that the Bayesian approach is essentially more objective than other inferential methods because, firstly, it separates the different subjective inputs of the inferential process (sample distribution, prior, loss function), thus leaving ground for possible modifications, and, secondly, it develops objective tools to assess the influence of the prior distribution (noninformative distributions, sensitivity analysis, etc.). In this regard, Poincaré (1902) brings an additional argument following the quotation provided in point (5):

We have, for one thing, to use a language and our language is entirely made of preconceived ideas and has to be so. However, these are unconscious preconceived ideas, which are a million times more dangerous than the other ones. Were we to assert that if we are including other preconceived ideas, consciously stated, we would aggravate the evil! I do not believe so: I rather maintain that they would balance one another.

The Stopping Rule Principle illustrates this objectivity, since the Bayesian decision is independent of the stopping criterion, therefore is not influenced by the subjective motivations that led to the resulting sample size. Again, in a frequentist framework, the choice of the statistical model and the loss function are equally determining factors that are usually overlooked, or "swept under the carpet" (Good (1973)).

(iii) In a completely noninformative setting, the choice of the so-called noninformative prior has no justification whatsoever, and only stands as a pretext for an extension of the Bayesian scope.

Although we see no harm in extending the Bayesian scope, points (1), (2), (3), (4), and (6) partly address this issue. In fact, in a noninformative setting, while the prior distribution cannot correspond to a modeling of the prior information, it can still be perceived as an efficient inferential tool. In this sense, noninformative Bayesian methods are no more ad hoc than the maximum likelihood method, since they all stem from the distribution of the observations representing the only available information. If a loss function is also provided by the decision-maker, it constitutes an additional piece of information and the Bayesian approach can make good use of it; this is not so with the maximum likelihood method. Furthermore, since these methods often provide the usual estimators, they cannot be rejected solely on the grounds that they are Bayesian. A Bayesian rebuttal would be that the acceptable properties of these estimators owes to their Bayesian justification (see Jaynes (1980)). Lastly, we insist in most of the above points on the necessity

---

8 The above criticism proceeds from an argument that rejects the use of the prior information—except when it is unavailable!
of conditioning on $x$. This conditioning necessarily implies a probabilistic modeling of $\theta$ through a prior distribution $\pi(\theta)$, since the maximum likelihood approach cannot provide a complete statistical inference and does not usually function as an “objective” distribution on $\theta$.

Jeffreys’s approach thus appears as a technique that takes advantage of the information of the model (that is, of the information brought by $x$ about $\theta$), while retaining the richness of the Bayesian approach and the compatibility with intuitive requirements, such as invariance, and including most of the usual statistical procedures. The necessity of this approach is made quite clear in testing theory, where the Neyman–Pearson approach has been seen to be suboptimal from several perspectives.

Although there are some technical difficulties in the treatment of the nuisance parameters (as in the marginalization paradoxes in Section 3.5), the reference prior generalization of Bernardo (1979) brings a partial solution to this problem. The other difficulty mentioned in this book, namely, mixture estimation as presented in Chapter 6, is more delicate but fundamentally linked to an identifiability problem, the maximum likelihood estimator being also undetermined in this case.

A benefit of such criticisms is that they point out the necessity for Bayesians to build up rigorously the prior distribution, and to strengthen noninformative techniques, for instance, by taking advantage of the information contained in the loss function. They also push toward a faster development of “automatic” (or semiautomatic) techniques of determination of the prior distribution for a more widespread use of Bayesian methods in applied Statistics. Bayesian software is already available in this area (see Note 6.6.2 and Berger (2000)). In connection with the approximation techniques presented in Chapter 6, and developing robustness methods, such techniques should encourage the diffusion of Bayesian methods to a wider audience. The current explosion of applied Bayesian studies is a sure indicator that this diffusion is under way (see Berger (2000)).

Let us conclude this book on a moderating note. External observers may get perplexed, and even weary, by the continual bickering between Bayesians and frequentists. Recent developments in Decision Theory have reinforced the Bayesian foundations of the frequentist optimality notions (see point (6)), whereas the latest works in the Bayesian robustness area have been aiming to reduce prior misspecification errors by taking into account these frequentist criteria (such as minimaxity or Bayes minimaxity as in Kempthorne (1988)). Leading figures such as James O. Berger are actively working towards a reformed decision-theoretic framework that would result in procedures acceptable to both schools, as illustrated by Note 5.7.4.

In practice, it is also often necessary to call for frequentist approximations when the complete elicitation of a prior distribution gets too complicated, for instance, when the Fisher information is not available in closed form, or when the number of parameters is too large. The various developments of
the empirical Bayes techniques provide a rather persuasive illustration\(^9\) of the need for an interface between the Bayesian and frequentist approaches.

The Bayesian choice is thus based on the reconciliation of most classical procedures with a Bayes, or generalized Bayes, analysis, on the strong appeal of its completeness and global coherence, and also on its ability to push the inferential process further. It is not based on a categorical rejection of all classical procedures. This Bayesian choice really stems from the growing realization that the Bayesian approach is indeed more appropriate for inference, as well as being more attractive intellectually.

\(^9\) However, let us warn the reader of the dangers of an empirical Bayes analysis where unavoidable resorts to ad-hoc manipulations mar its credibility. The approximation of a genuine Bayesian analysis provided by the empirical Bayes methods is only partial, yet gives the illusion of providing a true alternative prior distribution. The suboptimality of the resulting empirical Bayes estimators (see Chapter 10) emphasizes the fundamental differences between the two approaches.
APPENDIX A

Probability Distributions

We recall here the density and the first two moments of most of the distributions used in this book. An exhaustive review of probability distributions is provided by Johnson and Kotz (1969–1972), or the more recent Johnson et al. (1992, 1994, 1995). The densities are given with respect to the Lebesgue or the counting measure, depending on the context.

A.1 Normal distribution, $\mathcal{N}_p(\theta, \Sigma)$

$\theta \in \mathbb{R}^p$ and $\Sigma$ is a $(p \times p)$ symmetric positive-definite matrix,

$$f(x|\theta, \Sigma) = (\det \Sigma)^{-1/2}(2\pi)^{-p/2}e^{-\frac{1}{2}(x-\theta)^t \Sigma^{-1} (x-\theta)}.$$

$I_E_{\theta,\Sigma}[X] = \theta$ and $I_E_{\theta,\Sigma}[(X - \theta)(X - \theta)^t] = \Sigma$.

When $\Sigma$ is not definite, the $\mathcal{N}_p(\theta, \Sigma)$ distribution has no density with respect to Lebesgue measure on $\mathbb{R}^p$. For $p = 1$, the log-normal distribution is defined as the distribution of $e^X$ when $X \sim \mathcal{N}(\theta, \sigma^2)$.

A.2 Gamma distribution, $\mathcal{G}(\alpha, \beta)$

$\alpha, \beta > 0$,

$$f(x|\alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)}x^{\alpha-1}e^{-\beta x}I_{[0, +\infty)}(x).$$

$I_E_{\alpha,\beta}[X] = \alpha/\beta$ and $\text{var}_{\alpha,\beta}(X) = \alpha/\beta^2$.

Particular cases of the gamma distribution are the Erlang distribution, $\mathcal{G}(\alpha, 1)$, the exponential distribution $\mathcal{G}(1, \beta)$ (denoted by $\text{Exp}(\beta)$), and the chi-squared distribution, $\mathcal{G}(\nu/2, 1/2)$ (denoted by $\chi^2_\nu$). Notice also that the opposite convention is sometimes adopted for the parameter, namely that $\mathcal{G}(\alpha, \beta)$ may also be noted as $\mathcal{G}(\alpha, 1/\beta)$. See, e.g., Berger (1985).

A.3 Beta distribution, $\mathcal{B}(\alpha, \beta)$

$\alpha, \beta > 0$,

$$f(x|\alpha, \beta) = \frac{x^{\alpha-1}(1-x)^{\beta-1}}{B(\alpha, \beta)}I_{[0,1]}(x),$$

where

$$B(\alpha, \beta) = \frac{\Gamma(\alpha)\Gamma(\beta)}{\Gamma(\alpha + \beta)}.$$
\[ \mathbb{E}_{\alpha,\beta}[X] = \alpha/(\alpha + \beta) \text{ and } \text{var}_{\alpha,\beta}(X) = \alpha\beta/[(\alpha + \beta)^2(\alpha + \beta + 1)] . \]

The beta distribution can be obtained as the distribution of \( Y_1/(Y_1 + Y_2) \) when \( Y_1 \sim \mathcal{G}(\alpha, 1) \) and \( Y_2 \sim \mathcal{G}(\beta, 1) \).

### A.4 Student’s t-distribution, \( T_p(\nu, \theta, \Sigma) \)

\( \nu > 0, \theta \in \mathbb{R}^p, \) and \( \Sigma \) is a \((p \times p)\) symmetric positive-definite matrix,

\[
f(x|\nu, \theta, \Sigma) = \frac{\Gamma((\nu + p)/2)\Gamma(\nu/2)}{(\text{det } \Sigma)^{1/2}(\nu\pi)^{p/2}} \left[ 1 + \frac{(x - \theta)^t\Sigma^{-1}(x - \theta)}{\nu} \right]^{-(\nu+p)/2} .
\]

\[ \mathbb{E}_{\nu,\theta,\Sigma}[X] = \theta \quad (\nu > 1) \text{ and } \mathbb{E}_{\theta,\Sigma}[(X - \theta)(X - \theta)^t] = \nu\Sigma/(\nu - 2) \quad (\nu > 2) . \]

When \( p = 1 \), a particular case of Student’s t-distribution is the Cauchy distribution, \( \mathcal{C}(\theta, \sigma^2) \), which corresponds to \( \nu = 1 \). Student’s t-distribution \( T_p(\nu, 0, I_p) \) can be derived as the distribution of \( X/Z \) when \( X \sim \mathcal{N}_p(0, I_p) \) and \( \nu Z^2 \sim \chi^2_\nu \).

### A.5 Fisher’s F-distribution, \( F(\nu, \varrho) \)

\( \nu, \varrho > 0, \)

\[
f(x|\nu, \varrho) = \frac{\Gamma((\nu + \varrho)/2)\Gamma(\varrho/2)}{\Gamma(\nu/2)\Gamma(\varrho/2)} \frac{x^{(\nu-2)/2}}{(\nu + \varrho x)^{(\nu+\varrho)/2}} \mathbb{1}_{[0, +\infty)}(x) .
\]

\[ \mathbb{E}_{\nu,\varrho}[X] = \varrho/(\varrho - 2) \quad (\varrho > 2) \text{ and } \text{var}_{\nu,\varrho}(X) = 2\varrho^2(\nu + \varrho - 2)/[\nu(\varrho - 4)(\varrho - 2)^2] \quad (\varrho > 4) . \]

The distribution \( F(p, q) \) is also the distribution of \((X - \theta)^t\Sigma^{-1}(X - \theta)/p\) when \( X \sim T_p(q, \theta, \Sigma) \). Moreover, if \( X \sim F(\nu, \varrho), \varrho X/(\nu + \varrho X) \sim \mathcal{Beta}(\nu, \varrho) \).

### A.6 Inverse gamma distribution, \( IG(\alpha, \beta) \)

\( \alpha, \beta > 0, \)

\[
f(x|\alpha, \beta) = \frac{\beta^\alpha}{\Gamma(\alpha)} \frac{e^{-\beta/x}}{x^{\alpha+1}} \mathbb{1}_{[0, +\infty)}(x) .
\]

\[ \mathbb{E}_{\alpha,\beta}[X] = \beta/(\alpha - 1) \quad (\alpha > 1) \text{ and } \text{var}_{\alpha,\beta}(X) = \beta^2/((\alpha - 1)^2(\alpha - 2)) \quad (\alpha > 2) . \]

This distribution is the distribution of \( X^{-1} \) when \( X \sim \mathcal{G}(\alpha, \beta) \).

### A.7 Noncentral chi-squared distribution, \( \chi^2_\nu(\lambda) \)

\( \lambda \geq 0, \)

\[
f(x|\lambda) = \frac{1}{2^p(\lambda)^{p/2}} I(p, 2, \lambda x) e^{-(\lambda + x)/2} .
\]

\[ \mathbb{E}_\lambda[X] = p + \lambda \text{ and } \text{var}_\lambda(X) = 3p + 4\lambda . \]

This distribution can be derived as the distribution of \( X_1^2 + \cdots + X_p^2 \) when \( X_i \sim \mathcal{N}(\theta_i, 1) \) and \( \theta_1^2 + \cdots + \theta_p^2 = \lambda . \)
A.8 Dirichlet distribution, \( D_k(\alpha_1, \ldots, \alpha_k) \)

\( \alpha_1, \ldots, \alpha_k > 0 \) and \( \alpha_0 = \alpha_1 + \cdots + \alpha_k, \)

\[ f(x|\alpha_1, \ldots, \alpha_k) = \frac{\Gamma(\alpha_0)}{\Gamma(\alpha_1) \cdots \Gamma(\alpha_k)} x_1^{\alpha_1-1} \cdots x_k^{\alpha_k-1} \mathbb{I} \{ \sum x_i = 1 \}. \]

\( \mathbb{E}_\alpha[X_i] = \alpha_i / \alpha_0, \) \( \text{var}(X_i) = (\alpha_0 - \alpha_i)\alpha_i / [\alpha_0^2(\alpha_0 + 1)] \) and \( \text{cov}(X_i, X_j) = -\alpha_i\alpha_j / [\alpha_0^2(\alpha_0 + 1)] \) (\( i \neq j \)).

As a particular case, notice that \( (X, 1-X) \sim D_2(\alpha_1, \alpha_2) \) is equivalent to \( X \sim B(\alpha_1, \alpha_2) \).

A.9 Pareto distribution, \( P(\alpha, x_0) \)

\( \alpha > 0 \) and \( x_0 > 0, \)

\[ f(x|\alpha, x_0) = \alpha \frac{x_0^\alpha}{x^{\alpha+1}} \mathbb{I}_{[x_0, +\infty]}(x). \]

\( \mathbb{E}_{\alpha,x_0}[X] = \alpha x_0 / (\alpha - 1) \) (\( \alpha > 1 \)) and \( \text{var}_{\alpha,x_0}(X) = \alpha x_0^2 / [(\alpha - 1)^2(\alpha - 2)] \) (\( \alpha > 2 \)).

A.10 Binomial distribution, \( B(n, p) \)

\( 0 \leq p \leq 1, \)

\[ f(x|p) = \binom{n}{x} p^x (1-p)^{n-x} \mathbb{I}_{\{0, \ldots, n\}}(x). \]

\( \mathbb{E}_p(X) = np \) and \( \text{var}(X) = np(1-p). \)

A.11 Multinomial distribution, \( M_k(n; p_1, \ldots, p_k) \)

\( p_i \geq 0 \) (1 \( \leq i \leq k \)) and \( \sum_i p_i = 1, \)

\[ f(x_1, \ldots, x_k|p_1, \ldots, p_k) = \binom{n}{x_1 \ldots x_k} \prod_{i=1}^k p_i^{x_i} \mathbb{I}_{\sum x_i = n}. \]

\( \mathbb{E}_p(X_i) = np_i, \) \( \text{var}(X_i) = np_i(1-p_i), \) and \( \text{cov}(X_i, X_j) = -np_ip_j \) (\( i \neq j \)).

Notice that, if \( X \sim M_k(n; p_1, \ldots, p_k), \) \( X_i \sim B(n, p_i), \) and that the binomial distribution \( X \sim B(n, p) \) corresponds to \( (X, n-X) \sim M_2(n; p, 1-p). \)

A.12 Poisson distribution, \( P(\lambda) \)

\( \lambda > 0, \)

\[ f(x|\lambda) = e^{-\lambda} \frac{\lambda^x}{x!} \mathbb{I}_{\mathbb{N}}(x). \]

\( \mathbb{E}_\lambda[X] = \lambda \) and \( \text{var}_\lambda(X) = \lambda. \)
A.13 Negative Binomial distribution, $\text{Neg}(n, p)$

$0 \leq p \leq 1$,

$$f(x|p) = \binom{n + x}{x} p^n (1 - p)^x \mathbb{1}_N(x).$$

$\mathbb{E}_p[X] = n(1 - p)/p$ and $\text{var}_p(X) = n(1 - p)/p^2$.

A.14 Hypergeometric distribution, $\text{Hyp}(N; n; p)$

$0 \leq p \leq 1$, $n < N$ and $pN \in \mathbb{N}$,

$$f(x|p) = \binom{pn}{x} \binom{(1-p)N}{n-x} \mathbb{1}_{\{n-(1-p)N,...,pN\}}(x) \mathbb{1}_{\{0,1,...,n\}}(x).$$

$\mathbb{E}_{N,n,p}[X] = np$ and $\text{var}_{N,n,p}(X) = (N - n)np(1 - p)/(N - 1)$. 
APPENDIX B

Usual Pseudo-random Generators

This appendix provides some pseudo-random generators for the usual probability distribution. They can be of use in the implementation of the Monte Carlo techniques described in Chapter 6. Additional details about their performances, their limitations, and their justification are given in Devroye (1985), Fishman (1996), Gentle (1998), and Robert and Casella (1999, 2004, Chapter 2). Notice that these algorithms should not be used blindly: for extreme values of the parameters or extreme simulation needs, their efficiency decreases rapidly. In fact, when pseudo-random generators are already available on the machine (e.g., in Gauss, R, or Mathematica), those are reliable enough to be used directly. The algorithms below all depend on the generation of uniform random variables on [0, 1] (see Note 6.6.1).

B.1 Normal distribution, $\mathcal{N}(0, 1)$

The Box–Muller method (1958) provides two independent normal observations out of two uniform random variables.

1. Generate $U_1, U_2$.
2. Take
   
   $x_1 = \sqrt{-2 \log U_1 \cos(2\pi U_2)}$,
   $x_2 = \sqrt{-2 \log U_1 \sin(2\pi U_2)}$.

B.2 Exponential distribution, $\mathcal{E}xp(\lambda)$

Given that the c.d.f. of the exponential distribution is $1 - e^{-\lambda x}$ on $\mathbb{R}_+$, it can be inverted as follows.

1. Generate $U$.
2. Take $x = -\log(U)/\lambda$.

This generator can also be used for the geometric distribution $\mathcal{G}eo(p)$ because, if $x \sim \mathcal{G}eo(p)$, $P(x = r) = P(r \leq E < r + 1)$, with $E \sim \mathcal{E}xp(-\log(1 - p))$. 
B.3 Student’s $t$-distribution, $T(n, 0, 1)$

Kinderman et al. (1977) provide an alternative to the generation of a normal random variable and a chi-square random variable.

1. Generate $U_1, U_2$.
2. If $U_1 < 0.5$, $x = 1/(4U_1 - 1)$ and $v = x^{-2}U_2$; otherwise, $x = 4U_1 - 3$ and $v = U_2$.
3. If $v < 1 - (|x|/2)$ or $v < (1 + (x^2/n))^{-(n+1)/2}$, take $x$; otherwise, repeat.

B.4 Gamma distribution, $G(\alpha, 1)$

The simulation methods differ according to the value of $\alpha$ (notice that the scale factor $\beta$ can be assumed to be 1). When $\alpha > 1$, the Cheng and Feast algorithm (1979) is:

0. Define $c_1 = \alpha - 1$, $c_2 = (\alpha - (1/6\alpha))/c_1$, $c_3 = 2/c_1$, $c_4 = 1 + c_3$ and $c_5 = 1/\sqrt{\alpha}$.
1. Repeat
generate $U_1, U_2$ and take $U_1 = U_2 + c_5(1 - 1.86U_1)$ if $\alpha > 2.5$
until $0 < U_1 < 1$.
2. $W = c_2U_2/U_1$.
3. If $c_3U_1 + W + W^{-1} \leq c_4$ or $c_3\log U_1 - \log W + W \leq 1$, take $c_1W$;
otherwise, repeat.

If $\alpha$ is very large ($\alpha > 50$), it is better to use a normal approximation based on the Central Limit Theorem.

When $\alpha < 1$, a possible algorithm is:

1. Generate $U$ and $y \sim G(\alpha + 1, 1)$.
2. Take $yU^{1/\alpha}$.

Ahrens and Dieter (1974) propose the following alternative.

1. Generate $U_0, U_1$.
2. If $U_0 > e/(e + \alpha)$, $x = -\log\{(\alpha + e)(1 - U_0)/\alpha e\}$ and $y = x^{\alpha-1}$; otherwise, $x = \{(\alpha + e)U_0/e\}^{1/\alpha}$ and $y = e^{-x}$.
3. If $U_1 < y$, take $x$; otherwise, repeat.

The beta, Fisher, and chi-squared distributions can also be simulated using these algorithms, since they can be derived from the gamma distribution by elementary transformations (see Appendix A). Ahrens and Dieter (1974) and Schmeiser and Shalaby (1980) provide alternative algorithms.
B.5 Binomial distribution, $\mathcal{B}(n,p)$

When $n$ is reasonably small ($n \leq 30$), an elementary algorithm is to generate $n$ uniform random variables and to count those less than $p$. For large $n$’s, Knuth (1981) provides an alternative algorithm.

0. Define $k = n$, $\theta = p$ and $x = 0$.

1. Repeat
   
   - $i = \lceil 1 + k\theta \rceil$
   - $v \sim \text{Be}(i, k + 1 - i)$
   - if $\theta > v$, $\theta = \theta/v$ and $k = i - 1$;
   - otherwise, $x = x + i$, $\theta = (\theta - v)/(1 - v)$ and $k = k - i$
   
   until $k \leq K$.

2. For $i = 1, 2, \ldots, k$,
   
   - generate $U_i$
   - if $U_i < p$, $x = x + 1$.

3. Take $x$.

The constant $K$ can be chosen as a function of $n$ in order to increase the efficiency of the algorithm.

B.6 Poisson distribution, $\mathcal{P}(\lambda)$

Again, if $\lambda$ is reasonably small ($\lambda < 30$), a simple algorithm is to generate uniform variables, in relation to the Poisson process.

0. Take $p = 1$, $N = 0$, $c = e^{-\lambda}$.

1. Repeat
   
   - generate $U_i$
   - $p = pU_i$, $N = N + 1$
   
   until $p < c$.

3. Take $x = N - 1$.

For large $\lambda$’s, Atkinson (1979) proposes a more efficient alternative.

0. Define $c = 0.767 - (3.36/\lambda)$, $\beta = \pi(3\lambda)^{-1/2}$, $\alpha = \beta\lambda$, $k = \log c - \lambda - \log \beta$.

1. Repeat
   
   - generate $U_1$
   - $x = \lceil \alpha - \log((1 - U_1)/U_1) \rceil / \beta$
   
   until $x > -1/2$.

2. Generate $U_2$.

3. Take $N = \lfloor x + 0.5 \rfloor$. 
4. If $\alpha - \beta x + \log\{U_2/[1 + \exp(\alpha - \beta x)^2]\} \leq k + N \log \lambda - \log N!$, take $N$; otherwise, repeat.

For large $n$’s, the \textit{negative binomial} distribution $\text{Neg}(n, p)$ can also be generated from this algorithm since, if $y \sim \mathcal{G}(n, (1 - p)/p)$ and $x|y \sim \mathcal{P}(y)$, then $x \sim \text{Neg}(n, p)$ (see Devroye (1985)).
APPENDIX C

Notations

C.1 Mathematical

\( A \prec B \) \hspace{1cm} (B − A) is a positive definite matrix
\(|A|\) \hspace{1cm} determinant of the matrix \( A \)
\( a^+ \) \hspace{1cm} \( \max(a, 0) \)
\( C^n_p, \binom{n}{p} \) \hspace{1cm} binomial coefficient
\( \Delta f(z) \) \hspace{1cm} Laplacian of \( f(z) \), \( \sum(\partial^2/\partial z_i^2)f(z) \)
\( \Delta(g) \) \hspace{1cm} multiplier acting on a group
\( f(t) \propto g(t) \) \hspace{1cm} the functions \( f \) and \( g \) are proportional
\( F^{-} \) \hspace{1cm} confluent hypergeometric function
\( \Gamma(x) \) \hspace{1cm} gamma function \( (x > 0) \)
\( h = (h_1, \ldots, h_n) = \{h_i\} \) \hspace{1cm} boldface signifies a vector
\( H = \{h_{ij}\} \) \hspace{1cm} uppercase signifies matrices
\( \mathbf{1}, \mathbf{1}, J = \mathbf{11}^{p} \) \hspace{1cm} Identity matrix, vector of ones, and matrix of ones
\( \mathbf{I}_A(t) \) \hspace{1cm} indicator function \((1 \text{ if } t \in A, \text{0 otherwise})\)
\( I_{\nu}(z) \) \hspace{1cm} modified Bessel function \((z > 0)\)
\( \lambda_{\text{max}}(A) \) \hspace{1cm} largest eigenvalue of the matrix \( A \)
\( \binom{n}{p_1, \ldots, p_n} \) \hspace{1cm} multinomial coefficient
\( \nabla f(z) \) \hspace{1cm} gradient of \( f(z) \), the vector with coefficients
\( \nabla^t f(z) \) \hspace{1cm} divergence of \( f(z) \), \( \sum(\partial/\partial z_i)f(z) \)
\( \mathbb{V} \) \hspace{1cm} total variation norm
\( O(n), o(n) \) \hspace{1cm} big “Oh”, little “oh.” As \( n \to \infty \), \( \frac{o(n)}{n} \to \text{constant} \)
\( \text{or } O_p(n), o_p(n) \) \hspace{1cm} \( \frac{o(n)}{n} \to 0 \), and the subscript \( p \) denotes \textit{in probability}
\( \Psi(x) \) \hspace{1cm} digamma function, \( (d/dx)\Gamma(x) \) \((x > 0)\)
\( \text{supp}(f) \) \hspace{1cm} support of \( f \)
\( \text{tr}(A) \) \hspace{1cm} trace of the matrix \( A \)
\( |x| = \left(\sum_i x_i^2\right)^{1/2} \) \hspace{1cm} Euclidean norm
\( [x] \) \hspace{1cm} greatest integer less than \( x \)
\( \lfloor x \rfloor \) \hspace{1cm} smallest integer larger than \( x \)
\( <x, y> \) \hspace{1cm} scalar product of \( x \) and \( y \) in \( \mathbb{R}^p \)
\( x \vee y \) \hspace{1cm} maximum of \( x \) and \( y \)
\( x \wedge y \) \hspace{1cm} minimum of \( x \) and \( y \)
C.2 Probabilistic

- $\beta_n$: $\beta$-mixing coefficient
- $\delta_{\theta_0}(\theta)$: Dirac mass at $\theta_0$
- $E(\theta)$: energy function of a Gibbs distribution
- $E(\pi)$: entropy of the distribution $\pi$
- $E_\theta[g(X)]$: expectation of $g(x)$ under the distribution $X \sim f(x|\theta)$
- $E^V[h(V)]$: expectation of $h(v)$ under the distribution of $V$
- $E^\pi[h(\theta)|x]$: expectation of $h(\theta)$ under the distribution of $\theta$
  conditional on $x$, $\pi(\theta|x)$
- i.i.d.: independent and identically distributed
- $f(x|\theta)$: cumulative distribution function of $X$, conditional on the parameter $\theta$
- $F(x|\theta)$: density of $X$, conditional on the parameter $\theta$, with respect to Lebesgue or counting measure
- $\lambda(dx)$: Lebesgue measure, also denoted by $d\lambda(x)$
- $\nu_r, \nu_\ell$: right and left Haar measures
- $P_\theta$: probability distribution, indexed by the parameter $\theta$
- $\Phi(t)$: cumulative distribution function of the normal distribution
- $\varphi(t)$: density of the normal distribution $\mathcal{N}(0, 1)$
- $X, Y$: random variable (uppercase)
- $X \sim f(x|\theta)$: $X$ is distributed with density $f(x|\theta)$
- $(X, \mathcal{P}, \mathcal{B})$: Probability triple: sample space, probability distribution, and $\sigma$-algebra of sets

C.3 Distributional

- $B(n, p)$: binomial distribution
- $B_\alpha(\alpha, \beta)$: beta distribution
- $C(\theta, \sigma^2)$: Cauchy distribution
- $D_k(\alpha_1, \ldots, \alpha_k)$: Dirichlet distribution
- $\mathcal{E}_{xp}(\lambda)$: exponential distribution
- $F(p, q)$: Fisher’s $F$-distribution
- $\mathcal{G}_\alpha(\alpha, \beta)$: gamma distribution
- $I\mathcal{G}(\alpha, \beta)$: inverse gamma distribution
- $\chi^2_p(\lambda)$: chi-squared distribution
- $\chi^2_p(\lambda)$: noncentral chi-squared distribution
  with noncentrality parameter $\lambda$
- $M_k(n; p_1, \ldots, p_k)$: multinomial distribution
- $N(\theta, \sigma^2)$: univariate normal distribution
- $N_p(\theta, \Sigma)$: multivariate normal distribution
- $\mathcal{N}_{eg}(n, p)$: negative binomial distribution
- $P(\lambda)$: Poisson distribution
- $\mathcal{P}_\alpha(x_0, \alpha)$: Pareto distribution
- $T_p(\nu, \theta, \Sigma)$: multivariate Student’s $t$-distribution
- $\mathcal{U}_{[a, b]}$: continuous uniform distribution
We$(\alpha, c)$ Weibull distribution
$W_k(p, \Sigma)$ Wishart distribution

C.4 Decisional

$D$ decision space
$G$ group acting on $X$
$\bar{g}$ element of $\bar{G}$ associated to $g \in G$
$\bar{G}$ group induced by $G$ acting on $\Theta$
$\tilde{g}$ element of $\tilde{G}$ associated to $g \in G$
$\tilde{G}$ group induced by $G$ acting on $D$
$L(\theta, \delta)$ loss function of $\delta$ in $\theta$
$M_0$ model under consideration
$R(\theta, \delta)$ frequentist risk of $\delta$ in $\theta$
$r(\pi, \delta)$ the Bayes risk of $\delta$ for the prior distribution $\pi$
$\varrho(\pi, \delta|x)$ posterior risk of $\delta$ for the prior distribution $\pi$
$\Theta$ parameter space
$X$ observation space

C.5 Statistical

$B_{12}^\pi(x)$, $B_{12}^A$ Bayes factor
$B_{12}^A(x)$, $B_{12}^G$, $B_{12}^M$ pseudo-Bayes factor
$B$ lower bound on Bayes factor
$C_\alpha$ confidence region
$\delta^{\text{JS}}(x)$ James–Stein estimator
$\delta^\pi(x)$ Bayes estimator
$\delta^+(x)$ positive-part James–Stein estimator
$\delta^*(x)$ randomized estimator
$H_0$ null hypothesis
$H_1$ alternative hypothesis
$I(\theta)$ Fisher information
$L(\theta, \delta)$ loss function, loss of estimating $\theta$ with $\delta$
$L(\theta|x)$ likelihood function, a function of $\theta$ for fixed $x$, mathematically identical to $f(x|\theta)$
$\ell(\theta|x)$ the logarithm of the likelihood function
$L^P(\theta|x)$, $\ell^P(\theta|x)$ profile likelihood
$m(x)$ marginal density
$\succ$ Pitman closeness domination
$\pi(\theta)$ generic prior density for $\theta$
$\pi^1(\theta)$ Jeffreys prior density for $\theta$
$\pi(\theta|x)$ generic posterior density $\theta$
$s^2$ sample variance
$\theta, \lambda$ parameters (lowercase Greek letters)
\(\Theta, \Omega\) parameter space (uppercase script Greek letters)

\(\bar{x}\) sample mean

\(\mathcal{X}, \mathcal{Y}\) sample space (uppercase script Roman letters)

\(X^*, Y^*, x^*, y^*\) latent or missing variables (data)

### C.6 Markov chains

- **AR\((p)\)** autoregressive process of order \(p\)
- **ARMA\((p, q)\)** autoregressive moving average process of order \((p, q)\)
- **\(K_\epsilon\)** kernel of the resolvant
- **MA\((q)\)** moving average process of order \(q\)
- **\(P(x, A), K(x, y)\)** transition kernel
- **\(P^m(x, A)\)** transition kernel of the chain \((X_{mn})_n\)
- **\(P_\mu(\cdot)\)** probability distribution of the chain \((X_n)\)
  
  \(\text{with initial state } X_0 \sim \mu\)
- **\(P_{x_0}(\cdot)\)** probability distribution of the chain \((X_n)\)
  
  \(\text{with initial state } X_0 = x_0\)
- **\(X_t, X^{(t)}\)** generic element of a Markov chain
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  system, 348, 502, 507
explanatory variable, 192
exponential family, 15, 82, 115, 116,
  120–122, 146, 149, 174, 481
  admissible estimator, 411
  and monotone likelihood ratio,
    244
  curved, 119
  extension, 375
  location and, 147
  minimal, 117
  natural, 146, 257
  form, 116
  parameter, 481, 482
  restricted, 148
  steep, 147
  pseudo-, 146
  quadratic variance, 149, 293, 497
  natural, 322
quasi, 116
regular, 117, 147
variance of, 148

family
exponential, see exponential family
location, 138

Federalist Papers, 185
Fieller’s problem, 43
filtering, 200
finance, 507
Fisher’s $F$-distribution, 32
fit
best, 347
goodness-of, 347, 374
problem, 375
vs. estimation error, 347
forecaster, 64, 87, 230
form
fully exponential, 298
standard, 298
forward–backward formula, 491
fractiles, 142
frequentist
approach, 61
conditional, 250
coverage, 137
decision framework, 61, 65
long-term properties, 140
method, 513
notion of optimality, 391
paradigm, 61
properties, 137
risk, 61
test, 66, 242
validity, 179, 254, 420
function
analytic, 73
confluent hypergeometric, 150,
154, 187, 297, 478, 505
convex utility, 59
cumulant generating, 118
Gamma, 122
invariantly estimable, 454
likelihood, see likelihood, 509
link, 359, 463
loss, see loss
modified Bessel, 154, 208, 209,
287, 379, 408, 454
moment generating, 300, 324
quadratic variance, 148
utility, 55, 57, 59
functional basis, 115
galaxy dataset, 345
gamble, 156
desirable, 156
$\Gamma$-minimax
regret, 144
risk, 144
generalized inverse, 385
generator
infinitesimal, 458
pseudo-random, 294, 295, 334
geometric average, 374, 383
Gibbs random field, 307
Gibbs sampling, 307–317
algorithm, 313
Dirichlet process, 340
for mixture, 320
one-at-a-time, 313
$G$-prior, 191–193, 378
graph, 503
directed, 503
acyclic, 490, 503
undirected, 503
gravitation, 348
group
action, 128
amenable, 442, 444
structure, 110
transitive, 433
Haar measure, 28, 428, 441, 444
finiteness, 438
left, 437
right, 436, 438, 439, 443
right vs. left, 440
harmonic mean, 357, 358
Harris recurrence, 302
heavy tail, 127
heteroscedasticity, 218
hidden Markov model, 47, 318, 320,
332, 459
hierarchical
modeling, 143
prior, see Bayes hierarchical
highest posterior density (HPD)
region, 25
histogram, 109, 111, 142
HIV, 459
hot hand, 228, 229
hyperbolic secant, 149
hyperparameter, 113, 118, 143, 189, 193, 460
conjugate, 205
estimate, 481
poly-t, 221
hyperprior, 113, 143, 464
hypothesis
alternative, 225
contiguous, 243
one-sided, 254
identifiability, 24, 198, 201, 517
image, 64, 96
black and white, 96
processing, 507
radiological, 4
satellite, 96
importance function, 323
choice of, 295, 297, 357
importance sampling, 296, 307, 319, 356, 359, 380
and infinite variance, 297
defensive, 357
for model choice, 357
improper prior, 26–31, 128, 130, 339
and credible regions, 261
and point-null hypothesis, 223, 233
and test, 232, 234, 238, 372
and training sample, 236
as regular prior, 29
inadmissibility, 98
of the m.l.e., 97
p-value, 259
incoherence, 108, 131
inconsistency
of Bayes estimators, 48, 134
of the Jeffreys prior, 133
indeterminacy, 141
indifferent alternatives, 55
inequality
Cauchy–Schwarz, 417
Cramér–Rao, 394
Jensen’s, see Jensen’s
Van Trees, 171
inference, 1, 2, 7
causal, 348
conditional, 513
quantitative, 509
infinite divisibility, 120
information, 15, 25, 230
Fisher, 129, 130, 134, 138, 140, 154
limited, 106, 111, 115
missing, 136
prior, 27, 31
sample-equivalent of, 107
structural, 463
summary of, 165
testing problem, 250
vague, 112, 170
value of sample, 89
integral
approximation, 286, 293, 294
Laplace expansion, see
approximation, Laplace
left-invariant, 437
ratio, 298
right-invariant, 438
interface
Bayesian–frequentist, 99, 251, 282
interpretation vs. explanation, 1, 508
invariance, 21, 53, 81, 114, 427
group, 431
Haar measure, 131
reparameterization, 110, 128, 130, 136
structure, 129
translation, 129, 429
Inverse Probability, 8
inversion, 8, 9, 20, 23, 509
invertibility, 198, 215
irreducibility, 302, 304
Jeffreys’
approach, 517
noninformative prior, 132
prior, see noninformative prior, Jeffreys
and likelihood principle, 132
scale, 228
Jensen’s inequality, 70
Kalman filter, 199
Kepler’s problem, 248
Lagrange multipliers, 110
Laplace

- approximation, see approximation, Laplace
- expansion, 298, 352
- rule, 128
- succession rule, 180
- transform, 175

latent variable, 292
Law of Large Numbers, 61
least favorable answer, 251, 252

lemma

- Jensen, 70
- Neyman–Pearson, 243
- Pitman–Koopman, 116, 146, 147, 244
- Schur, 195, 197
- Stein’s, 94

likelihood, 8, 15, 19, 159

- explicit, 199
- observed, 219
- principle, see principle, likelihood profile
- ratio, 227, 245, 353
- recursive definition, 199

limiting argument, 30
linear calibration, see calibration
linearity, 122
linearization, 56
lip cancer, 355
lizard, 107
London Underground, 385

loss, 52, 53, 60, 61, 511

- absolute error, 48, 79, 92, 256
- approximated posterior, 298
- asymmetric squared error, 93
- bidimensional, 242
- bounded, 57, 58, 418
- classical, 52, 53, 77, 173
- convex, 64, 70, 74, 77, 80, 91
  - strictly, 76, 256
- derivation of a prior distribution from, 136
- entropy, 82, 92, 433, 485, 486, 502, 505
- estimation, 79, 178, 179
- for imaging, 96–97
- for mixture estimation, 339
- for set estimation, 265, 266
- global, 267
- Hellinger, 82, 92, 155
- information, 247
- intrinsic, 21, 53, 81, 92
- invariant, 432
- linear, 265, 266
- LINEX, 92
- misclassification, 96
- multiple, 85
- opportunity, 88
- parameterization-free, 82
- prediction, 172
- proper, 257, 259
- p-value, 250
- quadratic, 52, 77, 78, 97, 100, 178
- random, 83
- rational, 266, 277
- requirement of, 512
- robustness, 98
- scale-invariant, 177
- 0 – 1, 80, 96, 225, 242, 245, 256

male births, 128
Maple, 229
marginalization, 165
paradox, 29, 128, 152
Markov chain, 194, 195, 197, 203, 301, 328

- aperiodic, 304
- continuous time, 458
- ergodic, 309
- generation of, 303
- hidden, 196, 203
- irreducible, 327
- Monte Carlo, see MCMC
- ϕ-mixing, 327
- transient, 337
Mathematica, 229
maximal loss of explanatory power, 371

maximum likelihood, 481

- estimation, 20
- method, 512
- nonparametric estimate, 480
MCMC, 301, 302, 315, 318

- for dynamic model, 337
- for hierarchical model, 468
- for mixtures, 318–320
- for nonparametric model, 376
- for variable dimension model, 350, 361
generation and storage, 367
reversible jump, 364
revolution, v

mean
and Hunt–Stein theorem, 443
functional, 443
largest, 216
posterior, 78
right-invariant, 444

measure
Haar, see Haar measure
invariant, 437
Lebesgue, 12, 27
Radon, 437, 438
reference, 110
right Haar, 110, 137

measurement error, 459

meta-analysis, 25, 458, 463
meta-model, 109, 374
meteorological forecast, 64

method
ML-II, 109
moment, 109, 111
Monte Carlo, 294
with importance function, 295
particle filter, 298
universal, 513

minimax
analysis, 69
Bayes rule, 73
estimator, 67, 69
randomized, 70
strategy, 69
minimaxity, 66, 83, 137, 478
and admissibility, 74, 415
necessary and sufficient condition of, 477
of hierarchical Bayes estimator, 472, 474

misclassification, 96
rate, 96
missing data, 149, 292, 312
representation, 319

misspecification, 27
mixed experiment, 18
mixture, 30, 39, 47, 55, 119, 146, 152, 204, 252, 272, 291, 338, 371, 464, 508
beta, 151, 375
continuous, 127

exponential, 331, 365
geometric, 24
Gibbs sampling for, 320
hidden, 119, 120, 174, 316, 335
non-identifiability, 377
normal, 5, 21, 40, 241, 290, 318, 345, 379
of Dirac measures, 126
scale, 272
Student’s t, 221
uniform, 156

model
AR(1), 172, 194, 195, 217, 419
AR(p), 195, 196, 199, 200, 338
ARCH(p), 216, 218
ARIMA, 215
ARMA(p, q), 201
autoregressive spatial, 356
averaging, 318, 349, 366
capture-recapture, see
capture-recapture
causal, 215
censored, 332
choice, 15, 224, 230
construction, 6
Darroch’s, 184, 208
decomposable, 503
discrete, 180
dynamic, 193, 194
embedding, 344, 349, 375
encompassing, 372, 374
exchangeable, 464
exploration of, 372
factor, 216
full, 370, 372
projection of, 369
GARCH, 218
generalized linear, 359, 369, 388
graphical, 318, 467, 502
hierarchical, 44, 109, 311, 314, 328, 335, 459
and full conditional distribution, 467
and robustness, 465
exchangeable, 471
latent variable, 318, 425, 461
linear, 463
additive, 462
generalized, 463
random-effect, see random-effect
linear calibration, see calibration
logistic, 2
MA($q$), 198, 200
mixture, see mixture
multinomial, 384
nested, 280
nonparametric, 338
normal, 186–193
   for hierarchical prior, 470
probit, 149, 330, 492
qualitative, 122
saturating, 362, 379
statistical, 107
   invariant, 432
stochastic volatility, 219, 318, 461
switching AR($p$), 195
temporal, 208
Tobit, 212
ttrue, 107
variable dimension, 361
Wolter’s, 184, 208
model choice, 318, 343
   and estimation, 343
   and testing, 343
   parameter space, 348
   penalty terms for, 350
modulus, 438, 451
monetary rewards, 57
monitoring technique, 303
Monte Carlo
   method, 301
   resolution, 127
   simulation, 169
moral expectation, 59
move
   birth and death, 365, 386
   merge, 365
   split, 365
moving average (MA), 198
 multicollinearity, 193, 473, 474, 494
   and minimaxity, 474
multiplier, 438, 449
neural network, 47, 507
Neyman–Scott problem, 48, 133
no-decision
   alternative, 282
   answer, 282
node, 503
no model is true, 223, 346
nonidentifiability, 24
noninformative answer
   p-value as, 255
   for tests, 230
noninformative modeling, 27, 510
   hierarchical Bayes, 464
noninformative prior, 20, 45, 46, 114,
   127–141
   and conjugate prior, 114
   and reparameterization, 128
   as limit of conjugate, 189
   Haldane, 269
   invariance structure, 427
   Jeffreys, 106, 129, 130, 132, 136
   Lebesgue measure as, 77, 129,
   234, 281, 437, 454
   tail approximation, 49
nonrepeatability of experiments, 508,
   509
nontransitivity, 102
normalizing
   constant, 122, 221, 349, 357, 361
   ratios of, 358
   term, 124
notation, 6, 527–530
null hypothesis, 224, 226
   point, 223, 224, 230, 271
number of components, 340, 341, 346
   unknown, 345
numerical
   approximation, 292
   computation, 178
   integration, 287, 293, 298
   and Monte Carlo methods, 298
   minimization, 178, 285
objectivity, 123
observation, 6, 7
   imaginary, 236
   space, 60
   virtual, see virtual, observation
Occam’s
   razor, 368
   window, 368
odds ratio, 128
oil drilling, 67
one-/two-sided dichotomy, 256
optimal
decision, see decision, optimal
procedure, 52
reward, 55

optimality
asymptotic, 136
classical, 512

orbit, 433

order
connected, 55
of consequences, 54
of rewards, 54
$\mathcal{P}$, 55
relation, 158

ordering, 86, 102, 136
coarse, 159
partial, 74, 83
preference, 158
social, 58
total, 61, 66

orthogonal
base, 293
polynomials, 149
regressor, 368

outlier detection, 338

paradigm, 8

paradox, 136
ancillarity, 212
Borel, 268
Condorcet, 58
information, 292, 318
Jeffreys–Lindley, 30, 234, 273,
280, 281, 351
likelihood, 512
marginalization, 29, 128, 135,
152, 211, 370, 454, 455
projection, 370
Saint Petersburg, 52, 59
Simpson, 33, 58
Stein, 94, 167

parameter
bounded, see bounded
location, 27, 129, 429
natural, 82, 128
noncentrality, 209, 411, 449, 498
nuisance, 133, 136, 138, 162, 168,
411, 517
of interest, 133
order-restricted, 21
random, 10

scale, 129
space, 60
parameterization, 139, 370
choice, 53, 81
influence, 53, 82
linear, 56
mean, 160
natural, 81
parsimony, 201, 217, 347, 366
partial autocorrelation, 197, 214, 338
inverse, 200
partial autocorrelations, 195
partition of the sample, 291, 292
partitioning, 128
penalization factor, 354
performance, 52, 61, 65, 70, 74
frequentist, 99

Pillow Problems, 207

Pitman
admissibility, 95
closeness, 95, 101
domination, 94
pivotal quantity, 137
pixel, 4, 96
polar coordinate, 135
polynomial
Hermite, 293, 322
Legendre, 376
quadrature, 293

population
finite, 180
rare, 181
size estimation, 182
positivity constraint, 314
postdata evaluation, 224
posterior, 16, 22, 23
confidence set, 137
derivation, 165
expected loss, 62
improper, 336, 337
information, 136
marginal, 220
mean, 78
median, 12, 80, 179
probabilities, 137
range of, 251
probability, 226
$p$-value, 282
proper, 28
propriety, 318
pseudo-, 240, 481
squared error, 170
power
computational, 301
distribution, 317
of a test, 242
of continuum, 32
precision, 170
prediction, 7, 171, 199
linear regression, 212
predictive density, 340, 341
prevision
coherent, 157
conjugate upper, 157
upper and lower, 156
principle
conditionality, 18, 19
duality, 309, 328
invariance, 427
formal, 428
likelihood, 15, 19, 65, 140, 191,
202, 235, 250, 282, 446, 512
and Decision Theory, 80
and Jeffreys’ prior, 132
Bayesian version of, 165
implementation, 20, 31, 167,
168
justification, 18
minimax, 68
of insufficient reason, 106, 127
parsimony, 338, 368
separated zeros, 73
stopping rule, 17, 247
sufficiency, 15, 18
prior, 9
arbitrariness in, 105, 113
as a tool, 510
inferential, 512
axiomatic foundations of, 159
bias, 73
choice of, 13, 105, 144, 367, 515
closed under sampling, 114
conjugate, see conjugate prior
default, 127
derivation of, 108
determination of, 105, 106
automated, 106
exact, 141
parametrized, 111
subjective, 106, 108, 109
Dirichlet, 340, 375, 504
duality between loss and, 136,
228
existence of, 158, 159
for testing, 140
Haldane, 453
hierarchical, see Bayes
hierarchical
improper, see improper prior
influence of, 106
intrinsic, 238, 240, 270
intuition, 511
Jeffreys, 133, 139, 140, 155, 217,
233, 235
alternative to, 446
controversial, 197
matching, 137, 138, 211
maximum entropy, 112, 143, 145
mixture, 123
modeling, 124
effect of, 318
modification of, 229, 255
noninformative, see
noninformative prior
objective, 114
parametrized, 105, 106, 111
Pólya tree, 47
poly-t, 193, 220, 221
probability of a model, 367
pseudo, 362
reference, 127, 133, 136, 165, 213,
216
relatively invariant, 449
robust, 143
selection, 335
spherically symmetric, 408
uncertainty about the, 141
uniform, 127, 128, 136
unknown, 479
vague proper, 28
prior class
determined moment, 141
\(\epsilon\)-contamination, 142
neighborhood, 142
ratio of densities, 142
underspecified, 142
prior distribution, 10
prior feedback, 151
prior information, 31, 105, 127, 141,
144, 193, 290
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diffuse, 232
insufficient, 457
subjective justifications, 131
to prior distribution, 514
probabilistic
interpretation, 2
modeling, 3, 8, 10, 11
probability
axioms, 45
imprecise, 457
time, 12
probabilization, 508
problem
ill-posed, 374
NP-hard, 292
process
beta, 47
Dirichlet, 338
jump, see birth and death, jump
process
Lévy, 47
logical, 511
non-stationary, 195
stationary, 198
stochastic, 172
subjective input of the
inferential, 516
program
computer, 294
general optimization, 514
projection, 438, 471, 500
Kullback–Leibler, 389
properness, 30
proposal, 304
choice of, 304, 307
independent, 307
random-walk, 305, 307, 320
pseudo-prior, 362
p-value, 249, 250, 256, 405
admissible, 406
conservative behavior of, 255
quantiles, 142
R, 335, 523
radiographs, 4
random generator, see generator
pseudo-random
random walk, 195, 398
random-effect, 460, 461, 465, 508
and hierarchical Bayes analysis, 463
Jeffreys prior, 337
modeling, 191
posterior propriety for, 41
randomization, 139, 244, 247
and discrete distributions, 261
ranking, 216
Rao–Blackwellization, 309, 310, 315, 328, 361
rationality, 58
of decision-makers, 58
realization, 6
reconciliation, 254, 282, 517, 518
recurrence, 398, 400
of a chain, 400
reduction, 7, 63, 107
and modeling, 223
reference prior, 133, 134, 136
as matching prior, 140
construction, 134
for the calibration model, 42
reverse order, 140
reflection coefficient, 197
region
equal tail credible, 262
HPD, 137–139, 264, 266, 501
α-credible, 260
nonconnected, 262
uniformly most accurate, 263
regression
and calibration, 42
inverse, 212
isotonic, 35
linear, 122
logistic, 122, 149, 204, 224, 325, 330, 370, 491
model, 190, 192
nonparametric, 5
normal, 382
Poisson, 4
rejection of a null hypothesis, 247
relevant subset
negatively biased, 281
positively biased, 281
reparameterization, 119, 128, 197, 200, 201
invariance under, 92, 132
natural, 146
nonparametric, 375
repeatability of experiments, 61, 108, 159, 515
repeated testing, 282
representation
  forward–backward, 332
  hidden mixture, 336
  lag polynomial, 214, 215
  Markovian, 398
  non-parametric, 160
  orthogonal polynomial, 375
  state-space, 199, 200, 338
    ARMA($p,q$), 201
  stationary, 217
reversible jump, 367
reward, 54, 55
RIC, 382
risk
  aversion, 59, 60
  constant, 72, 74
  continuous, 401
  frequentist, 61
  integrated, 62
  lovers, 59, 77
  minimin, 70
  minimax, 67
  set, 409
  unbiased estimator of, 94, 99, 475, 476
  vectors, 71
robustness, 83, 112, 115, 474, 478
  and hierarchical analysis, 515
  loss function, 144
rumor, 268
sampling
  bridge, 358–359
  hybrid, 315
  path, 359, 386
  umbrella, 381
saturation technique, 363
scale transformation, 433
scaling, 142
  coherence, 108
Schwartz’s criterion, 353
scoring rule, 87
  proper, 88
Scotland, 355
selection, 216
semi-tail upper bounds (STUB), 412
separator, 503
sequence
  finitely exchangeable, 159
  infinitely exchangeable, 159
sequential sampling, 237
set estimation, 265, 266
  as point estimation, 266
  as testing, 266
Shakespeare’s vocabulary, 186
shrinkage, 98
  estimator, see estimator
signal processing, vi, 109, 197, 332, 507
significance level, 243, 244, 247, 249
  usual, 254
Simpson’s method, 293
simulation, 286, 294
  accept–reject, 322
  alternative to, 298
  from conditional distributions, 308, 315
  iterative, 317
  output, 48
  simultaneous equations, 143
  slice sampler, 360
  slice sampling, 315–317, 320, 329
  smoothing, 199
software, 293
space
  natural parameter, 117
  restricted parameter, 168
  state, 200
  varying dimension, 344
S-Plus, 335
state-space representation, see representation, state-space
stationarity, 194, 196, 201, 302
  constraint, 195
statistic
  ancillary, 33, 35, 279, 282, 283, 434
  complete, 33, 35
  likelihood ratio, 162
  linguistic, 185
  maximal invariant, 434
  minimal sufficient, 14
  order, 33, 119
  sufficient, 14, 116, 187
Statistics
  conditional perspective in, 13
  Fiducial, 509
fiducial, 45
Mathematical, 46
Stein admissibility condition, 132, 394
Stein effect, 14, 84, 94, 98, 175, 247, 264, 395, 441, 445, 446, 460, 483, 484, 486, 515
and finite parameter space, 99
frequentist analysis of, 98
robust, 99
stochastic
complexity, 140
domination, 84, 102
stock
market, 194
price, 196
stopping rule, 17
Student’s $t$-distribution, see $t$–distribution
subjective input, 113
substitution sampling, 314
superharmonicity, 476, 477, 499
table entry problem, 155
tails, 109
test, 224
chi-squared, 248, 375
Neyman–Pearson, 17
sequential probability ratio, 282
$t$-, 281
two-sided, 235
UMPU minimax, 279
unbiased, 245
uniformly most powerful (UMP), 242
uniformly most powerful unbiased (UMPU), 245
testing, 30
as an estimation problem, 223
theorem
Basu, 33
Central Limit, 3, 186, 248
ergodic, 302
factorization, 14
Fubini, 39, 63
Hammersley–Clifford, 37, 327
Hunt–Stein, 73, 442, 444, 445, 452
Kakutani, 445
Markov, 445
Rao–Blackwell, 14, 15, 70, 74, 89, 310, 442
Riesz representation, 410
separating hyperplane, 409
two projection, 389
theory
Decision, 7, 51, 58, 102, 223
Bayesian, 52, 173
foundation of, 266
frequentist, 65
information, 140
Neyman–Pearson, 81, 225, 242, 256, 263
of knowledge, 510
testing, 223
utility, 54
the problem has a value, 71
time series, 193
total
ignorance, 127
ordering, 54, 58, 61, 63
tractability, 115
training sample, 236
for mixture, 352
minimal, 236
tramcar, 181
transition kernel, 304
transitivity, 54, 58, 158
tree
decision, 60
of possible models, 347
orange, 346
ordering, 36
pine, 362
pruning, 372
truncation set, 257
unbiasedness, 14, 99
unit circle, 195, 197
universal domination, 84
utility, 54
derivation of, 159
existence of, 58
value, 73
variable selection, 345, 366, 369
downward, 372
upward, 372
variance
estimating a normal, 264
function, 148  
  heterogeneous, 218  
  underestimation of, 487  
  unknown, 191

vertex, 503

virtual
  observation, 115, 142, 160, 189, 280
  sample, 107

volatility, 219

waiting queue, 67

wavelet, 293, 375
  basis, 47
  Haar, 47


white noise, 198

Wold decomposition, 198, 214