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Good health is our most precious asset. Without health, life becomes much more challenging. Because health is so central in our lives, we invest trillions of dollars to achieve more wellness or to remedy diseases. A vast healthcare establishment is ready and willing to receive these investments. Some investments in healthcare result in healthier and happier citizens. Other investments have little effect on health, are wasteful, and even harmful.

It is widely acknowledged that there is a serious crisis in American healthcare. There is no real healthcare system in the USA. Instead, we have a patchwork of competing systems. Medicare covers the elderly and people with some defined problems, such as kidney failure. Medicaid covers the blind, the disabled, and families with dependent children. Most people have private insurance that is paid for by their employers. The public systems are in financial trouble, and an increasing number of employers claim that they are no longer able to pay for insurance. The number of uninsured or underinsured people in the USA has soared to well over 45 million.

Proposals for national health insurance abound. However, virtually all of the proposals focus on providing coverage for all people. Although universal healthcare is an attractive goal, there is another problem. We have been persuaded to want more healthcare than we need. A New York Times article by columnist by Gena Kolata [1] described patients lining up for all of the care that Medicare will cover. The article describes patients in a Florida clinic seeking every service that the Medicare program will pay for. They ask for the latest diagnostic tests, and they want the latest medicines that they have learned about by watching advertisements on television. The Medicare system, in some ways, encourages this. If a service is covered, the provider only needs to send in the bill and he will be paid. Is all of this medical care necessary?

This book is about some disquieting conflicts between consumers and their healthcare providers. Our healthcare system is big and complicated: it is the largest sector in the biggest economy in the history of the world. But, unlike other industries, healthcare has not been held accountable for what it produces. We know, for example, that the USA spends significantly more per capita on healthcare than any other country. Yet, we rank last among comparison countries in the Organization for Economic Cooperation and Development
on the major health indicators. We also know that there are substantial regional differences in healthcare expenditures within the USA. Even when we adjust for a variety of variables, such as age distribution, poverty, education, or minority status, regions that spend more do not have better outcomes, and some evidence suggests that quality of care is lower in the regions that spend more, not less, on healthcare.

Our problem is not that providers charge too much, it is that they do too much. We assume that the high costs of healthcare reflect the expense of services and medications. Disease, Diagnosis, and Dollars calls this assumption into question. Drug prices in the USA are not significantly higher in comparison with that in other developed countries, because few patients actually pay the listed retail price. Total costs are a function of two factors: unit price and volume. Volume, not unit cost, may be driving our healthcare crisis. The following chapters suggest that mass markets have been created for services that may offer little or no benefit to patients. Many of these markets are for preventive medicine. These include cancer-screening tests, and medications to control blood pressure, cholesterol, and glucose. The attractiveness of preventive medicine is that it can make well people a market for expensive pharmaceutical products and tests.

These mass markets have been nurtured with the support of respected panels of experts who have created guidelines for new tests to diagnose illness and new drugs to treat disease. New revisions of these guidelines are unlikely to benefit most consumers of healthcare. Still, these guidelines are used to set standards for the practice of medicine, and quality of care is often defined as adherence to the standards. Once the guidelines are set, doctors follow them. We have been intentionally led to believe tests and medicines will offer greater benefits than evidence supports. The result: uncontrollable costs and minimal benefits.

There are consequences to the overuse of medications and tests. Although most screening tests and modern medicines used in prevention are safe for individuals, their use runs up the costs of healthcare. High costs result in higher insurance premiums for all of us. As more employers drop health insurance for their employees when costs accelerate, the expanded use of ineffective preventive medicine may have the unintended consequence of increasing the number of uninsured patients, potentially damaging the health of others in the community.

The concluding chapters offer suggestions for policy makers and for patients. Methods for systematically evaluating the cost-effectiveness of new guidelines are discussed. The final chapter provides practical suggestions to enable patients to share in decisions about treatments or tests that can have uncertain benefits.

Many colleagues have contributed to the development of this manuscript. I started thinking about these problems 10 years ago during a sabbatical year at the Dartmouth Medical School. That year I got to know Elliott Fisher, Gil Welch, Lisa Schwartz, and Jack Wennberg. The Dartmouth experience shaped my thinking about overuse in medical care. The ideas for the book have been
shaped by a dozen years of experience as a faculty member for the American Health Association US Seminar on the Epidemiology and Prevention of Cardiovascular Disease. The core of the book has been adapted from the lectures I offered at the Lake Tahoe seminar. While a professor at the University of California, San Diego School of Medicine, close colleagues including Rick Kronick, Robert Langer, and Ted Ganiats discussed these ideas with me on many occasions. I am particularly indebted to Mike Criqui, a noted physician epidemiologist who, over the course of 25 years, systematically taught me the basics of epidemiology and helped sharpen my thinking. Mike may not agree with all of the ideas in this book, but I hope he will see that he inspired some of the critical reflection. At UCLA, I benefited from feedback from Gerald Kominski, Tom Rice, Bill Cononar, Dominick Frosch, and several others. Readings of early chapters by Andrea Grefe and Margaret Gaston guided the direction and the prose. I am most sincerely appreciative for the detailed feedback I received from Paul Farrell from Springer and Copernicus Press. Paul critiqued every page, challenged the thinking and the writing, and made the manuscript better in countless ways. My senior editor Bill Tucker has also been exceptionally helpful. Finally, I am most indebted to the Rockefeller Foundation who provided a quiet study in Bellagio overlooking Lake Como Italy, where the manuscript was finally completed. The fellow resident scholars at Bellagio also provided very valuable feedback.

I expect that many intelligent and well-informed readers will disagree with some of the basic premises in these chapters: the book was intended to be provocative. However, the text is built upon data from contemporary, peer-reviewed literatures in medicine and health services research. I hope the book stimulates debate, fosters new research, and makes us wiser consumers of healthcare.

Robert M. Kaplan
rmkaplan@ucla.edu
Los Angeles, California
June 2007
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I can still remember the call. At age 77, Sally, a close friend of the family, had a positive mammogram. I was a professor at the medical school, and her family wanted to know the names of the best breast surgeon and the most distinguished medical oncologist. We all want the best medical interventionists when faced with a potentially fatal illness. After a biopsy, Sally learned that she had a condition called ductal carcinoma in situ, or DCIS. The doctors told Sally that this was a mild form of breast cancer, but the family was unwilling to take chances. She got surgery, chemotherapy, and radiation therapy. Today, Sally is alive and doing well.

After treatment, family members became advocates for early detection in older women. They believed that Sally’s life had been saved because her doctor was “aggressive.” He ordered a mammogram and followed up the positive result with a biopsy, surgery, chemotherapy, and radiation. How can anyone argue with his judgment?

The problem is that Sally suffered considerably. The suffering began with severe anxiety and fear of death. Then surgery, chemotherapy, and radiation therapy took a heavy toll: She lost her hair, lost her energy, and even considered whether death might be a better alternative than continuing medical torture. The aftermath of the treatment included continuing anxiety, concern about memory loss, and depression. New evidence suggests that younger women who receive chemotherapy are much more likely to have serious adverse side effects than was previously recognized. As many as 61 percent of younger privately insured women with breast cancer require hospitalization or visit emergency rooms for serious adverse consequences of their treatment [1]. So, in terms of the pain and suffering caused by the so-called “side effects,” Sally paid dearly for her treatment. And what is more, it is uncertain that the treatment had a significant impact on how long Sally lived. In many countries, screening mammography is not done for women of Sally’s age, and the chances of death from breast cancer in these counties are about the same as they are in the USA [2]. Ductal breast cancer is common in women over 65, and the best evidence suggests that without diagnosis and treatment, the majority of them continue their lives and die of other causes without ever knowing they had cancer [3].
For anyone who has thought seriously about health and healthcare, Sally’s case—statistically “typical,” a perfectly “ordinary” case—the questions raised are anything but ordinary. In addition to the undeniable physical and emotional consequences of her diagnosis and treatment, the interventions were costly, and these costs accrued not only to Sally and her family. Sally was a Medicare patient and paid only a portion of her own medical expenses. However, Medicare costs are out of control, and each time the costs go up there is pressure to cut expenses elsewhere [4], in the hospital, in the healthcare system, and in society at large. Anyone’s individual journey through serious illness and treatment is by its very nature a tremendous personal challenge. But there is another urgent challenge we face together as a society, and how we address it could have huge consequences for the health of the population.

**Buying Health, Buying Healthcare**

This book is about using our healthcare resources to buy the most health for the most people. Buying health and buying healthcare are not equivalent. We face a paradox of excess and deprivation. Some people get too much healthcare, including expensive but ineffective tests and treatments. Experts believe that between one-third and one-half of all of the services purchased and delivered by our healthcare system have no beneficial effect on patients [5].

The overuse of services has negative consequences for at least two reasons. First, excessive use forces the costs of healthcare to increase. In the US healthcare system, increased costs are passed on to employers, who pay most of the health insurance costs. As costs increase, many employers decide to discontinue coverage for their employees. The result is that the uninsured rate increases [6, 7]. Today, nearly 50 million US citizens are without health insurance [8]. In a kind of paradox, excess and deprivation are causally linked. Over-consumption causes insurance rates to rise, resulting in an increase in deprivation for the most vulnerable portion of the population.

The second reason excessive use is a concern in that exposure to medical care is not without risk. A report from the Institute of Medicine of the National Academies of Science suggests that complications of medical care are the third leading cause of death in the USA [9, 10]. Even though screening tests such as mammography seem very safe, there may be consequences. The United States Preventive Services Task Force does not recommend mammography for women before age 50 [11]. There is no evidence from major clinical trials to suggest that screening mammography before menopause leads to an extension of life expectancy [12, 13]. However, among women who begin mammography in their late thirties, as recommended by some professional societies, the chances are 1 in 3 that they will have a false-positive result by age 50 [14]. These false positives lead to painful and anxiety-provoking biopsies and can be quite threatening. There is considerable fear, anxiety, pain, and expense. Patient benefit is often minimal, and harm can be a reality.
Is More Better?

My personal attachment to the problems has come through an unusual course. I am a Ph.D. rather than an M.D. So, I approach the problem from a different angle than a practicing physician. However, I have a great deal of familiarity and empathy for the challenges facing medical practitioners. As a professor in a School of Public Health, I study health policy. I came to this position after more than 30 years as a professor in a medical school. During those years, I participated in nearly all of the courses in the medical school and the programs for training primary care physicians. The last 8 of the 30 years were spent as chair of a Department of Family and Preventive Medicine. Among other tasks, I had responsibility for the oversight of a substantial medical practice in an era when managed care became dominant in the medical landscape. Patients complained that they did not get all of the services they wanted, and frustration with managed-care companies became rampant. Why don’t those cheap companies get in line and pay for the services their insured patients deserve? Believe me, as a patient and a family advocate for other patients, I shared these frustrations.

An easy solution to our problems in healthcare is to recognize that healthcare is important and that we need to spend money for good service. Every medical specialty group lobbies for more coverage. We need more money for primary care, more money for specialty care, more money for the care of children, more money for the care of the elderly, and more money for the care of disenfranchised groups. In addition, we need more money for research, more money for allied health professionals, more money for community health centers. . . .

But will more money heal the problem? The US healthcare system is the most expensive sector in the biggest economy in the history of the world. On a per capita basis, nobody approaches our expenditures. The UK spends only about $0.40 for each dollar spent in the USA, and more or less the same story holds in other developed countries: Belgium and Denmark spend only about $0.50 for each dollar spent in the USA, and Spain spends only about $0.33 [15].

What is our extra expenditure purchasing? One of the most important unexplored assumptions in healthcare policy is that greater expenditure will result in better health. We know from international studies that developed countries that spend considerably less on healthcare have about equal health outcomes. The health of nations is typically compared using measures of life expectancy or infant mortality. Even though the UK spends well less than half of what the USA spends per capita, life expectancy in the UK is slightly greater than it is in the USA, and infant mortality rates are slightly lower. Among thirteen countries in one recent comparison, the USA ranked twelfth when compared on sixteen health indicators [16].

Within the USA, there is considerable variability in healthcare spending. For example, using data from the Medicare program, the per capita spending ranges from a low of $2,736 in Oregon to a high of $6,307 in Alaska. State-level data are also available on the average quality of healthcare. Quality is typically
defined as adherence to defined standards of patient care. For example, it is possible to estimate the extent to which physicians adhere to defined patient guidelines. There appears to be little association between per capita spending and the quality of care patients receive [17]. Spending more does not buy better quality of care. In fact, states that spend more per Medicare recipient appear to have lower quality care. In medical practice, specialists are more expensive than primary care doctors. The states that spend the most are those with a higher percentage of medical specialists and fewer primary care doctors [17]. Some analyses show that areas that have more primary care doctors, not more specialists, have better health outcomes. Adjusting for socioeconomic status does not alter this finding.

What Is Wrong?

Fixing problems in healthcare may sound easy. Hundreds, if not thousands, of politicians, policy experts, government officials, academics, healthcare professionals, and even authors have offered solutions. However, despite the application of the very best minds and the expenditure of an ungodly amount of money, we have made remarkably little progress in the quest to fix American healthcare. A major premise of this book is that we have failed because we have been guided by some basic beliefs and these beliefs may be incorrect.

In the following chapters some basic notions will be examined. Some of the questions to be considered include:

- Will improved diagnostic technology result in better population health?
- Must all disease be eradicated?
- Is more healthcare always better?
- Should we promote public-health screening for diseases such as cancer and heart disease?
- Is early detection the best approach to preventive medicine?

With some qualifications, this book takes a controversial position: The answer to each of these questions is “no.” The justification for these conclusions is explained in the next few chapters. To set the stage, though, a conceptual model is offered first. The model challenges the belief that modern medicine is well equipped to eradicate chronic diseases such as cancer and heart disease. We have failed to recognize that most important chronic diseases evolve over decades in a person’s body. By the time they come to medical attention, they are well-entrenched and not subject to cure. Treatment may alleviate some of the suffering from these conditions, but care may also cause problems that harm our overall level of well being.

Few of us will escape chronic illnesses, but the good news is that our lives may be unaffected by some of these conditions. In fact, we might be better off not knowing about some of the disease that is already established within our
bodies. And looking for these problems may not be a fruitful exercise. Some diagnoses lead to unnecessary treatment. Furthermore, aggressive programs to find new disease might have other public-health consequences. When we use public-health resources for one purpose, we give up the opportunity to spend money that could have achieved better outcomes for another problem. This problem will be considered later in this book. Finally, the implications of the model for public health and its relationship to actual medical decisions will be explored. In the final chapter, I offer methods for patients to become better consumers of their own healthcare.

In summary, the goal of this book is to offer a different way of thinking about problems in healthcare and preventive medicine. A few disclaimers are necessary. Many intelligent and well-informed people will disagree with some or even all of the basic premises. That is expected. If the book is not provocative, I will not have achieved one of my primary goals: to provoke thought and positive change. Second, I can say with certainty that these ideas warrant additional research. Scientifically conclusive tests are not currently available for many of my assertions. However, the evidence supporting the concepts is quite substantial. Wherever possible, I support my assertions with the best contemporary research evidence I can find. And finally, I do hope that the ideas offer enough challenge to open new and different conversations about and explorations of healthcare and preventive medicine policy.
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Chapter 2
The Disease-Reservoir Hypothesis

Chapter 1 began with the story of Sally, a 77-year-old woman who had been diagnosed with ductal breast cancer. Sally received aggressive treatment and went on to live a life free of breast cancer. She also suffered from the consequences of the treatment. Not everyone believes that Sally required treatment, but few would advise her against taking action. The suggestion that Sally consider foregoing treatment disturbs many people. However, we do need to ask, what would happen if she consumed, and if we as a nation consumed, less medical care? The question is deceptively simple, but the answer maddeningly difficult.

To attempt an answer, it is best to begin at the beginning. The purpose of healthcare is to improve health. Health outcomes can be defined in terms of only two measurements: quantity of life and quality of life. A successful treatment is one that makes people live longer and/or improves quality of life [1, 2]. If a treatment neither extends life nor improves its quality, we must challenge whether it has benefit. Many people express their level of wellness in terms of numbers given by common medical tests, such as blood pressure, low-density lipoprotein (LDL) cholesterol, or blood sugar. These numbers have earned their importance because they are related to the chances of having a shorter life or of developing a disability or illness in the future. Other biological markers are less clearly related to meaningful clinical outcomes. Biomarkers such as measures of blood chemistry, cholesterol, or genetic typing should only be considered important if they are correlated with either quality or quantity of life.

It is becoming increasingly clear that there are also huge reservoirs of undiagnosed disease in human populations. As diagnostic technology improves, the healthcare system will be challenged because these common, previously undiagnosed problems will be identified in many individuals who may not benefit from treatment because their length of life or quality of life will never be affected. The problem has been fiercely debated in relation to cancer-screening tests such as mammography and prostate-specific antigen (PSA) [3, 4].

According to the American Cancer Society, screening and early detection of cancers save lives [5]. It is believed that there is an undetected reservoir of this disease that might be eliminated through more aggressive intervention.
Screening guidelines have been proposed, and compliance to guidelines is now used as evidence for high-quality medical care [6]. Furthermore, test rates are increasing because there are now financial incentives for physicians to offer specific tests, such as mammography [7].

In order to better understand the problem, it is necessary to understand the natural history of disease. Public-health campaigns assume that disease is binary; either a person has the “diagnosis” or he does not. However, most diseases are processes. It is likely that chronic disease begins long before it is diagnosed. For example, autopsy studies consistently show that most young adults who died early in life from noncardiovascular causes have fatty streaks in their coronary arteries indicating the initiation of coronary disease [8]. Not all people who have a disease will ultimately suffer from the problem. With many diseases, most of those affected will never even know they are sick. For example, autopsy studies show that nearly half of men who die in their 70s or 80s have prostate cancer [9] and that nearly 40 percent of women in their 70s had some evidence of breast cancer at the time they died [10]. However, most of these people were never tested for these cancers and never knew of these problems. Diagnosis and treatment could have resulted in complications but are unlikely to have improved health [3].

Among those who do have problems, some may not benefit from treatment. For example, if smokers are screened for lung cancer, many cases can be identified [11]. However, clinical trials have shown that the course of the disease is likely to be the same for those who are screened and those not subjected to screening, even though screening leads to more diagnosis and treatment [12]. The harder we look, the more likely it is that cases will be found. A very sensitive test for prostate cancer may detect disease in ten men; eventually one man will die of the disease. These problems are not limited to cancer. Advanced MRI technology has revealed surprisingly high rates of undiagnosed stroke. One cross-sectional study of 3,502 men and women over age 65 found that 29 percent had evidence of mild strokes and that 75 percent had plaque in their carotid arteries [13].

William Black and Gilbert Welch, who are professors at the Dartmouth Medical School, make the distinction between disease and pseudodisease [14]. Pseudodisease, in their description, is disease that will not affect life duration or quality of life. A diagnosis followed by surgical treatment may have consequences, often leaving the patient with new symptoms or problems. The study of what happens to patients in terms of life expectancy and patient experiences is called outcomes research.

Outcomes researchers consider the benefits of screening and treatment from the patient’s perspective [15]. Using information provided by patients, quality of life and mortality outcomes are combined into quality-adjusted life years (QALYs). QALYs are estimated to evaluate whether patients are better off with or without screening and treatment [16]. The concept of QALYs will be described in great detail in Chapter 9.
What Is Disease?

The Merriam-Webster dictionary defines disease as “a condition of the living animal or plant body or of one of its parts that impairs normal functioning and is typically manifested by distinguishing signs and symptoms.” Disease, quite literally, is the lack of ease. It is apparent when there is dysfunction or symptoms.

The dictionary definition of disease raises several important questions. Do we have disease if there is not dysfunction, symptoms, or a lack of ease? In other words, what do we do about conditions that do not cause signs or symptoms? The answer is fairly clear. Pathological conditions that will cause signs or symptoms at some future time must qualify as disease. For example, high blood pressure is associated with the increased probability of stroke or heart attacks in the future [17]. Even though a condition does not cause symptoms or dysfunction now, it must be of concern if somewhere down the road it will cause early death, dysfunction, or other symptoms. And let us take this one step further. Suppose that a condition does not cause symptoms or dysfunction now and it will never cause early death, dysfunction, or symptoms. Does the condition then qualify as a disease?

In modern medicine, we know of many conditions that represent genuine pathology of a tissue but may never cause early death, dysfunction, or symptoms. In fact, this may be so for the majority of cases of prostate cancer [18]. In addition, the substantial majority of cases of low-grade breast cancer (ductal carcinoma in situ) would never affect people’s lives if they had not been diagnosed. Autopsy studies suggest as many as 60 percent of men die with prostate cancer while only about 3 percent of men die of prostate cancer. Similarly, autopsy studies have shown that nearly 40 percent of older women may have ductile carcinoma in situ (DCIS) at the time of death. However, only about 3 percent of women die of breast cancer [10].

These observations suggest that the reservoir of undiagnosed disease is quite large. Doing more tests significantly increases the number of cases that will be detected. Not only are we doing more tests; inevitably, as medicine and technology march on, new tests become available, and more often than not the new tests are much more sensitive and accurate than the old ones. But the question is, are they better—that is, do they actually result in better outcomes for patients? There is a lot of debate about how many doctors and how many tests are necessary. Between 1975 and 1995, the number of cardiologists doubled and the number of radiologists increased five-fold [19]. After the mid-1990s, training programs began to reduce the number of cardiologists and radiologists in training. For cardiology, the peak year was 1995, when there were 2,354 fellows in training programs. By 2003, the number had been reduced to 2,117 [20]. Similarly, the number of radiologists in training slowed in the last decade. However, both the cardiology and the radiology professions argue that there will be a serious shortage of diagnostic specialists in the future.
At least two factors account for this problem. First, the demographics of the population suggest that a higher proportion of all people will be elderly and in need of these diagnostic services. Second, diagnostic sub-specialties have new tools that make them more valuable. So, it is likely that we will soon see another increase in “diagnosis-heavy” or testing-heavy specialists. In fact, this problem has been made worse by payment schedules. While primary care doctors struggle to make ends meet, physicians specializing in testing and diagnosis have seen their relative incomes rise.

With more doctors having expertise in diagnosis and with better diagnostic technologies, we are discovering that more people are sick. For example, new spiral CT scans can detect hepatic lesions (lesions of the liver) that are less than 2 mm. In 1982, the smallest lesions that could be detected were 20 mm. Studies now suggest that MRI can detect abnormalities in the knees of 25 percent of healthy young men. When MRI is applied to the back, bulging discs are detected in 50 percent of adults, even though most of these adults do not have back pain. By age 50–59, 4 in 5 adults will have a bulging disc, even though there is no corresponding increase in the incidence of back pain. Figure 2.1 shows that the proportion of people with bulging discs increases systematically with age [23]. The two lines on the figure represent two different observers. Different radiologists do not see the pictures exactly the same, and the figure reflects this difference in judgment. However, the judgment of the two doctors is very similar.

Even though the rate of diagnosis is very high, it is expected to go even high as medical technology improves. The most recent advance is electron beam computerized tomography or CT. Using these methods, a healthy person can have their whole body scanned. This “whole body scanning” has become popular in nontraditional settings. Radio and television advertisements encourage people to go to a nonhospital free standing center to be scanned for problems they might even suspect. When applied to groups with moderate risk, a remarkably high percentage is identified as having a problem. For

![Fig. 2.1 Percent of disk bulges discovered by Magnetic Resonance Imaging (MRI) in volunteers without back pain (Jensen et al. [23])](image)
example, 75 percent of adults who undergo full body screening end up with additional diagnostic work up and about half of patients who get scanning for calcium in the coronary arteries end up with additional tests.

Surveys show that most adults in the USA rate their health status as excellent or good. However, diagnostic tests, especially many advanced and “whole-body” tests, suggest that very few of us are truly well. In fact, virtually all of us have some kind of a problem that can be detected with modern medical technology. But what does this mean in terms of how individuals should behave in seeking out medical treatment? And what does it mean in terms of how we as a society should invest in healthcare? What I propose is that we consider a new way to think about these personal and social questions about healthcare, and I summarize this new way of thinking in a single sentence: It may be okay to be sick.

Coming from a management professional in healthcare, that statement may sound hard-hearted or even crazy, but it is neither. In many cases, we are sick with pseudodisease rather than with true disease. In other words, problems that were once hidden but that we are now able to detect often turn out to be those that never cause symptoms, disability, or early death. One of the challenges we face and will increasingly face is that newer and better diagnostic techniques are only going to make this problem worse. It might be argued that advances in diagnostic technology actually produce harm because they identify pseudodisease rather than real disease. Among people diagnosed with pseudodisease, many will get additional tests and treatment. Some of these treatments result in complications that ultimately reduce quality of life. Older men with prostate cancer, for example, are most likely to complete their lives with no complications from their illness. Newer technologies that diagnose the problem may lead to treatments, which in turn may cause impotence or incontinence. Treatments sometimes do good, and even save lives, but we also must be aware that treatments can produce harm. The challenge is to know when to pursue treatment and when to leave well enough alone. To even begin to discuss the options, we have to take a look at the numbers.

Testing the Disease-Reservoir Hypothesis

According to the disease-reservoir process, the more we look for disease, the more likely we are to find it. Table 2.1, based on a *New England Journal of Medicine* article by Black and Welch [25] summarizes the percentages of people in the USA who die from breast cancer, prostate cancer, or thyroid cancer. The

<table>
<thead>
<tr>
<th>Site</th>
<th>Deaths (%)</th>
<th>Autopsy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast</td>
<td>3.0</td>
<td>39</td>
</tr>
<tr>
<td>Prostate</td>
<td>3.0</td>
<td>46</td>
</tr>
<tr>
<td>Thyroid</td>
<td>0.1</td>
<td>100</td>
</tr>
</tbody>
</table>
table also summarizes the rate at which these cancers are discovered at autopsy in at least some studies. About 3 percent of women die of breast cancer and 3 percent of men die of prostate cancer. Thyroid cancer is a relatively rare cause of death. It accounts for about 0.1 percent of all fatalities. However, autopsy studies show that large numbers of people who died of other causes have cancer that was never known to them. For example, for older women who die of noncancer causes some studies have shown that as many as 39 percent have some form of breast cancer [3] and nearly half of men who die of noncancer deaths actually had prostate cancer and never knew it. The most striking finding is for atypical cells in the thyroid. This condition will effect us all by our mid-70s. However, these atypical cancer-like cells in our thyroid glands will effect only one person in a thousand (Black & Welch).

The disease-reservoir hypothesis argues that the more we look for disease, the more likely we are to find it. If disease is there to be found, being aggressive in the search will turn up evidence. And sure enough, Welch and colleagues reported evidence using the number of slides per woman taken at autopsy and the probability of identification of ductal breast cancer. There is a systematic relationship positive correlation between the number of slides taken for examination and the likelihood that the woman is diagnosed with breast cancer (see Table 2.2). With only nine slides per woman, the DCIS rate has been reported to be close to 0 percent. However, in studies using 275 sample slides per woman, the rate of DCIS has been as high as 39 percent [10].

The connection between diagnosis and treatment raises several important issues. Since diagnoses typically lead to further treatment, people living in areas with high rates of diagnostic testing are more likely to get further workups for health conditions. Kaplan and Saltzstein [26] considered the problem of declining cancer rates among the oldest members of society. The study considered two issues. First, it asked how many women in each age group were diagnosed with cancer in situ (CIS). These are cases of cancer that are well confined and have not spread. The rate of diagnoses of breast cancer increases with age until about age 75. Thereafter, identification of new breast cancer systematically declines with age. This raises some interesting questions. Could it be that once women reach their mid-70s, their bodies resist cancer? Probably not. As noted above, autopsy studies show high rates of undiagnosed cancers in the bodies of women who died after age 75. Another explanation for the decline in cancer cases is that doctors stop looking for cancer in older women. The Kaplan and Saltzstein

<table>
<thead>
<tr>
<th>Reference</th>
<th>Slides</th>
<th>% DCIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bartow et al., 1987</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Kramer et al., 1973</td>
<td>40</td>
<td>4.3</td>
</tr>
<tr>
<td>Neilsen et al., 1984</td>
<td>95</td>
<td>14.3</td>
</tr>
<tr>
<td>Neilson et al., 1987</td>
<td>275</td>
<td>39</td>
</tr>
</tbody>
</table>
study also showed that the use of mammography increases until about age 75 and systematically declines in a manner parallel to the rate of known new breast cancer cases (see Fig. 2.2) [27].

The Geographic Distribution of Health Services

Another implication of the disease-reservoir hypothesis is that demand for health services is elastic. Since disease is common, it will be found when physicians look for it, and more will be found when they look harder. Yet, much of what is found is pseudodisease. Finding more will not necessarily result in better health outcomes. This conflicts with our traditional belief that most treatment is necessary.

We have always assumed that if a doctor diagnoses a disease, that disease exists. Furthermore, we assume that any two (or three or six) qualified doctors presented with the same problem will come to the same diagnosis. Keen observers are aware that there will be variability. Professionals make errors in diagnosis, but we assume that these errors are random. Thus, if the true distribution of disease is the same in different communities, we would expect the rates of reporting to be roughly equivalent. However, physicians are very different in the rates of illness they detect and in the services they recommend. Wennberg and his colleagues have devoted the past quarter century to the description of this problem [28, 29]. Wennberg suggests that a major factor in the use of medical services is “supplier-induced demand.” This implies that providers create demand for their services by diagnosing illnesses. When new
diagnostic technologies gain acceptance from physician groups, new epidemics of “disease” appear. One of the earliest documented cases of supplier-induced demand was described by Glover in the UK. Glover (cited by Wennberg [30]) recorded the rates of tonsillectomy in the Hornse Burrough school district. In 1928, 186 children in the district had their tonsils surgically removed. The next year, the doctor who enthusiastically supported tonsillectomy was replaced by another physician who was less attracted to the procedure. In 1929, the number of tonsillectomies declined to only 12.

Supplier-induced demand does not apply the procedures that are really necessary. In most surgical subspecialties, surgeons would agree on the need to perform surgery for some well-defined cases. These might include amputation of a toe with gangrene, removal of some well-defined tumors, or intervention to repair a compound fracture. However, for most surgical procedures, there is substantial discretion in the determination of need for surgery. In these cases, the number of surgeries may be related to the number of surgeons.

A Case Study

Boston, Massachusetts, and New Haven, Connecticut, are similar in a variety of ways. Both are traditional New England cities with multiethnic populations. The two cities have approximately the same climate, and both cities are home to prestigious Ivy-League universities, including distinguished medical schools. Since the cities are near one another, we would expect their costs for medical care to be approximately the same. Using data from the mid-1970s, Wennberg and colleagues [30] demonstrated that, in fact, medical care in Boston costs nearly twice as much as in New Haven.

In 1975, Medicare paid $324.00 per recipient per month for people in Boston and only $155.00 per month for residents of New Haven. The situation has not changed much. In 1989, per-capita hospital expenditures for acute care were $1,524 for residents of Boston and $777 for those living in New Haven. By 2000, medical care in the USA had changed, but most differences between practice in Boston and New Haven remained. One of the reasons that Boston and New Haven differ in cost is that patients are significantly more likely to be readmitted to the hospital for the same conditions in Boston. Figure 2.3 shows the comparison of readmissions between Boston and New Haven in 2000. Patients in Boston are readmitted 1.64 times for each time equivalent patients are readmitted in New Haven. For cancer surgery readmissions, Boston patients are readmitted 81 percent more often than New Haven patients.

Further study by Wennberg and his colleagues showed that Boston has more hospital capacity than does New Haven [31]. In Boston, there are 4.3 hospital beds for every 1,000 residents, while in New Haven there are fewer than 2.3 beds per 1,000 residents. Residents of Boston are more likely to be hospitalized for a wide variety of acute medical conditions than are residents of New Haven. For a variety of medical conditions, such as pneumonia or congestive heart failure,
Bostonians are more likely to be cared for as hospital inpatients, while residents of New Haven tend to be treated outside the hospital [28].

Boston is rich with medical institutions. New Haven has only one major medical school (Yale), while Boston has three (Harvard, Boston University, and Tufts). Furthermore, the Harvard Medical School is associated with a variety of different teaching hospitals. Boston has four hospitals associated with different religious establishments, while there is only one religiously affiliated hospital in New Haven.

The Boston vs. New Haven comparison is particularly interesting from a public-policy perspective. The US Medicare is a federal program meant to provide equal benefit to all of its recipients. In the 1970s, Medicare was spending twice as much in Boston as it did in New Haven [30]. The question must be asked, were New Haven residents getting a bad deal? Since the government was spending less on New Haven residents, it might be argued that their health should suffer. However, evidence does not show that residents of Boston are any healthier than residents of New Haven. In fact, some evidence implies that Boston residents may be worse off. As noted above people in Boston are more likely to be re-hospitalized for the same condition than people in New Haven [32]. Residents of Boston appear to have more complications from medical treatment. More may not necessarily be better. Indeed, there is some suggestive evidence that more may be worse [33, 32].

**Studies of Regional Variation in Service and Spending**

In 2005, an estimated $2 trillion was spent for hospital care in the USA. In other words, we spent more than $6,700 per person on health care (the data is from [Fig. 2.3 Difference in Medicare expenditures between Boston and New Haven](#)
the US Center for Health Statistics) [34]. Of course, that amount was not spent on each individual. You may not have not been hospitalized in 2005, but some people were hospitalized for extended periods or for services that were very expensive. Averages do not tell us much about individual cases.

Still, there are important lessons to be learned by looking at the overall expenditures data for different locales. Within the USA, we would expect the average costs to be similar in regions serving an equal number of people. Yet that is not the case. For most of my career I worked at the medical school at the University of California, San Diego. A few years ago, I moved to the University of California, Los Angeles. My physical move took me only about 100 miles, and the communities are demographically very similar. However, the differences in how medicine is practiced are surprisingly different. Using the most recent data in 2006, Medicare was spending an average of $11,639 per recipient in Los Angeles and $6,654 in San Diego for services offered during the last two years of life. In other words, Medicare is spending $1.75 in Los Angeles to purchase the same package of services that they spend $1.00 just 120 miles down the road. A summary of variation in spending is shown in Fig. 2.4. Differences between total Medicare (Parts A and B) 2005 expenditures in San Diego and Los Angeles health services areas are summarized in Fig. 2.4. The lowest cost Los Angeles health service area (Torrence) was more expensive than the highest cost community (La Mesa) in San Diego County. Considering Los Angeles as a benchmark, Glendale, had 2005 expenditures that were 97% of those in Los Angeles. The most expensive San Diego community of La Mesa, had mean per recipient expenditures that were 69% of what was spent per recipient in Los Angeles. The San Diego County community of La Jolla, had expenditures that were only half of those in Los Angeles. There was very little overlap between

![Fig. 2.4 Total 2005 Medicare expenditures in Los Angeles and San Diego HSAs](image-url)
the San Diego and the Los Angeles markets for total Medical reimbursements, total Part A expenditures, total Part B expenditures, percent of Medicare deaths occurring within a hospital, inpatient hospital reimbursement, hospital admission during the last six months of life, Part B reimbursements to physicians, and reimbursements for professional and laboratory services.

The analysis of Medicare claims has an important methodological advantage over virtually any other database because Medicare pays for healthcare for essentially all individuals 65 years or older. The analyses use essentially the entire claims data base or a representative 5 percent sample. These include hundreds of millions of claims, so the usual sources of sampling error are essentially absent from these analyses. What is most striking about these studies is that the amount of healthcare delivered in different geographic regions is highly variable. Some regions get much more than others. However, we have very little evidence that those living in areas that receive more care have better health outcomes than those living in areas that receive less care.

**Variation and Cost**

Many medical conditions are associated with higher prevalence and treatment than others, as shown on the map. For example, there is not large variation in treatment options for problems such as fracture of the hip. Patients who fracture their hips are likely to be admitted to the hospital wherever they live. However, the Dartmouth group estimates that 80 percent of patients who are admitted to hospitals have been diagnosed with high-variation medical conditions, such as pneumonia, chronic obstructive pulmonary disease, gastroenteritis, and congestive heart failure. They argue that hospital capacity has a major influence on the likelihood that a patient will be hospitalized. This relationship is illustrated in Fig. 2.5. The figure shows the relationship between hospital beds per 1,000 residents and hospitalization for high-variation medical conditions. The correlation between hospital beds and admissions is a remarkable 0.76. In hospital-referral regions where there are fewer than 2.5 beds per 1,000 residents, the hospital discharge rate for high-variation conditions was 145 per 1,000. Among regions that had more than 4.5 beds per 1,000 residents, the rate was 219.8. In other words, more beds means more hospitalizations. These data argue that the decision to admit a patient to the hospital is influenced by factors other than the patient’s medical condition. When beds are available, they are more likely to be used. When more hospital beds are used, healthcare costs go up.

The number of beds best predicts medical care use for medical admissions. As Fig. 2.5 suggests, the relationship is weaker for surgical admissions. The bottom line on the figure shows the relationship for hip fracture. This is an interesting case because there is little discretion in the decision to hospitalize someone for hip fracture. When hospitalization is truly necessary, as in the case...
of that condition, the number of beds available no longer predicts the number of hospitalization rates.

It seems plausible that communities with greater hospital resources are better able to care for their populations. More healthcare should lead to more health. However, several analyses have shown that people are slightly more likely to die in communities where more acute hospital care is used [33]. The obvious explanation is that these communities have people who are older, sicker, or poorer. Careful analyses controlling for age, sex, race, income, and a variety of variables related to illness and the need for care have been carried out. None of these variables was able to explain the relationship. In other words, the analysis suggests that more is not better. In fact, it implies that more may be worse [33, 35].
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Modern biology, physiology, and anatomy have done wonders for our understanding of disease. New techniques in radiology allow visualization of even minor anatomical defects. Contemporary laboratory methods offer advanced diagnoses of countless major and minor illnesses. The scientific basis for understanding disease has never been better. In the last decade, our insights into the basic mechanisms of disease have advanced at an incredible pace, and there is every reason to believe that the breadth and depth of our understanding will continue to grow at an extremely rapid rate.

Beliefs about the basis of disease guide decisions about medical intervention. But they also influence personal health decisions and public-health policies, investment and research agendas in private corporations and academic institutions, and government funding as well as donations to charities for a wide variety of healthcare delivery and medical research programs. Our beliefs about or mental representations of disease are sometimes called “illness models,” or just “models.” Before our modern understanding of disease, models that we now joke about dominated medical thinking. The Greek philosopher Hippocrates (460–377 BC) described four basic temperaments, known as “humors,” in relation to physical characteristics. These ideas were expanded by the Greek-born Roman physician Claudius Galen (129–216 BC), who believed that all diseases were caused by imbalances between the four humors, and that the humors were related to personality characteristics as well as bodily fluids. The sanguine humor, derived from blood, was connected with a cheerful, confident, and optimistic temperament. Choleric humor, believed to be physiologically derived from yellow bile, was associated with an easily angered temperament. Black bile was believed to be the root of a depressed temperament and melancholic personality. Calm, sluggish, and unemotional temperaments were believed to result from phlegm, or the phlegmatic humor. Galen constantly did detailed studies in anatomy and physiology, reportedly employing 20 scribes to help document his findings, and his influence was enormous and long-lasting. For nearly 1,500 years, his teachings formed the basis of medicine and medical care in most of the Western world. It was not until the seventeenth century that Vesalius, an anatomist from northern Europe who also lived in France and Italy, began to disassemble Galen’s dictums. Galen’s scientific
observations were detailed, systematic, and credible, but they were also wrong in many important ways. They fed mental models of illness that misled western physicians and other healers for centuries—including most of our recorded history.

Among all the wrongheaded notions about disease in premodern medicine, perhaps the most dramatic were those relating to mental problems. For centuries, it was believed that what we call mental illness resulted from possession by demons. Brutal approaches were used to rid sufferers from the spirits that controlled their behaviors and emotions. But as easy as it is to be flabbergasted or appalled by primitive reactions to “possession,” even today many health decisions are influenced by, and sometimes thwarted by, traditional cultural beliefs. A fascinating book by Anne Fadiman documents the struggle of a Laotian family, members of the Hmong tribe, caught between their traditional beliefs about their child’s chronic illness and an American healthcare system ill-equipped to grapple with the problem. *The Spirit Catches You and You Fall Down* chronicles the story of a child with epilepsy. At 3 months of age she had a seizure, which her family believed had resulted from the slamming of their home’s front door by an older sister. In their culture, seizures were regarded as a sign of wisdom. They believed that the young child’s soul had left her body and become lost to a different guiding spirit. Highly trained American doctors in California, the family’s adopted home, of course worked on the young girl’s case based on a modern medical mental model of illness, with a set of assumptions and treatments completely different from that of the family’s. In the end, because of repeated mishandling and miscommunication, largely the result of a thorough-going cultural disconnect, the child was seriously harmed by overmedication and died by the age of 7. Of course, mental models of disease can also enhance understanding, insight, and practice. They are by no means always, or even mostly, an impediment to sound diagnoses and beneficial treatment. The point here, though, is their power. Models direct decisions about how we care for ourselves and for others. What may seem logical and credible to one culture might be unacceptable to another. Knowledge about the mechanisms of disease continually evolves, and it is likely that many of our current conceptualizations will require modification.

New data may even force us to abruptly revise one of our mental models of illness. A personal example may help illustrate the point. For various reasons, I believed that extracts of Echinacea roots could be used to treat or prevent the common cold. Echinacea was a common remedy among Native Americans and has been used as a treatment for the common cold for more than 100 years. The mechanism was believed to work through the up-regulation of the immune system and inflammatory responses. For several years, I swallowed Echinacea pills each time I experienced the early symptoms of a cold. I was not alone. Echinacea was used by literally millions of people around the world. However, Turner and colleagues [1] eventually conducted a randomized clinical trial to systematically evaluate the benefits of Echinacea. The results suggested that Echinacea has absolutely no effects on established infections or on the
prevention of the common cold. I wanted to disbelieve the results, but the study was so well designed and executed that I have been forced to alter my mental model. The following winter I went without Echinacea and also went cold-free.

The Human Body: Component Parts or Systems?

The art of medicine concentrates on diagnosis (finding problems) and treatment (fixing problems). Put at its simplest, the task of physicians might be described as “find it and fix it.” The find-it-fix-it model exemplifies what engineers call linear thinking. The linear model has been the predominant view of the universe since the time of Sir Isaac Newton, who focused his attention on discrete components of the universe and analyzed how these components existed independently of one another but had cause-and-effect relationships. Many things work in a linear fashion. The environment receives relatively little attention. Ackoff [2] explained that the industrial revolution, which began in England in the eighteenth century, ushered in new ways of thinking that dominated nearly all fields for several centuries. This thinking was built on the foundation of three linear-model concepts: reductionism, analysis, and mechanism.

Reductionism is a belief that anything we experience or investigate can be better understood by examining its component parts. Just as an automobile is made up of thousands of individual parts, we assume that human beings are also a conglomeration of parts, and that by examining these parts individually, we can better understand how the body functions or malfunctions.

Analysis is the process by which things are divided into their components. These things may be tangible, such as the human body or a machine. However, ideas can also be disassembled.

Mechanism, the third basic component of linear thinking, is the belief that cause and effect can be described by one relationship. If $x$ causes $y$, we may understand the mechanism of $y$ by manipulating $x$.

Understanding complexity is a fundamental goal of science. In the nineteenth century, Descartes proposed reductionism as a remedy to being overwhelmed by information. According to Descartes, complicated phenomena could be understood by dividing them into their component parts. It was assumed that this division would not distort the phenomenon that was being studied. This approach has led to many productive advances in science. It is also apparent, however, that there are dense interconnections among the component parts of most phenomena and that linear models do not always tell the whole story. Virtually all sciences have come to this same conclusion [3].

A recent and increasingly popular alternative to linear thinking is “systems” thinking, which emphasizes consideration of the whole rather than the individual parts. A system is defined as a whole; it is not divided into independent parts. The functioning of each part cannot profitably be understood independent of the functioning of other parts. Understanding the value of individual parts is lost when the whole is disassembled [4].
Traditional scientific analysis represents an attempt to understand organisms by taking them apart and examining each part separately. This type of linear-model analysis is often very useful in determining the structure of an organism, but it very often will not supply us with much information about function. The traditional find-it-fix-it medical model builds upon traditional linear thinking. If a prostate gland is too large, it must be surgically reduced, high blood pressure must be lowered, and hyperactive children must be made less active. Certainly, mechanistic thinking has produced some sensational successes. Many patients benefit from hernia repairs, total joint replacement, and the pharmaceutical control of blood pressure. However, finding and fixing one problem often creates a new problem. Easy solutions, even those derived from understanding of basic mechanisms of disease, might set off or open the door to new problems. The human body is made up of highly complex systems, and intrusion into any one system is likely to affect other systems. Lung disease, for example, may affect the kidneys, the heart, and the circulatory systems. The systems are all connected and cannot be understood independently of one another.

The difference between linear and system thinking goes beyond basic physiology. It also applies to entire systems of healthcare. For example, because a healthcare system is a complex set of interconnections, tinkering with one component may have consequences for other components of the system. In later chapters, we will see that public policies designed to attend to one problem might create problems elsewhere. For example, well-intended policies designed to expand health insurance coverage for preventive health services may result in increased premiums for health insurance, which in turn may result in the loss of healthcare insurance for many people because some employers might choose, in light of the increased expense, to discontinue offering insurance for their employees. So the initial impulse to increase the number of people covered might end up actually reducing the number covered.

**Chronic versus Acute Disease**

Linear models of human diseases can in some cases be very misleading and result in inappropriate treatment decisions. For example, it was once believed that people who had high levels of protein in their urine were in need of more protein in their diet—the logic being that they had to replace the protein lost in the process of excretion. Today, we know that exactly the opposite course of treatment is what is really needed: People with kidney disease, which often results in high levels of protein in their urine—need to avoid high levels of dietary protein. Similarly, people with back problems were once told to avoid any activity. The result was atrophy in other muscle groups and an increased chance of dangerous blood clots. Today, there a few conditions for which total bed rest is advised. The shortcomings of linear models can even apply to illness
in general: The predominant belief that most diseases have a remedy should in all likelihood be scaled back, because in many cases leaving well enough alone is as effective as the best medicines.

The twentieth century saw remarkable advances in medicine and medical care, but many challenges remain at the beginning of the third millennium. The enemies of the modern physician have changed. One of the major accomplishments of traditional linear-model medicine has been the reduction of deaths from infectious diseases, at least in the industrialized world. Today, people in developed societies rarely die of tuberculosis, smallpox, and polio, which not too many decades ago were killers feared by everyone. Instead, now most of the challenges in the industrialized world come from chronic illnesses. These diseases require people to adapt and modify their lifestyles, meaning that much of our healthcare effort has had to switch from a curing model to a caring model. This may require new thinking about the definitions of health and healthcare.

Contemporary healthcare developed in the course of the twentieth century to attend to acute diseases, which typically were diagnosed and then treated (though sometimes patients would get better on their own). Confirming the diagnosis of an acute illness often involves a biological test done in a laboratory; patient reports about symptoms are often downplayed or disregarded as unreliable. Over the last five decades in economically advanced societies, the acute disease model has pretty much determined the planning and constructions of hospitals and laboratories, the development of training programs, and the creation of medical subspecialties [5]. However, the acute disease model now has significant limitations because the major patient population burden on our healthcare system has shifted from acute to chronic disease, but our systems for care have not kept up.

Chronic diseases typically have multiple causes, and people who have one chronic condition typically have other chronic diseases as well. The Medical Outcomes Study was a major effect to understand the long-term health consequences of common chronic diseases. The study began by recruiting patients who had one of six chronic diseases. For example, there was a hypertension sample, a chronic lung disease sample, and so on. However, over 90 percent of the participants in the study had at least one additional chronic condition—above and beyond the one they represented in the study [6].

Chronic diseases present other challenges. In contrast to acute diseases, which typically last for a relatively brief interval of time, chronic conditions are, by definition, usually not cured. As a result, patients must adapt to the problems brought on by the disease for prolonged periods of time, and psychological and social factors are often of key importance. Patients’ interpretation of the condition and adaptation to the problem cannot be ignored.

A different conceptual model, referred to as the outcomes model [7], is needed to measure the consequences of chronic illness. In contrast to the traditional biomedical model, which requires identification of a basic disease mechanism, the outcomes model emphasizes all behavioral and social as well as physical consequences of the patient’s condition. Sometimes, the exact
biological determinants are unknown. While some people believe no medical treatments are of value unless the biological pathway underlying the disease is understood, the outcomes model recognizes that biologic pathways may never, in the case of some chronic conditions, be fully understood [8]. Furthermore, some behavioral risk factors affect health outcomes through a variety of different biological pathways. For example, researchers spent years attempting to identify the impact of tobacco use upon specific organs. Separate studies presented the effects of cigarette smoking on lung cancer, heart disease, emphysema, oral cancers, and so on. By looking at the disease-specific impact of smoking and emphasizing the specific biological models, the total impact of tobacco use was underestimated. The outcomes approach links tobacco use to deaths from all causes and to reductions in quality of life. Considered from this perspective, the impact of tobacco use is huge, accounting for an estimated 19 percent of all premature death [9]. Taken in its totality with the outcomes model, tobacco use is far and away the leading cause of preventable death in the USA.

Common-Sense Models

Many decisions about healthcare are based on common-sense models, which describe the ways patients conceptualize their own illness. The models are based on understandings of the illness that result from experience of the symptoms, as well as other life experiences. These common-sense models often differ significantly from the biomedical views of illness.

Studies indicate that the way patients conceptualize their illness is important in determining the distress that they experience. For example, one study evaluated 69 breast cancer patients before and after treatment. The assessment that was conducted before treatment included extensive information about stress and the way that the patients conceptualized their cancer. Those who thought of their cancer as chronic or relapsing reported more anxiety, depression, and worry about recurrence than those who thought of their cancer as an acute illness. These belief patterns affected the way that the patients went about their treatment. Not surprisingly, mental models are important in guiding patients’ treatment choices and compliance [10].

In another study, Horowitz, Rein, and Leventhal [11] conducted semi-structured interviews with 19 patients suffering from congestive heart failure (CHF). Most of the patients conceptualized CHF as an acute rather than a chronic disease. They tended to think of their symptoms as problems that could be addressed with treatment. The patients did not seem to recognize that the symptoms were expected to worsen over time. The interviews indicated that patients often sought acute care in emergency rooms when they had exacerbations of their symptoms. They tended not to manage their symptoms on a routine basis as is advised for patients with CHF. The acute disease mental
model common among CHF patients may have led them to treat their chronic disease as if it was acute. They should have been using self care on a chronic basis, not just when they had symptoms.

Statistics and Mental Models

Statistical information reported in the media may have a substantial impact on mental models. Interpreting the results of large clinical studies can be very difficult. We often read newspaper articles about astounding results in new clinical studies. These studies lead to the expectation of a large benefit from intervention. The Physicians’ Health Study is one example. In this experiment, approximately 22,000 physicians were divided into two groups [12]. One group was assigned to take 325 mg of aspirin every other day. The other half took placebos. The study was stopped early because the benefit was so strong. Those taking aspirin experienced a 72-percent reduction in the rate of myocardial infarction (MI or heart attack). There is little ambiguity. Everyone should take aspirin. Or should they?

The Physicians’ Health Study raises a number of important questions. Where does the 72 percent come from? Does it mean that 80 percent of participants would have experienced a heart attack and the percentage was reduced to 8 percent? Well, not exactly. The 72-percent reduction is what epidemiologists refer to as “relative risk reduction.” Relative risk reduction is defined by the event rate in the control group minus the event rate in the experimental group divided by the event rate in the control group (see Table 3.1). In the Physicians’ Health Study, there were 18 fatal heart attacks in the control group and 5 fatal heart attacks in the experimental group [13]. The calculations are shown in Table 3.2.

Clinical epidemiologists argue that patients should also be given information about the absolute risk reduction (ARR). ARR is simply the event rate in the control group minus the event rate in the experimental group. In the Physicians’

<table>
<thead>
<tr>
<th>Table 3.1</th>
<th>Calculation of relative risk reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>CER – EER</td>
<td>CER</td>
</tr>
<tr>
<td>where</td>
<td>CER = control event rate</td>
</tr>
<tr>
<td>EER = experimental event rate</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3.2</th>
<th>Calculation of absolute risk reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>22,000 participants, half assigned to 325 mg aspirin every other day half to placebo</td>
<td></td>
</tr>
<tr>
<td>5 fatal MI cases on aspirin, 18 on placebo</td>
<td></td>
</tr>
<tr>
<td>$RRR = \frac{(18/11,000 - 5/11,000)}{(18/11,000)} = 0.72$</td>
<td></td>
</tr>
</tbody>
</table>

Note: Values have been rounded to the second decimal.
Health Study, fatal heart attacks were quite rare in both groups. The event rate in the control group was 18/11,000 while the event rate in the group taking aspirin was 5/11,000. The calculations are in Table 3.3. Less than 0.16 percent (16 percent of a single percentage point) had heart attacks in either group. By taking aspirin every other day, the physicians reduced their chances of dying from a heart attack by approximately 0.4 percent (or about four-tenths of 1 percent). Certainly this looks and feels much less impressive that a “72 percent reduction.”

To make things even more complicated, aspirin did not change the life expectancy of the participants. At the end of the first phase of the study, 44 physicians who had taken aspirin had died and 44 physicians who had taken a placebo had died. There was absolutely no difference in the chances of being alive. This is shown in Fig. 3.1. Although the causes of death were slightly different, the total number of deaths summed to the same number. Figure 3.2 shows cardiovascular deaths and nonvascular deaths versus those participants in the study who were alive and healthy at the follow-up. In the figure, all causes of mortality are graphically compressed toward the bottom, indicating that the vast majority of the participants (about 99.6 percent in each group) were alive when the results were published.

Another example of how relative risks are sometimes misconstrued can be seen in the Helsinki Heart Study. In this experimental trial, 2,051 men were

### Table 3.3 Calculation of absolute risk reduction (ARR) (Permission not needed)

- Simply subtract the absolute risks

\[
ARR = (\text{CER} - \text{EER})
\]

Physicians Health

\[
ARR = \frac{18}{11,000} - \frac{5}{11,000} = 0.001636 - 0.000454 = 0.001182
\]

![Fig. 3.1 Total mortality in the Aspirin component of the Physicians’ Health Study. Overall the number of physicians who died was identical in the Aspirin and the Placebo conditions (Steering Committee of the physicians’ Health Study Research Group [12])](image-url)
randomly assigned to take Genfibrozil twice daily for 6 years [14]. Genfibrozil is a drug that lowers cholesterol. Another 2,030 men were randomly assigned to take placebos for the same period of time. There were 14 deaths from heart disease in the Genfibrozil group and 19 in the placebo group [15].

Table 3.4 summarizes the calculation of relative risk reduction and the ARR. As reported in the newspapers, there was a 27-percent reduction in relative risk. However, the ARR was about 0.3 percent (three-tenths of 1 percent). This was because virtually everybody in the study was well and free of heart disease at the end of the trial. The 27-percent reduction in deaths from heart disease seems like a substantial benefit. To me as an individual, however, chances of avoiding a heart-attack change by far less than 1 percent. As in the Physicians’ Health Study, the Helsinki Heart Study also had a complicated result for total mortality. At the end of the study, 45 participants in the Genfibrozil group had died (2.19 percent of the participants), in comparison with 42 deaths in the placebo group (2.07 percent of the participants). In other words, chances of being alive were slightly better for those taking the placebo, although the difference was not statistically significant (see Fig. 3.3).

When results are reported in terms of relative risk reduction, patients may think that there are enormous benefits associated with popular treatments. This is clearly so with regard to taking cholesterol-reducing medication. Most patients taking these medications think that they are likely to die if they avoid the medication and that the medication provides very strong protection. After all, newspaper articles have informed them that their chances of dying will be

![Fig. 3.2](image-url) Absolute change in death in the Aspirin component of the Physicians’ Health Study. The open area of each column shows the proportion of physicians who were alive and well at the end of the study—approximately 99.6% in both groups.

### Table 3.4 Calculation of relative risk reduction and absolute risk reduction in the Helsinki Heart Study

<table>
<thead>
<tr>
<th></th>
<th>RRR</th>
<th>ARR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(19/2030) – (14/2051)/(19/2030) = 0.27</td>
<td>0.0094 – 0.0068 = 0.0025</td>
</tr>
</tbody>
</table>

Note: figures have been rounded
reduced by 27, 35, or 44 percent. However, at the individual level, chances of dying or having a heart-attack change very modestly. In many cases, the differences in mortality between treated and untreated patients are less than 1 percent. In the case of the Helsinki Heart Study, the chances of being alive for these high-risk men were 98.8 percent in the Gemfibrozil group and 98.9 percent in the Placebo group. These are hardly numbers that would motivate most of us to ask for a prescription. The numbers chosen to describe the benefits of treatment can make a big difference in what patients ask for and what doctors prescribe.

How did so many people develop such high expectations of benefit? One reason is that they were led there by some highly credible sources. Websites from the American Heart Association, pharmaceutical companies and healthcare advocates present the risks of heart disease as binary: if you have an elevated risk factor, then you are more likely to have a heart attack. They provide surprisingly little information on how much absolute and relative risk is associated with various factors. As a result, many people have a mental model leading them to believe that a minor elevation in the risk factor makes them very likely to experience a bad outcome. In fact, for most people, minor elevations of a single risk factor have an extremely modest effect on their relative risks of a bad outcome. Furthermore, the mental models associated with treatment often lead people to believe that taking medication alleviates their risks. As we have seen in two examples, the chances of having a bad outcome are changed by a remarkably small amount if medication is taken.

In order to help people understand these issues, clinical epidemiologists have proposed terms such as the number needed to treat (NNT). The NNT is defined

![Fig. 3.3 CHD and non-CHD deaths in the Helsinki Heart Study](image-url)
as the number of people who would need to be treated in order for one person to be helped. The NNT is simply 1 divided by the absolute risk ratio. In the Physicians’ Health Study, for example, the ARR was 0.00118. That was obtained using the calculations shown in Table 3.3 (ARR = 18/11,000 – 5/11,000 = 0.001636 – 0.000454 = 0.001182). In order to calculate the NNT, we simply divide 1 by that number. The result is 846. It is obtained as: 1/0.00118 = 847. This means for each 847 physicians treated with aspirin, one heart attack will be avoided. For the other 846 physicians who take aspirin every other day, no benefit is obtained. The result sounds quite different from the 72-percent reduction in heart attacks noted in the original newspaper articles.

We often act on the basis of our conceptual mental models of illness, and sometimes these models are physiological—they represent our understanding of what is wrong with us. But there are also mental models associated with the probability of benefit from treatment. Much of the information about healthcare available in the media leads us to believe we will get substantial benefits from preventive treatments. Usually, this is because the information is presented in terms of relative risk reduction. To an individual, relative risk reduction may provide relatively little information. Most people want to know how their own chances of a bad outcome are changed by treatment. In some cases, these chances are changed only very slightly. The point is that there is a lot of information that stimulates incorrect mental models about the expected benefits of treatment. In some of the remaining chapters, we explore these issues in more detail and comment on how they ultimately affect major decisions—societal as well as personal—about health and healthcare.

Mental Models and the People We Most Trust

Understanding risks and health benefits can be pretty complicated. The problems themselves are hard to understand, and there we are constantly confronted with conflicting information. This chapter offers examples of how information about screening can be spun in very different ways. Confronted with such complex and confusing information, many turn to those they trust most. These include nonprofit organizations and trusted public figures. Although most of the public nonprofits are excellent organizations, they have a vested interest in finding cases of the diseases they care about. More cases mean more donations, more research dollars, and a bigger political constituency.

The American Heart Association devotes the entire month of September to cholesterol. They call it “National Cholesterol Awareness Month.” Their website tells readers that over 100 million Americans have cholesterol levels that may require treatment. The site links the reader to an industry-sponsored section on cholesterol-lowering drugs, which are described as very effective.

Most of the pharmaceutical companies have eloquent and attractive websites describing their products. The website from Pfizer Pharmaceuticals begins by
saying, “We are talking a lot about cholesterol, and high cholesterol levels, but many people don’t really understand what it is.” The site goes on to explain that LDL cholesterol can lead to heart disease and cites the American Heart Association as saying, “Experts recommend that all adults over the age of 20 should have their cholesterol measured at least once every 5 years.” The site emphasizes the need for everybody to be tested and to use the Pfizer product (LIPITOR) if their cholesterol level is elevated. This is good business for Pfizer because, according to their evidence, about one in two adults will qualify for treatment.

The American Cancer Society also emphasizes screening and early detection. Their website recommends a variety of screening tests. For example, the American Cancer Society recommends screening for breast cancer starting at age 40, and clinical breast exams starting at age 20. These recommendations conflict with virtually all scientific organizations that have reviewed the same evidence. The US Preventive Service task force is an independent panel of experts in primary care and prevention that systematically reviews the evidence of effectiveness and develops recommendations for clinical preventive services. They recommend beginning mammography screening at age 50. Similarly, there have been a variety of reviews in other countries, and virtually all of them have concluded that screening is of little value before age 50. The American Cancer Society also states that, beginning at age 50, the PSA blood test and digital rectal exam should be offered each year for all men. Furthermore, they recommend that these tests be done earlier for African American men and men with a family history of prostate cancer.

Both the American Cancer Society and the American Heart Association state that early intervention saves lives. However, it is celebrities rather than physicians and scientists who most often promote these views to the general public. The American Heart Association has a direct link to the Pfizer web page. Pfizer sponsors the “Cholesterol Low-down,” a national education program. Actor Henry Winkler promotes the program. Mr. Winkler urges all Americans to get their cholesterol checked in order to “take action today for a healthier heart tomorrow.” The stated purpose of Mr. Winkler’s advocacy is to “dispel myths about heart disease,” and he refers to new “heartbreaking” statistics. According to the website, a 10-percent reduction in cholesterol might reduce the incidence of heart disease by 30 percent. (We will return to these numbers in a full discussion of lower cholesterol in Chapter 7.) Before Henry Winkler’s role as the national spokesman, Regis Philbin, Debbie Allen, Dick Clark, Mary Wilson, Vicki Lawrence, and Valerie Harper had held the role.

One study examined the impact of celebrity endorsements on screening for breast cancer, prostate cancer, and colorectal cancer: 360 women aged 40 and older and 140 men aged 50 and older participated in a national survey. The survey used a random digit-dialing method to ensure representativeness. Nearly three-quarters of the women respondents reported having seen or heard a celebrity talk about mammography, 63 percent of the men had heard of celebrity endorsements for PSA testing, and about half of the adults had heard celebrity endorsements for colorectal cancer screening. Figure 3.4 summarizes
the impact of celebrity endorsements on people old enough to be tested. About one-quarter of the women who had heard celebrities endorse mammography reported being more likely to get the test. Similarly, 31 percent of the men reported that they were more likely to get the PSA test because they had heard a celebrity endorsement. For colorectal cancer screening, 37 percent of the respondents reported being more likely to get an invasive test because of a celebrity endorsement [16].

This chapter has challenged two common beliefs about the nature of illness. First, we challenged the belief that components of the body work in a linear fashion. Certainly few physicians or physiologists would argue for a linear model. Nevertheless, the belief in the linearity of biological systems is commonly promoted to support treatments for common chronic illnesses. The acute disease model is the second concept challenged in this chapter. Our healthcare system, and many of our beliefs about the potential of healthcare, is based on the premise that disease can be found and fixed. Again, it would be hard to find a medical professional who would not recognize that most of the cost and effort in contemporary healthcare is devoted to chronic disease. However, how is the potential of medicine to deal with chronic disease communicated to the public? Most of the public nonprofit charities cling to the message that common chronic diseases can be found and fixed.

We have perpetuated some questionable beliefs about health and about the care people must receive for chronic medical problems. The consequence is excessive cost in the chase for treatments that may be of limited value. The following chapters spell out some of the reasons why we are being led in the wrong direction and suggest some new mental models for shaping our choices. In health and healthcare, these models require continual evaluation, and healthcare professionals and researchers are accustomed to this reevaluation process. Over the course of time, few approaches to medical care remain constant, and consumers as well as healthcare providers will have to learn how and why our policies and practices will change.
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Chapter 4
What Is Disease and When Does It Begin?

A close friend recently shared her reaction to being diagnosed with cancer. The diagnosis occurred 11 years ago, but her memories are vivid. “I can remember the day my doctor told me I had cancer,” she said. “That was the day my life changed. Before that, I had been completely healthy.”

My friend talked as though her cancer began the day her doctor told her about it. But is that really when the disease started? Most likely, the disease had been developing for years before the diagnosis. In this chapter, we will explore a variety of misperceptions about chronic disease. These misperceptions of chronic illness are common and may have a profound effect on how we make decisions about treatment, how resources in healthcare are spent, and why we often neglect to look in the right place for resolutions to health problems.

Common Perceptions of Chronic Disease

Beliefs about chronic illness influence decisions about screening, treatment, and health habits. A variety of common beliefs about the origin of a disease may not be correct. For example, many people think that disease starts near the time of diagnosis. However, evidence suggests that many chronic diseases start years before they are diagnosed [1, 2]. A second common belief is that diseases are binary—you either have the disease or you do not have it. In reality, most chronic diseases exist on some kind of continuum. A third common belief is that all diseases must be treated and that untreated disease will likely lead to death or disability. In fact, diseases have natural histories. Sometimes they get better on their own. In other cases, chronic diseases linger but never have an important impact on a person or his or her lifestyle. Finally, it is commonly believed that bad health outcomes usually result from failure to detect disease early. Certainly this is true in some cases. Yet, in other cases early detection is of little value. For example, early detection of a disease that will not eventually result in death, disability, or symptoms maybe of little importance [3]. Similarly, detection of a disease for which there is no effective treatment cannot lead to a remedy that will make the patient better.

Melanoma is the most deadly form of skin cancer. It would seem a good idea to find more cases of melanoma and to find them as early in the disease process as possible. However, at least in older adults, the benefits of early detection of melanoma may not be so clear. Welch and colleagues [4] studied US Medicare records between 1986 and 2001. They noted a significant increase in the incidence of melanoma during this period. Furthermore, they discovered there was a parallel increase in early-stage cases. However, the rate of diagnosis for late-stage disease and the mortality from melanoma did not change at all during this interval (Fig. 4.1).

Why was the rate of melanoma diagnosis increasing? Welch and colleagues argued that there is a reservoir of undiagnosed mild melanoma. These cases, particularly in elderly Medicare patients, are not likely to reduce life expectancy.

However, an increased rate of biopsy could reasonably be expected to yield more diagnosed cases. Indeed, this is what the researchers found. For each of 14 years, the researchers estimated the rate of skin biopsy for the nine areas of the USA that report data to the National Cancer Institute’s Surveillance Epidemiology and End Results (SEER) program. Data from the SEER program also allowed them to estimate the rate of discovery for new cases of cancer. There was an observation for each of the nine geographic locations for each of the 14 years, resulting in the 126 data points shown in Fig. 4.2. The graph shows that the more we look, the more we find. New cases of melanoma are systematically related to the use of more biopsies. Welch and colleagues suggest that many of the biopsies done for older people offer little clinical benefit. As shown in Fig. 4.1, finding more cases does not result in a reduced melanoma death rate. Among the newly diagnosed cases, many will receive treatment even though the treatment is not likely to extend life or improve quality of life [4]. Of course, this study has important limitations. It could be that there are more biopsies because there is truly more cancer and that treatment is saving those who have the

Fig. 4.1 Incidence of melanoma and death from melanoma between 1986 and 2001. (Welch et al. [4])
diagnosis. Only more research will allow us to evaluate this alternative. However, Welch and colleagues make a very persuasive case that more aggressive testing results in more aggressive treatment, but more treatment does not leave people much better off.

Prostate cancer offers another example of diagnosis that adds to the case-load, but does not increase life expectancy. For many years, urologists have reported a strong correlation between age and positive biopsy for prostate cancer, and it has even been suggested that all men will develop prostate cancer if they live long enough. A study of accidental deaths in Detroit men shows a systematic relationship between prostate cancer and age. Of those routinely autopsied, only about 1 in 12 men have prostate cancer if they died in their 20s, but the proportion increases to 8 of 10 men by age 80, as shown in Fig. 4.3. (Note in the figure, the relationship between age and prostate cancer is the same for both Caucasian and African-American men.) Thomas Stamey, a Stanford professor of urology, reported that his institution performed biopsies of every prostate that had been removed beginning in 1983. They also had data on PSA tests. Stamey reported that prostate cancer rates systematically increase as men get older, but that the PSA test related only to prostate size, not to prostate cancer. Although Stamey had been a major advocate for the PSA test in the 1980s, by 2004 he published an article declaring, “The era of serum prostate specific antigen as a marker for biopsy of the prostate and detecting prostate cancer is now over in the USA [6].”

Fig. 4.2 Skin biopsies and melanoma 100,000/ population in 1986, 2001, and the interval 1987–2000. (Welch et al. [4])

Fig. 4.3 Prostate cancer among 525 Detroit men who died of violence or in accidents; 314 African Americans (dark bars), and 211 Caucasians (light bars). (Sakr et al. [5])
When Does Chronic Disease Begin?

The day of diagnosis is an important milestone. Being told you have a chronic illness is very scary, and for many people it is life-changing. Yet, date of diagnosis is rarely the date that the disease started. In many cases the two dates are not even close.

Figure 4.4 summarizes the atherosclerosis timeline, illustrated with a kind of “time lapse” artist’s conception of how a section of coronary artery can deteriorate over time. Over the course of a lifetime, plaque builds up under the endothelial wall of the artery, and the artery gradually narrows. Eventually, this plaque can rupture, resulting in a blood clot that may completely close the coronary artery. This is called a myocardial infarction (MI) or heart attack.

Many people think their disease started the day of their heart attack. However, Fig. 4.4 summarizes anatomical evidence that the process takes decades. Foam cells may become abnormal in the first decade of life. By the mid-20s, fatty streaks begin to develop within the artery. From the third decade of life many people develop intermediate lesions, and the narrowing of the artery continues. By the fourth decade, many people have fibrous plaque and damage to smooth muscle and collagen. Ultimately, the heart attack is a result of a gradual process that has been evolving over the course of at least four decades [8].

There is ample evidence to support this view. Some of the first studies involved veterans from foreign wars. In 1955, Enos and colleagues reported on 300 autopsies from people who had died in the Korean conflict [9]. The average age at death was 22.1 years. Among these young men, 77.3 percent had

![Fig. 4.4 Atherosclerosis timeline. (Adapted from Pepine et al. [7])]
early signs of coronary artery disease. In 1971, McNamara and colleagues reported on autopsies of 105 Vietnam casualties of [8] the same average age—22.1 years [10]. They found that 45 percent had evidence of significant coronary artery disease. Figure 4.5 summarizes the findings from a series of autopsies by Strong and colleagues [11]. They examined the abdominal aortas of 2,876 young people who had died of violent causes in the USA. These deaths include traffic accidents, murders, and suicides, but none were deaths from known disease. The innermost part of an artery is called the intima and the investigators looked at the percentage of the intima affected by disease. Although the young victims were more than two and a half times more likely to be male, the group included both black and while and both male and female victims. The top two lines in the figure summarize the proportion young people in the 15- to 19-year-old age group who had lesions that were greater than 5 percent of the intimal surface. Remarkably, nearly 90 percent of subjects had these lesions. By age 30, 95 percent of the young people had these lesions. Raised lesions might be cause for genuine clinical concern. The figure shows that by age 30, fully 40 percent of these young victims had raised lesions.

While the indications of what constitutes coronary artery disease were different in the studies by Enos, McNamara, and Strong, all three of the studies lead to one inescapable conclusion: Even among very young men, the incidence of early signs of coronary artery disease is stunningly high. The reservoir of undiagnosed coronary disease is huge. Other studies have come to the same conclusion [12, 13] using different methodology including noninvasive imaging of the coronary arteries [13]. Each shows essentially the same result. If we look for disease even early in life, it is likely to be found.

Many years ago, Armenian and Lilienfeld [14] reported that cancer may take a very long time to develop. The original hypothesis was published in 1974 [15] and was followed up with a detailed review in 1983 [14]. Among the many
studies that support this idea are investigations of migration. It has been known for some time that women from southern Italy have a lower rate of breast cancer than women in northern Italy. However, many women migrate from south to north or from north to south. Berrinal and a group of Epidemiologists from Milan studied these migration patterns. They found that the risk of breast cancer is most associated with the place of residence early in childhood. Women who migrated from the south to the north before puberty still maintained the low characteristic risk pattern of southern Italians. This may suggest that the incubation period for breast cancer may be 20 years and could be as long as 40 years. The date of the diagnosis tells much more about the time someone suspected the disease than it does about the date the disease began.

Other studies have examined the relationship between cigarette smoking and breast cancer. Studies have shown that the amount of exposure to tobacco is related to the development of several cancers. One analysis of nearly 90,000 female participants in a Canadian study about breast cancer found that having started smoking early in life was one of the best predictors of breast cancer. After controlling for total exposure to cigarettes, total duration of smoking remained an important predictor. This suggests that exposure to cigarettes early in life is an important risk factor and that the latency period for the development of breast cancer could be many decades [16]. Often, when a chronic disease like cancer or coronary artery disease is discovered, we feel that emergency action must be taken. Having a heart attack is an emergency and it is clear that emergency action is in order. That can save lives. However, the diagnosis of other chronic diseases may be the identification of a process that has been going on for many years. Often the diagnosis does not signal an emergency because it is not clear that the consequences of taking immediate actions outweigh the benefits.

**What are the Implications of These Findings?**

Diagnosis is the first step on the way to treatment. It is very difficult not to offer a treatment when a disease has been discovered. We know, for example, that a high percentage of all adults have narrowing of their coronary arteries. If tests are used to look inside the arteries, the likely result is that disease will be found. Once disease is discovered, there will be motivation to provide treatment.

Coronary artery bypass graft (CABG) surgery uses harvested arteries or veins from elsewhere in the patient’s body to bypass narrowed coronary arteries and improve the blood supply to the heart muscle. It is a very complex procedure that requires opening of the chest, removal of ribs, and the use of a heat and lung machine. Transluminal coronary angioplasty (PTCA) is coronary angioplasty, a procedure in which a catheter is inserted to open up a blocked coronary artery and restore blood flow to the heart muscle. It is less invasive, less expensive, and faster to perform than CABG. The term angioplasty literally
means “reshape.” A balloon is inserted and inflated to reshape the narrowed artery. Sometimes a device known as a “stent” is placed in the artery to help keep it open.

Using Medicare claims data, Wennberg and colleagues studied the relationship between the use of angiography, a method to look inside the arteries, and the likelihood that people would get invasive treatment for heart disease. They accomplished this by studying Medicare claims from 306 hospital referral agencies in the USA. The result is shown in Fig. 4.6. The population of Medicare claims in the USA (everyone in the USA falls into one of the 306 services areas) they discovered a systematic relationship between the incidence of angiography following a heart attack and the likelihood of intervention. Each dot in the figure represents one of the 306 hospital service areas. The slope of the line suggests that there is approximately one intervention, either by surgery or by angioplasty, for each 1.5 episodes of angiography. Further study, however, revealed essentially no correlation between the number of procedures and the prevalence of disease.

Acute MI is the most common cause of morbidity and mortality in both the USA and Canada. However, the two countries approach the treatment of cardiovascular disease (CVD) differently. Invasive cardiac procedures such as coronary angiography are performed considerably more often in the USA than in Canada. Some years ago, my colleagues at UCSD noted that about 8 of every 10 well-insured patients in San Diego received angiography following a heart attack if they were treated in private hospitals [17]. However, only 40 percent patients at the San Diego Veterans Affairs Health Center received the procedure following a heart attack. In Vancouver, only 20 percent of post-MI patients got angiography, and only 10 percent of patients in Sweden received the procedure. This variation might be acceptable to the doctors and well-insured patients in San Diego if we knew that more care led to better health. However, there was little evidence that more aggressive care produced better results. Controlling for the seriousness of the heart attack (measured by and index of how well the heart is able to pump blood), the probability of surviving an MI in San Diego, Vancouver, and Sweden was comparable.

Fig. 4.6 Relationship between angiography and procedures in Medicare claims. (Dartmouth Atlas of Health Care, 1998 [18])
One study evaluated the use of invasive cardiac procedures in the USA and Canada by comparing the care of 224,258 elderly Medicare recipients in the USA and 9,444 older patients in Ontario, Canada. Each of these patients had been the victim of heart attack after 1991. Among American patients, 34.9 percent underwent coronary angiography, while only 6.7 percent of the Canadian patients received this procedure (see Fig. 4.7). Having coronary angiography increases the likelihood that other invasive procedures will be performed. Among the American patients, 11.7 percent underwent transluminal coronary angioplasty in comparison with 1.5 percent of the Canadian patients. Furthermore, 10.6 percent of the American patients vs. only 1.4 percent of the Canadian patients underwent coronary artery bypass surgery (Fig. 4.8). Figure 4.9 summarizes the mortality rates for these patients. It might be presumed that American patients are better off because they are more likely to obtain the latest and more “aggressive” procedures. However, mortality rates 30 days following the attack were comparable in the two countries (21.4 percent vs. 22.3 percent). Furthermore, the mortality rates 1 year later were virtually identical (34.3 percent in the

![Fig. 4.7 Cumulative rate of angiography in the USA and Canada by weeks following myocardial infarction. (From Tu et al. [19])](image)

![Fig. 4.8 Cumulative rate of PT and Coronary Artery Bypass Graft (CABG) surgery in the USA and Canada by weeks following myocardial infarction. (From Tu et al. [19])](image)
USA vs. 34.4 percent in Canada). These data suggest that the use of high-
technology medical procedures is much more likely in the American system
than in the Canadian healthcare system. However, there is no clear evidence
that patients benefit, at least in terms of survival [19].

These results are challenging. They suggest that more may not be better.
Countries that look harder for disease find more disease. This is exactly what we
would expect if the disease-reservoir hypothesis is correct. On the other hand,
finding more disease is clearly related to treating more disease. The difficulty is
that countries that treat more do not necessarily have better patient outcomes.
In fact, some evidence suggests that more aggressive care results in poorer
rather than better patient outcomes [20, 21].

A second implication is that screening may not always be valuable. Argu-
ments against screening have been most clearly articulated in a book by Gilbert
Welch [22]. Welch, a practicing physician, knows how difficult it is to deliver a
diagnosis of cancer. On the other hand, he systematically demonstrates that not
all cancer results in poor outcomes. Some cancers do not progress, and there is
even some evidence that untreated cancers can be conquered by a well-function-
ing immune system. Unfortunately, we know very little about the natural
history of cancer because the disease is rarely left untreated. We do know that
the value of screening for cancer can be somewhat limited. Because this is such a
complex and controversial problem, an entire chapter (Chapter 5) is devoted to
it. Suffice it to say here that we still have relatively little evidence that cancer
screening is a good use of resources [23]. We do know that screening is typically
quite expensive and that the cost of screening is quite high in relation to other
uses of healthcare resources. Cost-effectiveness analysis is complex and con-
troversial, so an entire chapter (Chapter 9) is devoted to this problem as well.

---

Fig. 4.9 Cumulative mortality in the USA and Canada by weeks following Myocardial
Infarction. (From Tu et al. [19])
Primary versus Secondary Prevention

This chapter has raised some thorny issues. It began by challenging the commonly held belief that disease starts near the time of diagnosis. Although this may be true for acute diseases, most chronic diseases develop slowly, over the course of many years. By the time they are diagnosed, it is likely that the disease has been evolving gradually. And it remained unknown only because diagnostic technology had not discovered it. Sometimes the disease went undiagnosed because the patient lived in an area where doctors did not perform the test or because the doctors did not use tests powerful enough to find the problem. For example, the smallest prostate cancer that can be detected with modern tests is a mass of at least 1 billion cells. That same tumor, at one point, had only 1 million cells, and before that 100,000. We only call it disease when it reaches the point where modern technology can find it. This challenges the common belief that disease is binary. In other words, it may not be appropriate to think of diseases as either present or absent. Most disease falls somewhere along a continuum.

We also challenged the belief that all diseases must be treated. In fact, most of us have multiple problems and these problems may not affect us during our lifetimes. Of course, this makes the decision about how to care for ourselves and what medical services to use much more complex. Early detection of disease may result in better health outcomes, but there are also circumstances in which early detection may do no good, or even cause harm. In Chapter 5, we will deal with methods that help sort out this complex set of problems.

Perhaps the most challenging lesson is that most of what we call preventive medicine is really not about preventing disease. Screening tests are used to detect diseases that are already progressing. The art and science we call “preventive medicine” is often about early detection rather than disease prevention. The evidence reviewed in this chapter suggests that much of what we believe to be “early” detection is really detection of disease at a relatively advanced phase.

There is evidence that some things really do prevent disease. For example, cigarette smoking is clearly related to the development of cancer and heart disease. By preventing young people from smoking, we could significantly reduce the burden of these terrible diseases. However, we devote remarkably little attention and effort to true prevention. The US Centers for Disease Control and the National Institutes of Health (NIH) have developed a National action plan for the prevention and treatment of heart disease. Part of the challenge is that 95 cents of each dollar spent on heart disease and stroke care in the USA is devoted to treatment, and only about 5 cents per dollar is devoted to prevention [24]. Certainly we can do better.
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Chapter 5  
Screening for Cancer

The American Cancer Society has promoted breast cancer screening through a number of celebrities, including Soraya, a Colombian Grammy Award winning singer and songwriter with great appeal in the Hispanic community. Soraya is a 36-year-old breast cancer survivor. She is also a spokeswoman for the Susan G. Komen Breast Cancer Foundation. In 2006, the ACS estimated that 212,920 women in the USA would be diagnosed with breast cancer. Furthermore, the society projected some 40,970 breast cancer deaths for 2006. Stunned by these data, Soraya decided to take a break from her music career to promote mammography, the American Cancer Society’s main weapon in the war against the disease.\(^1\) In the official view of the ACS, mammography is the essential tool for identifying cancer early so that it can be stopped in its tracks.

Yet, despite the broad appeal and acceptance of mammography and other cancer-screening tests, there is lingering concern about the scientific justification for their use. The issues are complex and often emotionally charged. In this chapter, we will look into the controversy and consider the impact of screening tests on patients and on healthcare costs.

There are at least three important approaches to tumor prevention. One approach involves interventions to reduce cancer exposures or to manipulate genetic predispositions so that cancer never begins. A second approach requires screening so that disease can be detected and treated early. The third approach involves treatment of established disease to prevent it from progressing further. Among these three approaches, the second—screening for early detection—has received the most support from healthcare professionals and the greatest acceptance by the general public.

The American Cancer Society and other groups around the world have launched intensive campaigns to persuade the public that an aggressive approach to screening and medical intervention saves a significant number of lives. But do the facts bear out these conclusions about screening and medical intervention? The belief that screening saves lives is built on a foundation of

conflicting evidence. And more problematically, our faith in screening has resulted in the rapid growth of cancer-screening programs, to the point where they now consume an extremely large share of our healthcare resources, which in turn means that less money is available to spend on other important health-care programs. Ultimately, exaggerated faith in cancer screening may harm public health by absorbing resources that might have been better used elsewhere. I want to begin looking in detail at this controversial topic by offering documentation of the public enthusiasm for screening.

Public Enthusiasm for Screening

Americans are enthusiastic about cancer screening. In one recent public opinion poll, Schwartz and colleagues interviewed a random sample of 500 adults selected from throughout the USA. Some 87 percent of the respondents reported that cancer screening is almost always a good idea, and most (approximately 74 percent) endorsed the belief that cancer screening saves lives [1]. Moreover, 77 percent of male respondents said they would continue trying to have the PSA test even if their doctor did not recommend it, and 74 percent said that they would continue to have colonoscopy or sigmoidoscopy when it was not recommended [1]. Aronowitz documented the tireless campaign by the American Cancer Society to persuade the public not to delay in obtaining cancer tests. In fact, the campaign was prominent throughout the entire twentieth century, despite continuing questions about the efficacy of early detection [2]. Apparently, these messages have been effective. Schwartz and colleagues, in the study cited above, note that only 2 percent of the population feels that there are too many cancer-screening tests.

Let us consider some other examples. Persuasive evidence suggests that pap smears performed on a yearly basis provide almost no information beyond what pap smears done at 3-year intervals provide [3]. However, the survey results suggest that 58 percent of women would try to maintain their current schedule of pap smears even if their doctor recommended more time between tests. Similarly, even though several evidence-based reviews suggest that mammography might provide little or no value for women older than age 75 [4, 5], there is very little organized effort, at least in the USA, for establishing a recommended upper age limit for this kind of screening. It should be noted, however, that the USA is in a minority of countries that do not recommend an age at which to stop screening: In Finland, screening ends at age 59, while Australia, Canada, and Iceland stop at age 69. The UK stops at age 64, and Sweden only screens until age 69 [6]. And even in the USA, the rate of screening for older women falls off after the age of about 75, suggesting that physicians intuitively know the diminished value of the test and stop ordering it [7]. Two related questions then face us: Why is there not a widely publicized age-limit recommendation, and what effect would such a recommendation have on the
public’s perception? (The Schwartz study found that 41 percent of the population would label an 80-year-old who declined a mammogram to be “irresponsible.”)

How strong is the belief that more testing is always better than less? It seems the public is not deterred even by bad experiences with tests. Over a third of the men in the Schwartz survey had experienced at least one false positive. Yet, in retrospect, 98 percent of these individuals were glad they had taken the test, and most would do it again. In fact, 100 percent of those who had experienced a false-positive PSA test were still glad that the tests had been administered [1].

The public is clearly persuaded that cancer screening is a good idea. At the same time, professional organizations that have systematically reviewed the evidence have raised serious questions about the benefits of common tests such as mammography (particularly for the pre-menopausal woman) [8] and the PSA test [9–13]. Is the between professionals and consumers serious enough to require a change in public-health policy and education?

Questions about the Value of Screening on Public Health

One of the most challenging studies about the effectiveness of screening comes from data collected in a research project on breast cancer in France [14]. The study found that while in 1980, there were only 300 mammography machines in France, by the year 2000, 2,511 mammography machines were being actively used to screen French women. Figure 5.1 shows the increase in the number of cases of breast cancer detected in France during this interval. In 1980, French doctors were diagnosing about 20,000 cases of breast cancer per year. By the year 2000, there were 20,364 more cases diagnosed than had been discovered in 1980. This stunning 100-percent increase in diagnoses over 20 years (1980–2000) should in fact not be stunning, but expected if there is a reservoir of undiagnosed cases. However, we would also assume that early detection would result in a decline in the number of women who died from breast cancer, based on the belief that early detection should help large numbers of women survive longer. But the news, unfortunately, is not so good. In the USA, the rate of death from breast cancer has been constant over the last 40 years, despite substantial increases in the number of cases detected. Figure 5.1 shows that the same is so in France. If anything, there has been a slight increase in the number of women who died of breast cancer, even adjusted for population growth. Since the number of diagnoses has gone up, it appears that more women are surviving breast cancer. However, the alternative explanation, derived from the disease-reservoir hypothesis, is that screening has led to the discovery of more cases of nonthreatening breast cancer.
Biases in the Interpretation of Screening Studies

In order to understand controversies and misunderstandings surrounding screening, it is necessary to consider two biases: lead-time bias and length bias.

**Lead-Time Bias**

Cancer screening may result in early detection of disease. Survival is typically calculated from the date that disease is documented until death. Since screening is associated with earlier disease detection, the interval between detection and death is longer for screened cases than for unscreened cases. Epidemiologists refer to this as *lead-time bias*. Figure 5.2 illustrates this bias.

Imagine that two men developed prostate cancer in 1990 and both died in 2003. Hypothetically, the progression of the cancer was the same in these two men. The man represented by the top line of Fig. 5.2 was screened in 1990 and the cancer was detected. After this diagnosis, he lived 13 additional years, before his death in 2003. The man shown on the lower line did not receive screening but was diagnosed with prostate cancer shortly after he developed urinary symptoms in 2000. After his diagnosis, he lived three additional years. Survival for the man represented at the top appears to be much longer than that for the man represented on the bottom, even though the interval between developing cancer and dying is exactly the same.

---

*Fig. 5.1* Breast cancer diagnoses and deaths in France: 1980–2000. During that period the number mammography machines increased eight-fold, the number of women diagnoses nearly doubled, but deaths slightly increased rather than decreased as would be expected if more cases were caught early. (Duperray and Junrod [14])

Biases in the Interpretation of Screening Studies

In order to understand controversies and misunderstandings surrounding screening, it is necessary to consider two biases: lead-time bias and length bias.
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Figure 5.2 shows changes in survival among those diagnosed with prostate cancer according to the ACS. These data prompted this conclusion: “Over the past 30 years, the survival rate for all stages combined has increased from 50 percent to 87 percent [15].” The report also concluded that these changes were attributable to advances in cancer diagnosis and treatment.

The claims made by the ACS are doubtful, and have even been dubbed the “myth of 5-year survival [16].” Observational (nonrandomized) studies are unable to separate lead-time bias from treatment effect, and it has been suggested that increased survival associated with screening can be attributed to lead time and not to early detection and treatment [17, 18]. The only way to eliminate lead-time bias is to perform randomized clinical trials with long-term follow-up. In randomized trials, all participants have an equal chance of being assigned to the treatment or to a control group. The reason these trials are important is that the control group is used to learn about the natural history of the disease. In other words, we can determine how many people die of cancer if we do not screen and treat them. Many people feel that it is unethical to use a control group. However, most studies on cancer screening show that those in the control group are equally likely, if not more likely, to survive in comparison with those who are screened and treated.

Length Bias

Tumors progress at different rates. Some cancers are very slow-growing, while others progress very rapidly. In some cases tumors may regress, remain stable, or progress so slowly that they never produce a clinical problem during an ordinary lifetime. These cases might be described as pseudodisease because they are not clinically significant [19]. The probability that disease is detected
through screening is inversely proportional to the rate of progression. For example, with rapidly progressing disease, early detection may not produce a clinical benefit because cases are detected too late. On the other hand, diseases that progress very slowly, with very long preclinical phases, are more likely to be detected by screening. However, it is exactly because they progress so slowly that these detectable diseases may never cause clinical problems.

Figures 5.3 and 5.4 illustrate this issue. The two middle horizontal lines in Fig. 5.3 show the point at which a test can detect a disease (test threshold) and the point at which signs and symptoms of a disease are apparent (clinical threshold). The top horizontal line shows the point at which a patient dies from the disease. The diagonal lines show what happens to four people with rapidly or slowly developing cancers. (The steeper the incline, the more rapid the development of the cancer; Patient “A” has the most rapidly developing disease, and Patient D the slowest.) Patient “A,” represented by the leftmost diagonal line, reaches the test and clinical thresholds relatively early, and then goes on to die from the disease. Patient “D,” in contrast, represented by the rightmost diagonal, never reaches the test threshold. Before the disease progresses to that point, she dies from another cause. In other words, she never knew she had the disease, but it did not matter because she died of another cause long before the disease would affect her, and even before it would show up on a test. In other words, this patient had what we have earlier described as pseudodisease.

It is useful to consider, in terms of advances in medical technology, how the graph in Fig. 5.3 would be likely to change in the near future. We know that test thresholds are going to go down, as test equipment becomes more sensitive, and as new screening technologies come into widespread use. This inevitable lowering of the test threshold line is shown in Fig. 5.4. Clearly, new tests will be able to detect disease earlier. If we take the same four hypothetical patients with the same type of disease from Fig. 5.3, we see that patient “D” will now most likely be faced with a problem. Even though she is most likely to die of other causes long before she has any signs or symptoms of her disease (at the clinical
threshold), she will now need to face the fact that she is sick. That knowledge may not do her much good, and it is likely to cause her harm.

### Does Screening Find the Wrong Cases?

The rationale for screening is that disease can be caught in its earliest stages. In the case of cancer, this rationale makes at least two important assumptions. First, it assumes that the test will find cancer at early stages. Second, it assumes that early treatment works better than late treatment. Welch challenged both of these basic assumptions [16]. First, he questioned whether screening identifies the most important cases of cancer. Imagine two people with the disease. In one case (Patient B), the disease is very slow-growing and may take 30 or 40 years before it causes death. In the other case (Patient A), the interval between the beginning of the disease and death from cancer is only 6 months. Imagine now that individuals are screened every 5 years. For the slow-growing cancer, the test would identify disease each time it was administered. For a 50-year-old man with prostate cancer, for example, assume the disease was there at the first screening and it was there each time the test was re-administered at ages 55, 60, 65, 70, 75, and 80. Even though the disease was found on each test, it never affected the man’s lifestyle, and he died of another cause before he had a chance to die of his cancer.

Patient A had a very rapidly growing cancer that started around age 50 and was detected at age 52, when the disease reached the clinical threshold. The test was unable to identify the disease at age 50, and at the point in time when the man would have been 55 years old, he was no longer alive to be tested. Welch points out that Patient A would have benefited from early detection, while Patient B may have been harmed. (With his slow-growing cancer, Patient B would never have been affected by the disease, but in fact is likely to have received treatment.) In contrast, Patient A may have benefited from treatment, but his cancer would probably not be found early enough by screening, at a point in time when he could be helped.

---

**Fig. 5.4** Length Bias with newer test. With advanced testing the test threshold will be reduced and cases that will never be clinically important will get labeled as disease. (Adapted from Black and Welch [19])
The perceived benefits of screening often lead to more screening. This is summarized in Fig. 5.6, based on the work of Welch and his colleagues. As shown in the figure, the scheme takes increased cancer testing as a starting point, at the top of the figure. As a result of increased testing, we might find more cancer (indicated on the left side of figure). More cancer detection suggests the development of an “epidemic” of cancer and the need for more aggressive screening. The right side of the figure shows that some of the early cancer detection is actually pseudodisease, which will never result in early death or reduced quality of life. Even though the disease might never have affected a person in his or her lifetime, people with detected cancers now become, after

**Fig. 5.5** Detection of rapidly progressing and slowing progressing cancers. Slowing progressing cancers may never reach the clinical threshold, but can be detected very early. Rapidly progressing cancers might be missed at screening because they are below the test threshold. However, they progress to severe disease and death rapidly. The most serious cancers are the ones most likely to be overlooked by screening.
testing positive, cancer survivors. Because the disease is detected early, the 5-year-survival rate increases, and this in turn feeds the perception that we are winning the war on cancer. The result: an even more aggressive program to screen for cancer.

What do RCTs on Screening Tell Us?

The best scientific method for the evaluation of cancer screening is to conduct randomized clinical trials (RCTs), in which patients are randomly assigned to screening or to usual care. Table 5.1 summarizes 12 randomized clinical trials, previously reviewed by Black and colleagues [31], in which total mortality was reported. The trials consider a wide variety of screening interventions including screening for breast cancer, screening for colorectal cancer, and screening for lung cancer. Follow-ups ranged from 3 years to over 20 years. The table lists the problem under study, describes the intervention and control conditions, and how many people were studied (noted as n). Finally, it shows the number of disease-specific and all-causes deaths in the intervention condition (noted as I) and the control condition (noted as C). The most striking feature of the table is that, when all causes of death are considered, virtually all of the trials fail to show a benefit of screening. Although the great majority of trials do not support the benefits of screening to reduce total deaths, many authors point to a more positive report on breast screening in New York. This study by Shapiro and colleagues provided the scientific basis for many breast cancer-screening programs. However, among the studies in Table 5.1, the study by Shapiro et al. was the most difficult to interpret because the actual number of people who participated was not clearly reported.

Statisticians and clinical trial experts typically apply the “intention-to-treat” principle. When participants are randomly assigned to treatment or control conditions, they are usually kept in that group for all analyses. This reduces a variety of biases, including biases that result when patients select the treatment they prefer (selection bias). Another problem with the Shapiro study is that it did not use the intention-to-treat principle. About one-third of the treatment group refused to be screened and was eliminated from the analyses. This group had a significantly higher mortality rate and would have further shifted the result away from the benefits of screening.

Table 5.2 summarizes the outcomes of the studies in Table 5.1, excluding the difficult-to-interpret Shapiro study shows the proportion of people who benefited from screening. The table provides information on disease-specific deaths and the so-called all-causes deaths in the intervention and control groups for all interventions. The table also summarizes the all-causes mortality and the proportion of all cases who died in the follow-up interval for the intervention and control groups. Finally, the table summarizes the ARR for disease-specific and for all-causes mortality. The AAR is the proportion of those who died in the
Table 5.1  Summary of clinical trials with reports of total mortality

<table>
<thead>
<tr>
<th>References</th>
<th>Problem</th>
<th>Intervention</th>
<th>Control</th>
<th>Follow-up</th>
<th>Disease-Specific deaths</th>
<th>All-Causes deaths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shapiro et al. 1988</td>
<td>Screening for breast cancer women age 40–64</td>
<td>Mammography plus clinical breast exam&lt;br&gt;$n = 30,131$ (20,128 completed test used in analysis)</td>
<td>Usual care&lt;br&gt;$n = 30,565$</td>
<td>18 years</td>
<td>I = 263&lt;br&gt;(1%)&lt;br&gt;C = 307&lt;br&gt;(1%)</td>
<td>I = 73.7/10,000 person years</td>
</tr>
<tr>
<td>Laszlotabar et al. 1989</td>
<td>Screening for breast cancer</td>
<td>Mammography $n = 77,080$</td>
<td>Not invited for screening $n = 55,985$</td>
<td>7.9 years</td>
<td>I = 160</td>
<td>I = 6,899</td>
</tr>
<tr>
<td>Andersson et al. 1998</td>
<td>Screening for breast cancer in women aged &gt;45</td>
<td>Five rounds of Mammography at intervals of 18–24 months $n = 21,088$</td>
<td>Not invited for screening $n = 21,195$</td>
<td>8.8 years</td>
<td>I = 63</td>
<td>C = 66</td>
</tr>
<tr>
<td>Bjursta et al. 1997</td>
<td>Screening for breast cancer in women aged &lt;50</td>
<td>2-view mammography 18-month interval $n = 11,724$</td>
<td>Not screened until 6–7 year $n = 14,217$</td>
<td>10 years</td>
<td>I = 18</td>
<td>C = 40</td>
</tr>
<tr>
<td>Roberts et al. 1990</td>
<td>Screening for breast cancer in women aged 45–64</td>
<td>Oblique and craniocaudal view mammography; Clinical examination $n = 23,226$</td>
<td>Not invited for screening $n = 21,904$</td>
<td>7 years</td>
<td>I = 68</td>
<td>C = 76</td>
</tr>
<tr>
<td>Miller et al. 1992 [24]</td>
<td>Screening for breast cancer in women aged 40–49</td>
<td>Mammography; Physical examination of the breasts $n = 25,214$</td>
<td>Single physical examination of the breasts $n = 25,216$</td>
<td>11–16 years</td>
<td>(To end of 1996)</td>
<td>I = 413</td>
</tr>
<tr>
<td>Miller et al. 2000 [25]</td>
<td>Screening for breast cancer in women aged 50–59</td>
<td>Annual 2-view mammography (craniocaudal &amp; mediolateral oblique views); Annual physical exam; Taught self-exam $n = 19,711$</td>
<td>Physical exam only $n = 19,694$</td>
<td>13 years</td>
<td>I = 88&lt;br&gt;(11.9%)&lt;br&gt;C = 90&lt;br&gt;(12.9%)</td>
<td>I = 647 (88.1%); C = 600 (87.1%)</td>
</tr>
<tr>
<td>References</td>
<td>Problem</td>
<td>Intervention</td>
<td>Control</td>
<td>Follow-up</td>
<td>Disease-Specific deaths</td>
<td>All- Causes deaths</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------------------------------------------</td>
<td>--------------------------------------------------</td>
<td>---------------------------------------</td>
<td>-----------</td>
<td>-------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Mandel et al. 2000 [26]</td>
<td>Screening for colorectal cancer in people aged 50–80</td>
<td>Fecal occult blood test with rehydration; Tested Annually: $I_1 = 15,570$ Tested Biennially: $I_2 = 15,587$</td>
<td>Not invited for screening $n =$ 15,394</td>
<td>13 years</td>
<td>$I_1 = 121$ $I_2 = 148$ $C = 177$</td>
<td>$I_1 = 5,236$ $I_2 = 5,213$ $C = 5,186$</td>
</tr>
<tr>
<td>Harcastle et al. 1996 [27]</td>
<td>Screening for colorectal cancer in people aged 45–76</td>
<td>Fecal occult blood screening $n = 76,466$</td>
<td>Not invited for screening $n =$ 76,384</td>
<td>7.8 years</td>
<td>$I = 360$ $C = 420$</td>
<td>$I = 12,624$ $C = 12,515$</td>
</tr>
<tr>
<td>Kronborg et al. 1996 [28]</td>
<td>Screening for colorectal cancer in people aged 45–75</td>
<td>Fecal occult blood screening (Biennial Hemoccult II without rehydration) $n = 30,967$</td>
<td>Not invited for screening $n =$ 30,966</td>
<td>10 years</td>
<td>$I = 205$ $C = 249$</td>
<td>$I = 6,228$ $C = 6,303$</td>
</tr>
<tr>
<td>Kubik et al. 1990 [29]</td>
<td>Screening for lung cancer in cigarette-smoking males aged 40–64</td>
<td>6-monthly screening by chest x-ray and sputum cytology $n = 3,171$</td>
<td>No asymptomatic investigation $n =$ 3174</td>
<td>5 years including 3 years of annual chest x-rays</td>
<td>$I = 85$ $C = 67$</td>
<td>$I = 341$ $C = 293$</td>
</tr>
<tr>
<td>Reference</td>
<td>Proportion dead from specific cause intervention</td>
<td>Proportion dead from specific cause control</td>
<td>ARR specific</td>
<td>Proportion dead from all-causes intervention</td>
<td>Proportion dead from all-causes control</td>
<td>ARR all causes</td>
</tr>
<tr>
<td>--------------------------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>--------------</td>
<td>---------------------------------</td>
<td>---------------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td>Laszlotabar et al. 1989</td>
<td>0.002</td>
<td>0.003</td>
<td>0.001</td>
<td>0.092</td>
<td>0.094</td>
<td>0.002</td>
</tr>
<tr>
<td>Andersson et al. 1998 [21]</td>
<td>0.003</td>
<td>0.003</td>
<td>0.000</td>
<td>0.087</td>
<td>0.088</td>
<td>0.001</td>
</tr>
<tr>
<td>Bjurstam et al. 1997 [22]</td>
<td>0.002</td>
<td>0.003</td>
<td>0.001</td>
<td>0.036</td>
<td>0.037</td>
<td>0.000</td>
</tr>
<tr>
<td>Roberts et al. 1990 [23]</td>
<td>0.003</td>
<td>0.003</td>
<td>0.001</td>
<td>0.058</td>
<td>0.071</td>
<td>0.013</td>
</tr>
<tr>
<td>Miller et al. 1992 [24]</td>
<td>0.004</td>
<td>0.004</td>
<td>0.000</td>
<td>0.021</td>
<td>0.021</td>
<td>0.000</td>
</tr>
<tr>
<td>Miller et al. 2000 [25]</td>
<td>0.004</td>
<td>0.005</td>
<td>0.000</td>
<td>0.037</td>
<td>0.035</td>
<td>−0.002</td>
</tr>
<tr>
<td>Mandel et al. 2000 [26]</td>
<td>0.008</td>
<td>0.011</td>
<td>0.004</td>
<td>0.344</td>
<td>0.345</td>
<td>0.001</td>
</tr>
<tr>
<td>Harcastle et al. 1996 [27]</td>
<td>0.005</td>
<td>0.005</td>
<td>0.001</td>
<td>0.170</td>
<td>0.169</td>
<td>−0.001</td>
</tr>
<tr>
<td>Kronborg et al. 1996 [28]</td>
<td>0.007</td>
<td>0.008</td>
<td>0.001</td>
<td>0.208</td>
<td>0.210</td>
<td>0.002</td>
</tr>
<tr>
<td>Kubik et al. [29] 1990</td>
<td>0.027</td>
<td>0.021</td>
<td>−0.006</td>
<td>0.134</td>
<td>0.119</td>
<td>−0.015</td>
</tr>
<tr>
<td>Marcus et al. 2000 [30]</td>
<td>0.073</td>
<td>0.066</td>
<td>−0.007</td>
<td>0.613</td>
<td>0.606</td>
<td>−0.007</td>
</tr>
</tbody>
</table>
control group minus the proportion who died in the intervention group (see Chapter 3). If the number is positive, there is a benefit of screening; when the number is negative, screening may cause harm. As the table shows, the ARR for all-causes mortality is remarkably small. Among 11 trials, 5 had overall mortality in the direction opposite direction to what was expected and 6 had overall mortality in the expected direction. However, in nearly all trials the ARR was near 0. When screening helps people, it is often only one or two people per hundred thousand screened who get the benefit. In other words, there is little evidence from these trials to suggest that screening leads to longer life.

Two features shown in Tables 5.1 and 5.2 are especially important. If cancer-screening tests really provide benefit, then we would expect those who were screened to have a longer life expectancy than those who were not. As the tables show, it is quite remarkable that cancer-screening trials have been unable to document that people who are screened live any longer than those who are not screened [31]. We call this the “total mortality issue” because it focuses on total life expectancy. Advocates for cancer screening recognize that there is no total mortality benefit but argue that there are benefits for deaths from specific types of cancer [32]. The center columns in Table 5.2 show the outcomes for specific types of cancer for screened and unscreened patients. For colorectal cancer, for example, there is a disease-specific benefit. This means that those screened are significantly less likely to die of colorectal cancer than those who are not screened.

The argument against considering all-causes mortality is that the benefits of screening appear diluted. The apparent impact of any benefit for what, in the big picture, is essentially a rare cause of death will seem very small when it is presented in a set of data containing a large amount of “noise.” The Minnesota colon-cancer-screening trial offers perhaps the best example [26]. Patients were randomly assigned to occult blood screening annually \((n = 15,570)\), biennially \((n = 15,587)\), or to usual care \((n = 15,394)\). Over the 18-year period, the death rate from colon or rectal cancer (CRC) was approximately 10 per 1,000, or 1 percent. Over the same time period, the all-causes death rate was approximately 340 per 1,000, or 34 percent. Suppose a reasonable expectation for screening is that it will reduce CRC deaths by 30 percent—that is, from 1.0 percent to 0.7 percent, or 7 per 1,000 from 10 per 1,000. Suppose, furthermore, that screening is expected to have no effect on deaths from causes other than CRC—that is, that screening is expected to reduce the overall death rate from 34 percent to 33.7 percent.

If the study was designed to have an 80 percent chance of observing a statistically significant decline in CRC deaths, and if the true change is 0.3 percent, we would need approximately 15,000 participants in each of two arms, or a total of 30,000 people. To get the same power in measuring a 0.3 percent decline in the total death rate, we would need a study that included approximately 385,000 in each arm, or 770,000 participants.

Some would argue that a 0.3-percent decrease in death is too small to be concerned about. Others would say that 0.3-percent decline in the all-causes death rate is a significant health benefit, but only if we can demonstrate conclusively that this decline actually occurs. If we can get enough money to do a
controlled study of screening that includes 770,000 people, we can be reason-ably confident of determining whether screening has an effect on all-causes mortality. If it is demonstrated to have an effect, and if the screening is determined to be “cost-effective,” then we should be comfortable in recom-mending widespread screening programs. However, doing the study would cost hundreds of millions of dollars.

Even though CRL affects only a small number of people, there are many diseases that result in death for a relatively small portion of the population. It does not make sense to say that because these diseases kill a relatively small number of people (“only” 1 percent of the population), that we should not care about figuring out how to prevent or treat them.

But we, must face the nagging public-health question. With small benefits and some potential for harm, what are we comfortable recommending? We will explore that issue in the following sections.

Evidence-Based Medicine Approach

To push this debate one step further, imagine what if you are using the results of the Minnesota study to determine whether or not we should be screening for colon or rectal cancer. Figure 5.7 shows the number of deaths from colon and rectal cancer per thousand participants in the study. The results look quite impressive. However, Fig. 5.8 shows the deaths from all causes in the Minnesota

Fig. 5.7 Number of colon or rectal cancer deaths 18 years after random assignment to usual care or to occult blood screening either annually or biennially in the Minnesota colon-cancer-screening trail
study. In contrast to Fig. 5.7, Fig. 5.8 suggests that there is no advantage of screening for extending your life expectancy. The chances of dying of colon and rectal cancer are reduced by less than one percent and the chances of living longer are not changed at all. Even under the best of circumstances, the number of people that we would need to screen to have one positive outcome is about 268. This screening example is interesting because it shows how different interpretations can come from the very same data. The Minnesota study has been taken as the best evidence that we need to have national screening programs for colon and rectal cancer. On the other hand, the same evidence can be used to suggest that colon and rectal cancer screening has essentially no public health benefit.

**Fig. 5.8** Number of deaths from all causes 18 years after random assignment to usual care or to occult blood screening either annually or biennially in the Minnesota colon-cancer-screening trail

**Interpretation of Cancer-Screening Evidence by Peer Panels**

Professional groups that have reviewed the clinical evidence often disagree about the value of screening. For example, there are no studies that show a clear benefit from receiving a PSA test because completing the test does not appear to result in a reduction in overall mortality. However, treatment for prostate cancer (typically surgical removal of the tumor) carries with it a significant risk of impotence and incontinence [33]. Hence, receiving a PSA test may result in a reduction in quality of life [34]. Recognizing these uncertainties, most professional groups now recommend some sort of shared decision
making for PSA screening. Table 5.3 summarizes the recommendations from several groups. All of these are serious and reputable organizations—but the organizations have wide divergences in their recommendations.

Another example of differences of opinion between professional groups concerns the age for initiating screening for breast cancer using mammography [40–43]. Among women between the ages of 50 and 74, periodic screening results in significantly lower rates of death from breast cancer [44]. However, there is very little evidence that screening is of benefit to women younger than age 50. Nonetheless, in February 2002, the US Department of Health and Human Services endorsed mammography for women 40 years of age and older as evidence of commitment to preventive medicine. It is widely believed, however, that the public-health benefit of promoting screening mammography for women between 40 and 50 years of age may be somewhat limited. All clinical trials and meta-analyses have failed to show a population benefit of screening women in this age group [40–43, 45, 46].

Earlier, in January 1997, the US National Institutes of Health (NIH) had convened a panel to make recommendations about the use of screening mammography for women 40–50 years of age. Noting that no convincing evidence showed benefits of screening younger women, the committee recommended against pre-menopausal screening. Yet, the conclusions of the panel were rebuffed by the American Cancer Society. Richard Klausner, then the director of the National Cancer Institute of the National Institutes of Health, decided to disregard the report of his own expert panel. Shortly thereafter, the American Cancer Society appointed a panel of experts chosen because each expert already believed that screening was valuable for 40- to 50-year-old women, and not surprisingly, this new panel recommended that the target population for screening should be enlarged [46].

The controversy died down for a brief time but reemerged in 2001, when Olsen and Gotzsche reanalyzed earlier trials and classified studies by methodological quality [47]. Their analysis noted that the only studies supporting screening mammography for women of any age were of low quality and that those studies not supporting screening mammography tended to have greater

<table>
<thead>
<tr>
<th>Group</th>
<th>Recommendation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>US Preventive Services Taskforce (USPSTF)</td>
<td>Do not screen</td>
<td>35</td>
</tr>
<tr>
<td>American College of Physicians-American Society</td>
<td>Share decision-making with patient</td>
<td>36</td>
</tr>
<tr>
<td>American Academy of Family Physicians (AAFP)</td>
<td>Share decision-making with patient</td>
<td>37</td>
</tr>
<tr>
<td>American Urological Association (AUA)</td>
<td>Offer screening if life expectancy &gt; 10 years</td>
<td>38</td>
</tr>
<tr>
<td>American Cancer Society</td>
<td>Screen except for men with short life expectancy</td>
<td>39</td>
</tr>
</tbody>
</table>

Table 5.3 Summary of recommendations for PSA screening
methodological rigor. The findings are summarized in Fig. 5.9. Remarkably, there appeared to be no benefit at all for screening—the relative risk ratio was nearly 1.0.

Even though many scholars agree with Olsen and Gotzsche, the controversy about the usefulness of early mammography continues. Considering the seriousness of the disease, and the widespread fear it creates, the controversy should come as no surprise. In an effort to shed some light, we take a closer look at some of the numbers in the next section of this chapter.

The Mammography Paradox

A variety of studies have shown that more breast cancer is diagnosed in screened than in unscreened women [48]. It is assumed that undetected cancer will progress and eventually cause early death. Despite the popularity of this belief, it is not well supported by data. Averaged across the seven major clinical trials that provided enough information for reanalysis, there appears very little benefit of screening. This is best summarized in a graphic from Baines [49] (Fig. 5.10). The figure suggests that screened women (solid line) are actually more likely to die for the first 11 years following mammography than women in the control group (broken line). After that, there appears to be a reduction in mortality for screened women, but the effects overall are not statistically significant.

How could it be possible that women who are screened are no better off, or even worse off than women who are not screened? One possibility is that some tumors get better on their own. Several investigators have suggested that some tumors spontaneously regress [50]. Because breast cancer is rarely left untreated, we know surprisingly little about the natural history of the disease. In one analysis, Vahl, Maehlan, and Welch [51] attempted to piece together the natural history of breast cancer. They used a creative method for comparing

<table>
<thead>
<tr>
<th>Study</th>
<th>Screened</th>
<th>Not Screened</th>
<th>Relative risk* (95% CI)</th>
<th>Weight (%)</th>
<th>Relative risk* (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malmö 1976</td>
<td>2537/21088</td>
<td>2593/21195</td>
<td>0.98 (0.93–1.04)</td>
<td>70-08</td>
<td>0.98 (0.93–1.04)</td>
</tr>
<tr>
<td>Canada 1980a</td>
<td>418/25214</td>
<td>414/25216</td>
<td>1.01 (0.88–1.16)</td>
<td>11-22</td>
<td>1.01 (0.88–1.16)</td>
</tr>
<tr>
<td>Canada 1980b</td>
<td>734/19711</td>
<td>690/19694</td>
<td>1.06 (0.96–1.18)</td>
<td>18-70</td>
<td>1.06 (0.96–1.18)</td>
</tr>
<tr>
<td>Subtotal</td>
<td>3689/66013</td>
<td>3697/66105</td>
<td></td>
<td>100-00</td>
<td>1.00 (0.96–1.05)</td>
</tr>
</tbody>
</table>

Test for heterogeneity: \( x^2 = 1.80, df=2 (p=0.41) \)
Test for overall effect: \( z=0.05 (p=0.96) \)

Fig. 5.9 Relative risk and confidence intervals for mammography RCTs. A relative risk less than 1.0 favors screening, while a relative risk greater than 1.0 favors no screening. The size of the symbols reflects the relative number of people in the study. Confidence intervals are used to estimate whether the relative risk ratio is statistically significant. To be significant, the interval cannot include 1.0. In this set of studies none of the studies was statistically significant because the interval included 1.0 in all cases. (From Olsen and Gotzsche [47].)
age-matched groups of women living in four Norwegian counties. In 1996, these areas of Norway began screening women with mammography every other year. In the analysis, they considered the group that was screened three different times between 1996 and 2001. Eligibility was defined as being between the ages of 50 and 64 in 1996. For a comparison, they used women who were between the ages of 50 and 64 in 1992. In other words, rather than going to another locale to compare results, they went to another segment of time to get their comparison group. These women would have been screened three times between 1992 and 1997 if there had been a program. The women in the comparison group were all invited to receive a one-time prevalence mammogram. The “prevalence” mammogram is used to get a snapshot of how many women have breast cancer at any particular point in time. In this case, a sample of women were invited for a test once the larger screening program began. In summary, the screened group had three mammograms while the comparison group had only one mammogram. Because of the slight time overlap of the two groups, the mammogram for the control group was given at the same age as the third mammogram for the screened group. We would expect, then, that the prevalence of breast cancer should be the same in the two groups. However, that is not what happened. The analysis suggested that incidences of invasive breast cancer were 22 percent higher in the screened group than in the comparison group. This result is summarized in Fig. 5.11.

How might we explain this result? Panel B shows that the odds ratio for invasive cancer within 6 years is 22 percent higher in the screened group in
Fig. 5.11 Expected and observed cumulative incidence of invasive breast cancer among women who receive biennial screening versus controls who receive only a prevalence screening at the end of their observation period. Panel A shows what would be expected given the conventional model of cancer progression: invasive breast cancers in the control group that would have been detected by regular screening ultimately either progress to be detected clinically or persist to be detected by the prevalence screen. Thus, the 6-year cumulative incidence would be the same in both groups. Panel B shows what was observed in our study: a deficit in cumulative incidence persists in the control group following the prevalence screen. (From Zahl et al. [51])
comparison with the group that was not screened, since it summarizes or crystallizes the oddity of the result. The authors believe that some breast cancers must spontaneously regress or even disappear. We would expect that screened and unscreened women would have the same number of tumors eventually detected. However, it appears that those screened on a regular basis have more tumors. Not only do these women have these cancers detected, but they also get treatment. This study suggests that had these cancers not been treated, some would have gone away on their own or at least diminished to a size at which they would become undetectable.

The observation that screened women can have poorer outcomes than nonscreened women has been described as the mammography paradox. The paradox has received relatively little attention because, on the surface, it makes little sense. How could it be that women who have cancer diagnosed early are more likely to die of breast cancer than those who have their disease detected later? One explanation comes from a group of vascular biologists and surgeons [52]. They suggest that surgery might actually increase the chances of breast cancer recurrence because it induces angiogenesis, or the development of increased blood flow. In order to evaluate this hypothesis, they studied the likelihood of relapse following surgery for breast cancer in women between the ages of 40 and 49. They discovered that relapses are common between 8 and 10 months following surgery for younger women with node-positive breast cancer. Using a computer model, they concluded that many women have small micro-tumors in areas of the breast close to the tumor that was extracted through surgery. These micro-tumors might have regressed on their own if undisturbed. However, the invasive surgery may have stimulated increased blood flow that ultimately nourished the micro-tumors. The computer simulation suggested that this model could explain the mammography paradox for women 40–49 years of age.

In summary, evaluating the benefits of screening is quite challenging. Some evidence suggests that women who are screened for breast cancer may actually be more likely to die of breast cancer than those not screened, but a word of caution is in order. The increase in mortality has not been shown in all studies, and the increase in deaths that has been observed is very small. Nevertheless, there is a reason for some concern. It is possible that aggressive screening and treatment may cause some problems. It will take time and more studies to figure this out. I understand that women want answers now, but the picture is unfortunately more complicated that it appears to be on first glance.

How Many Screening Tests are Needed to Prevent a Death?

In medical and public-health statistics, the NNT is the number of people you would need to be treated or tested in order to prevent 1 bad outcome. In Chapter 3 we introduced this concept along with the concept of ARR. The
NNT is 1.0 divided by the ARR. Using data from the United States Preventive Services Task Force, Gates estimated the number of people one would need to screen for various cancers in order to prevent one death. The task force had previously evaluated the quality of statistical evidence using letter grades. The strongest evidence, which offers the most confidence in the recommendation, is given an “A,” while the evidence leaving the greatest level of uncertainty is given a “D.” Quality of evidence is judged by the committees’ view of the design of the study. Good-quality evidence is noted as Level I, while limited quality evidence is noted as Level II. Level III is reserved for other nonsystematic evidence. The summary is shown in Table 5.4. The task force concluded that there is not enough evidence to support screening for prostate cancer using the PSA test or to screen for lung cancer using the chest X-ray. The best evidence supported the use of pap smears and mammography for women older than 50. However, even using the most optimistic evidence, screening mammography for women from ages 40 through 49 looked questionable. According to the analysis, we would need to screen 3,125 women every other year to prevent one bad outcome. And, this analysis uses the most optimistic data on the benefits of screening. Several analysts who have reviewed the evidence on mammography for younger women see no benefit at all. In other words, the number of women we would need to be screened is infinite.

Variations in Screening Rates and Impacts on Healthcare Costs

The number of cancer-screening tests offered is considered an indicator of quality healthcare. In fact, health plans are often evaluated by the proportion of patients who receive cancer-screening tests. We also know that rates of screening differ by community. For instance, cancer-screening rates are increasing, and the number of cases identified early has gone up [54]. Communities with lower average income and education tend to get less screening than communities where most of the people are affluent. This has lead to calls to spend more money providing cancer screening for the medically underserved [54]. However, do we know that there is a health disadvantage for those living in communities where screening is less common?

There is substantial geographic variability in the rate of cancer screening. For example, analysis of Medicare claims by Wennberg and colleagues [55] shows that in Michigan and Florida, mammograms are done routinely. In Lansing, Michigan, nearly 35 percent of all women older than age 65 had received mammograms, and similarly high rates were observed in Fort Lauderdale and Sarasota, Florida. On the other hand, only 13 percent of the women in Oklahoma City had obtained mammograms and a variety of cities had similar rates. Salt Lake, for example, had a rate of 13.4 percent [55]. If screening provides benefit, outcomes should be better in areas that use more screening. In areas where screening is done more often, more cases of breast cancer are
<table>
<thead>
<tr>
<th>Test</th>
<th>Strength of recommendation*</th>
<th>Quality of evidence*</th>
<th>RRR†</th>
<th>NNS‡</th>
<th>Controversies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pap smear for cervical cancer</td>
<td>A</td>
<td>II-2, II-3</td>
<td>&gt;0.80</td>
<td>1,140</td>
<td>Interval, new technologies, when to stop</td>
</tr>
<tr>
<td>Mammography</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age &gt;50 years</td>
<td>A</td>
<td>I, II-2</td>
<td>0.23</td>
<td>543</td>
<td>Interval (annual vs. biannual), when to stop</td>
</tr>
<tr>
<td>Age 40–49 years</td>
<td>C</td>
<td>I</td>
<td>0.08</td>
<td>3,125</td>
<td>Some evidence of significant reduction with follow-up &gt; 10 years; false-positives</td>
</tr>
<tr>
<td>FOBT for colorectal cancer</td>
<td>B</td>
<td>I</td>
<td>0.15–0.20</td>
<td>588–1,000</td>
<td>Interval (annual vs. biannual), compliance, role of sigmoidoscopy, cost/benefit</td>
</tr>
<tr>
<td>PSA for prostate cancer</td>
<td>D</td>
<td>II-2</td>
<td>NA</td>
<td>NA</td>
<td>Unproven; RCTs in progress</td>
</tr>
<tr>
<td>Chest film for lung cancer</td>
<td>D</td>
<td>I, II-1</td>
<td>NA</td>
<td>NA</td>
<td>Recent reports of spiral CT for screening may reopen controversy</td>
</tr>
</tbody>
</table>

Pap = Papanicolaou; FOBT = fecal occult blood test; PSA = prostate-specific antigen; RCTs = randomized clinical trials; NA = not applicable; CT = computed tomography.

* Per U.S. Preventive Services Task Force rating (see Table 5.3).
† RRR = relative risk reduction: the proportion of deaths from the cancer in question in the control group that could have been prevented by the screening intervention.
‡ NNS = number of patients needed to screen over a 10-year period to prevent one death from the cancer in question. Calculated as the reciprocal of the absolute risk reduction.
found. However, there appears to be no relationship between these screening rates and mortality rates from breast cancer [55]. Similarly, PSA screening is done much more commonly in the Pacific Northwest region of the US than it is in New England communities, such as New Haven, CT. Although many more cases are found and treated in the Pacific Northwest, there is no evidence of reduced mortality due to prostate cancer in these regions [55]. More screening finds more cases but appears unrelated to better health outcomes.

Conclusions

Cancer screening remains a highly controversial topic. For nearly a century, charitable organizations have promoted early detection as the key to cancer prevention. However, evidence does not always support the value of early detection.

Yet, a disease-reservoir hypothesis would argue that although the disease is very common, particularly among older adults, much of it is pseudodisease: That is, much of this disease will never be clinically relevant because it will not affect life expectancy or reduce quality of life. Many cases of cancer detected through screening might be pseudodisease because the affected patients would have never known about the problem during their lifetimes.

Two important problems keep the controversy about cancer screening alive. One is that randomized clinical trials fail to show the benefits of screening in terms of total mortality. Even trials that show disease-specific mortality benefits often do not show that screening extends life expectancy. A second problem is that the development of better biomarkers and improvements in screening methodology may make the problem more severe. Improved screening methodologies may identify more pseudodisease, and few new technologies clearly distinguish between it and true, clinically significant disease. It is unknown whether many current biomarkers are related to diseases that shorten life expectancy or reduce quality of life. Systematic research is necessary to document the validity of these new outcome measures. There appears to be a disconnect between the advocacy for screening by the American Cancer Society and the scientific evidence supporting screening.

And a final concern is that screening is expensive. If we devote healthcare resources to screening programs, fewer resources are available for other prevention programs. Prevention works, but many preventive programs are underfunded or unfunded. Many administrators use screening as the poster child of their prevention portfolio. Perhaps it is time to move some of the prevention budget to other proven activities, such as tobacco control or exercise programs.
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Chapter 6
Deciding When Blood Pressure Is Too High

In 1992 Geoffrey Rose published *The Strategy of Preventive Medicine* [1]. Many consider the book to be one of the most important statements about epidemiology and public health written in the twentieth century. Rose was particularly concerned about disease of the coronary arteries that supply blood to the heart. Doctors describe occlusion of these large arteries as coronary heart disease (CHD) or just coronary disease. Heart attacks typically result from disease within these coronary arteries.

Rose noted that there are systematic relationships between risk factors for heart disease and poor health outcomes. High blood pressure is one of the most important risk factors. For example, the relationship between systolic blood pressure (SBP) and both heart attack and stroke become systematically more likely beginning with SBPs above 110 mmHg [2, 3]. More recently, a major study on cholesterol-lowering, known as the Heart Protection Study, demonstrated that lowering LDL cholesterol using simvastatin (Zocor) reduced the development of vascular disease independent of the initial levels of serum cholesterol [4].

We usually assume that most heart attacks and strokes are suffered by people with the highest levels of blood pressure. Rose argued that only small portions of heart attacks or strokes occur in those with risk factor scores above typical therapeutic thresholds—the point at which medical treatment is initiated. In the days when Rose was trained as a physician, the point at which therapy for high blood pressure was initiated for SBP was as high as 160 mmHg. The point of treatment initiation is called the therapeutic threshold. For example, in contrast to those with a SBP less than 120 mmHg, only about 24 percent of the deaths from stroke accrue to those with SBPs higher than 160 mmHg [5], which was the standard therapeutic threshold. The great majority of heart attacks and strokes occur for those with risk factor scores below the usual thresholds for the initiation of treatment.

In clinical medicine, the usual protocol requires the measurement of blood pressure during an office visit and application of medicine to those with clinically defined hypertension. Too much attention, according to Rose, has been devoted to case identification and treatment, and not enough attention has been paid to shifting the therapeutic threshold curves for blood pressure and cholesterol.
downward [6]. In fact, Rose went a step further. He argued that, instead of treating some people, we should treat all people—the entire population.

This argument is summarized in Fig. 6.1. The line in the figure shows the relationship between SBP and stroke mortality. As blood pressure gets higher, the chances that an individual will have a stroke increase. The bars on the graph show the actual number of strokes in the population. Very few people have extremely high blood pressure. Rose argued that most people benefit from having their blood pressure lowered. Since more people have average levels of blood pressure, a larger number of lives will be saved by attending to everyone, rather than the clinical approach of attending only to the most extreme cases. A population-based intervention that shifts the distribution of blood-pressure treatment toward the left—that is, to include those with lower SBP—will have greater impact on population health than will targeted screening [5]. This argument forms the basis for contemporary thinking about population-based preventive medicine.

Rose argued that population-based preventive measures must meet several criteria. First, they must be low-cost. Second, they must be minimally invasive. Any intervention applied to an entire population must produce as little pain and discomfort as possible. The diagnostic threshold is the point along a continuum above which values are believed to represent disease. The diagnostic threshold for SBP, for example, has been placed at 140 mmHg. Typically, the diagnostic threshold defines the point at which clinical intervention begins. Rose did not argue for changing the diagnostic threshold for treating disease, nor did he
advocate for the use of high-cost pharmaceutical products [1]. Nevertheless, his arguments have been used to justify more aggressive treatment of CHD risk factors using expensive pharmaceutical interventions [7].

Over the course of the last decade, there have been several changes in the thresholds for clinical intervention on heart disease risk factors [8]. In this chapter and Chapters 7 and 8, we examine the rationale for these changes and estimate the impact of changing diagnostic thresholds upon a population’s actual health outcomes, on the perceived health of the population, and on healthcare costs related to that population.

**Definition of Health Outcomes**

To state the obvious, the purpose of healthcare is to improve health. But what does this mean? We have argued that health outcomes should be defined in terms of both quantity and quality of life. A successful treatment is one that makes people live longer and/or improves quality of life [9, 10]. But there is a huge range of choices hidden in that “and/or.” If we factor into the definition of disease, the distinction we have already made between true disease and pseudodisease [11], we can begin to see some constraints on the range of sensible and practical healthcare choices, but the matter of choice is still very far from simple for individual patients, for the healthcare professions, and for society in general. In this section of the chapter, we will try to take a closer look at just what desirable goals, positive health outcomes, look like. We begin by looking at how thresholds have changed.

In Chapter 5 (see especially Figs. 5.3 and 5.4, on page 000), we referred briefly to clinical thresholds—that is, the point at which the presence of a disease is known not because of any special screening procedure, but because observable symptoms have emerged. The appearance of very obvious symptoms of a pathology, however, is only one point on a continuum. Increasingly in modern medicine, the identification of some symptom or level of symptoms as indicative of disease depends on some threshold defined by a peer committee, and that threshold may be at some point on the continuum very far from the point defined by the clinical threshold.

Schwartz and Woloshin discussed the changes that have occurred in the diagnostic thresholds for four common health conditions [8]. In 2003, the Expert Committee on the Diagnosis and Classification of Diabetes Mellitus recommended that the threshold for diabetes be reduced from a fasting blood glucose level of 140 mg/dl down to 126 mg/dl [12]. The Joint National Committee on Detection, Evaluation, and Treatment on High Blood Pressure recommended, in 2003, that the threshold for initiation of treatment of high systolic blood pressure be moved 160 mmHg down to 140 mmHg. They also recommended that the threshold for diagnosis of elevated diastolic pressure be reduced from 100 to 90 mmHg. Following the Air Force/Texas Coronary
Atherosclerosis Prevention Study of 1998 [13], an expert committee recommended that the threshold for high cholesterol be reduced from 240 to 200 mg/dl. Finally, the National Heart, Lung, and Blood Institute and the World Health Organization suggested that the threshold for being overweight be reduced from a body-mass index (BMI) of 27 to 25 kg/m$^2$. These definitions are summarized in Table 6.1.

Using data from the National Health and Nutrition Examination Survey (NHANES) Schwartz and Woloshin estimated the number of new cases of diabetes, hypertension, hypercholesterolemia, and overweight that were created by these changes in diagnostic thresholds (see Table 6.2). With a simple change in disease definition, diabetes increased 14 percent, hypertension increased 35 percent, overweight increased 42 percent, and hypercholesterolemia (high cholesterol) increased 86 percent! Under the new definitions, few people in the NHANES data set were ineligible for a chronic disease diagnosis; considering just the four conditions, three in four American adults qualified for a treatable chronic disease.

Table 6.1 Source and description of old and new disease definitions. (Reprinted from Schwartz and Woloshin [8], with permission from American College of Physicians.)

<table>
<thead>
<tr>
<th>Disease</th>
<th>Source</th>
<th>Old definition</th>
<th>New Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diabetes</td>
<td>Expert Committee on the Diagnosis and Classification of Diabetes Mellitus(7)</td>
<td>Fasting glucose level $\geq$ 140 mg</td>
<td>Fasting glucose level $\geq$ 126 mg</td>
</tr>
<tr>
<td>Hypertension (requiring treatment)</td>
<td>Joint National Committee on Detection Evaluation and Treatment of High Blood Pressure(8, 12)</td>
<td>Systolic BP $\geq$ 160 mm Hg or diastolic BP $\geq$ 100 mm Hg</td>
<td>Systolic BP $\geq$ 140 mm Hg or diastolic BP $\geq$ 90 mm Hg</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>Air Force/Texas Coronary Atherosclerosis Prevention Study(8)</td>
<td>Total cholesterol level $\geq$ 240 mg</td>
<td>Total Cholesterol level $\geq$ 200 mg</td>
</tr>
<tr>
<td>Being overweight</td>
<td>National Heart, Lung, and Blood Institute(9)</td>
<td>Body mass index $\geq$ 27 kg/m$^2$</td>
<td>Body mass index $\geq$ 25 kg/m$^2$</td>
</tr>
</tbody>
</table>

* BP = blood pressure

Table 6.2 Changes in prevalence of four common conditions under newly recommended definitions. (Reprinted from Schwartz and Woloshin [8], with permission from American College of Physicians.)

<table>
<thead>
<tr>
<th>Condition</th>
<th>Disease Prevalence</th>
<th>New Cases</th>
<th>Increase (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Old Definition</td>
<td>New Definition</td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>11,897,000</td>
<td>13,378,000</td>
<td>1,681,000</td>
</tr>
<tr>
<td>Hypertension</td>
<td>38,690,000</td>
<td>52,100,000</td>
<td>13,490,000</td>
</tr>
<tr>
<td>Hypercholesterolemia</td>
<td>49,480,000</td>
<td>92,127,000</td>
<td>42,647,000</td>
</tr>
<tr>
<td>Being overweight</td>
<td>70,608,000</td>
<td>100,100,000</td>
<td>29,492,000</td>
</tr>
<tr>
<td>Any condition</td>
<td>108,750,000</td>
<td>140,630,000</td>
<td>31,880,000</td>
</tr>
</tbody>
</table>

* Numbers have been rounded to the nearest thousand. The US adult population was 187,500,000 at the time of these measurements.
In the balance of this chapter, we will take a closer look at how the change in the diagnostic threshold for high blood pressure affected and is likely to affect the number of individuals diagnosed, the health status of the population, and medical care costs. In the following two chapters, we will examine the same effects created by the new definitions of high cholesterol and diabetes-overweight conditions.

What Is Blood Pressure?

Blood pressure is a measure of the adequacy of circulation. It is the balance between the blood volume ejected by the left ventricle of the heart and the resistance to blood flow in peripheral parts of the body. Adequate blood pressure is important so that the nutrients in blood can be delivered to the tissues of the body. High blood pressure causes stress on various organs and may result in stroke, diseases of the blood vessels, damage to kidneys, heart disease, and damage to the retina of the eye. On the other hand, low blood pressure, which is also associated with some risk, can cause shock, kidney failure, inadequate blood supply to the brain, and lactic acidosis. Two measures of blood pressure are commonly used in clinical settings: Systolic blood pressure (SBP) is the highest pressure during the heart’s pumping cycle and is created when the left ventricle contracts. Diastolic blood pressure (DBP) is the lowest pressure during the heart’s cycle. Pulse pressure is the difference between SBP and DBP. “Hypertension” is the clinical term for high blood pressure.

According to the American Heart Association defines a person who meets any one of the following four criteria is an individual with high blood pressure:

- SBP of 140 mmHg or higher, or
- DBP of 90 mmHg or higher, or
- taking antihypertensive medication, or
- being told by a physician or other healthcare provider that you have high blood pressure.

Although these definitions are commonly used in epidemiologic studies, they may lead to some inaccurate information. For example, some people who are given medication for high blood pressure may not be truly hypertensive. Others who are told by a doctor that they have high blood pressure appear not to have elevated blood pressure when examined by another doctor.

Using the American Heart Association criteria, nearly one in three adults in the USA is defined as having high blood pressure. And among this third of the general population, 30 percent do not know they have high blood pressure. Among those taking blood pressure medication, only about a third are able to bring their blood pressure into the normal range. Figure 6.2 summarizes the percent of the population with high blood pressure broken down by age and sex. From the chart, we can observe several well-established conclusions about the
disease: High blood pressure systematically increases with age. Until age 55, more men than women have high blood pressure, but after that age the situation reverses, and high blood pressure becomes more common among women. By age 75, for example, over 83 percent of women but only 69 percent of men have high blood pressure. (For women, the risks of high blood pressure increase for those taking oral contraceptives, particularly for women who are overweight or older.)

High blood pressure is clearly a risk factor for heart attack and stroke. About half of all people who have their first heart attack and two-thirds of those who have their first stroke have blood pressures greater than 160/95 mmHg. People with SBP greater than 160 mmHg or with a DBP greater than 95 mmHg are about four times more likely to have a stroke than those with normal blood pressure. In the year 2002, high blood pressure was listed as a contributing cause of death in 261,000 cases. The statistics reported by the American Heart Association concentrate on the small portion of the population with SBPs greater than 160 mmHg or DBPs greater than 95 mmHg. According to our analysis of the National Health and Nutrition Examination Survey, only about 7.5 percent of the population has SBP greater than 160 mmHg and an even smaller percentage has DBP above 95 mmHg. Not very many people are in the extreme levels where the risk is highest. Although very high blood pressure is quite risky, there has been a growing interest in treating people who are not extreme cases.

**Does Blood Pressure Treatment Save Lives?**

Systematic clinical trials have clearly demonstrated that blood pressure treatment is valuable for people with hypertension. These clinical trials have shown that antihypertensive therapy may lower the number of new strokes by
35–40 percent. In addition, heart attacks might be reduced by 20–25 percent. Heart failure is the clinical term for weakening of the heart pump function. Inadequate pumping of blood by the heart often results in the accumulation of fluids in blood vessels. Some of the biggest benefits of blood pressure management are for heart failure, where appropriate management might reduce new cases by 50 percent. For people with established high blood pressure, or for people with heart failure, the benefits of treatment seem quite clear.

On the other hand, we know very little about the benefits of lowering the blood pressure for those whose blood pressure is only a little bit high. The problem is that there are very few systematic studies of drug treatment for people with normal blood pressure. It is often assumed that if someone has an SBP of 140 mmHg and it is lowered to 120 mmHg, then the person would reduce his or her risks to the level corresponding to his or her newly lower blood pressure. In other words, if one lowered one's blood pressure to 120 mmHg then one would have the same risk as people who are already at 120 mmHg. However, studies do not show this level of benefit. In the Hypertension Detection and Follow-up Program (HDFP), the risks appear to be intermediate between the starting level and the ending level [14]. In other words, a person who lowered his SBP from 140 to 120 mmHg would achieve about the same risk level as someone at 130 mmHg.

High blood pressure is a serious health problem—no reasonable person would deny that. But newer definitions of high blood pressure concentrate on people with less extreme blood pressure readings. This is most clearly described in the 7th Joint National Commission on High Blood Pressure report, discussed in the next section of this chapter, where we show why the downward shift in what constitutes high blood pressure are controversial.

**Review of Controversies**

According to a variety of data sets, about 24 percent of the adult population have prevalent hypertension under the current definition as SBP > 140 or DBP > 90 mmHg [15]. Using population surveys, the proportion of the population with hypertension has remained stable over the last 40 years. However, even before the change in the diagnostic threshold for high blood pressure, the proportion of the population diagnosed and treated for hypertension has systematically increased [16]. Between 1970 and 2000, the proportion of the population aware that it had hypertension, the proportion treated for high blood pressure, and the proportion with controlled blood pressure systematically increased [17]. Changing the diagnostic threshold for hypertension from 160/95 to 140/90 approximately doubled the number of cases [16].

It might appear that the change in diagnostic threshold with more aggressive management of hypertension has produced positive results. For example, MacMahon and colleagues pooled the results from seven observational studies
with stroke outcomes and nine observational studies on CHD outcomes. The relative risk of stroke began to increase systematically with DBPs exceeding 91 mmHg. Those with DBP readings of 105 mmHg were nearly 3.5 times more likely to experience stroke than those with DBP values of 90 mmHg or lower. Similarly, the risks for CHD increased to over 2.0 for those with DBP of 105 mmHg or higher [18]. The Joint National Commission on high blood pressure noted that aggressive treatment of high blood pressure coincided with significant declines in stroke between 1960 and 1990 [19].

Unfortunately, the evidence about the effectiveness of aggressive management of high blood pressure is not so clear. For example, the decrease in strokes exceeds what would be expected given studies on the effect of blood pressure control. One analysis pooled results from nine clinical trials and noted that a 5.6-mmHg decrease in DBP was associated with a 38-percent decrease in stroke. Yet, between 1970 and 1980, there was about a 1-mmHg decline in DBP. During that period, the actual observed decline in stroke was 43 percent. Best estimates based on the relationship between blood pressure and stroke suggest that the reduction should have been only about 18 percent [20]. Similarly, the Minnesota Heart Study showed significant annual declines in stroke over the course of time, but the decline was uncorrelated with hypertension in their population [21]. So, it remains unclear whether the decline in stroke is associated with better control of blood pressure.

When making comparisons between different populations, epidemiologists use standard age corrections because blood pressure tends to increase with advancing age. These methods allow us to compare people who are at equivalent ages. The American Heart Association emphasizes that there has been a recent increase in the age-adjusted death rate from high blood pressure. They note that between 1992 and 2002, this rate jumped by over 25 percent, and that the actual number of deaths attributed to high blood pressure increased by 50 percent. However, the general trend has gone in the other direction. The NHANES has been conducted three times. It was first completed between 1976 and 1980. The second survey was completed between 1988 and 1994, and the third between 1999 and 2002. Figure 6.3 shows the prevalence of high blood pressure broken down by race/ethnicity and sex. It is true that there was a slight increase in the proportion of the population with high blood pressure between the 1988–94 and the 1999–02 surveys. This happened in all groups except Mexican-American men. However, considering the long-haul of 26 years, the studies showed a significant decline in the proportion of the population with high blood pressure between the first and the second surveys. In the interval between 1976 and 1988, the crisis of high blood pressure appeared to be getting better rather than worse. In other words, the market for the treatment of high blood pressure was declining rather than expanding. The American Heart Association tends to focus on the relatively weak data that support their point and to ignore the relatively stronger trend that has emerged over the last several decades. Some believe that there is pressure to diagnose more people with high blood pressure as a way to increase the number of people being
treated. One way to expand the market for hypertension treatment is to change the definition of high blood pressure.

In summary, there has been a recent reduction in the rate of heart attack and stroke in the population. There have also been aggressive efforts to control blood pressure. Although control of blood pressure is very likely to have contributed to the reduction in heart attacks and strokes, the pattern of outcomes does not clearly fit the data. For example, the average blood pressure in the population went down between about 1976 and 1994. During that same period, the rates of death from heart attacks and strokes also went down. So, it looked like the declining blood pressures may have been associated with declining death rates. However, over the last decade, the average blood pressures have been rising while the rate of premature death from heart disease and stroke continues to fall. At least at the population level, the relationship between blood pressure and heart attacks may be weaker than it appears on the surface. At the individual level, the risks of very high blood pressure are clearly established. For people with only modestly elevated blood pressure, the data fit less clearly. Some studies suggest that other factors may have an important impact on the number of strokes experienced by people in the population.

**JNC-7**

The National Heart Lung and Blood Institute (NHLBI) has administered the National High Blood Pressure Education Program (NHBPEP) for over three
decades. In May 2003, the commission released its seventh national report, known as JNC-7 [22]. Successive JNC reports have pushed for lower diagnostic thresholds for high blood pressure. JNC-6 defined high-normal blood pressure as SBP = 130–139 mmHg and DBP = 85–89 mmHg. JNC-7 goes a step further by defining a new condition known as prehypertension. Individuals in this category have an SBP of 120–139 mmHg or a DBP of 80–89 mmHg [22]. For people aged 50 or over, nearly 40 percent will fall into the prehypertensive or hypertensive categories. Although many people will be labeled as prehypertensive, the report does not suggest the use of antihypertensive drugs in this category. Instead, behavioral intervention is indicated. On the surface, the rationale for creating the new category of prehypertension is compelling. Epidemiologic studies of adults between the ages of 40 and 70 suggest that each increase in SBP of 20 mmHg and each increase in DBP of 10 mmHg results in a doubling of CVD risk except for those with blood pressures lower than 115/75 mmHg [23]. The report argued that management of blood pressure using medication results in a 40-percent reduction in the incidence of stroke, a 25-percent reduction in the incidence of MI, and a 50-percent reduction in the incidence of heart failure [24]. However, large clinical trials have not shown benefits for lowering high-normal to optimal blood pressure [25]. Furthermore, it is unclear what benefit to expect from lifestyle intervention among those in the prehypertension range.

Justification for Lowering the Threshold

The rationale for the JNC-7 recommendation to lower diagnostic thresholds was that people with moderately high blood pressure are at increased risk for heart attack and stroke just as those with very high blood pressure are at risk. The argument was based on a comprehensive review of the research literature. However, the most important piece of evidence came from the Prospective Studies Collaborative. This group summarized 61 other studies involving more than 1 million adults. They used a technique known as meta-analysis, which sums together the observations from all the different studies. The results of the meta-analysis are presented in Fig. 6.4. The graph shows the relationship between SBP and stroke and the relationship between DBP and stroke. The four lines on the left and right of the figure are for different age groups. There appears to be a strong positive correlation between blood pressure and stroke. For the DBP, for example, it would appear that the benefit one gains from reducing blood pressure by 5 mmHg is the same for people whose initial values are very high (let us call them “high starters,” with DBP readings over 100 mmHg), and for those who are initially low (“low starters,” with readings 75 mmHg). Thus, it would seem that reducing the threshold for high DBP is a wise thing to do across the board—the benefit appears to be equal for low starters and high starters, but many more people will be helped because many
more low starters will be getting treatment. And in fact, investing in blood pressure reduction for people with relatively low blood pressure might ultimately be a good use of resources. This would be perfectly consistent with the ideas proposed by Geoffrey Rose.

Although the Prospective Studies Collaborative suggests a linear relationship between blood pressure and stroke, it is important to examine Fig. 6.4 in more detail. Two features are important. First, values closer to normal are actually off the diagonal. Look at the points on the graph above diastolic pressures of 70 mmHg. In each case, they are not on the line, but rather higher. Second, and the most important feature of Fig. 6.4, is that the $y$-axis is not a linear scale. Instead, it is a base-2 logarithmic scale. The relationship between blood pressure and stroke is not linear. It is log-linear. That means that each point on the $y$-axis is twice as large as the preceding point, while the $x$-axis increases in a linear fashion, at set increments of 20 mmHg.

In order to gain a better understanding of the relationships, we redrew the SBP portion of Fig. 6.4. The revised graph is shown as Fig. 6.5. The difference between the two graphs is that the latter uses ordinary units on the $y$-axis. The most striking feature in Fig. 6.5 is that there is an inflection point at about 150 mmHg. This is the point at which the probability of stroke quite suddenly becomes much higher. By comparison, the suddenness of this change is not so
easy to see in Fig. 6.4. For the lower age groups in Fig. 6.5, the relationship between SBP and stroke is quite flat up to above 140 mmHg. These results are consistent with most previously published articles in the literature. In other words, the probability of having a stroke is not linearly related to blood pressure. In fact, the previous (unrevised) thresholds for initiation of treatment—at 140 mmHg for SBP—appear to have a clear rationale. (And, as it turns out, the same is true for the unrevised threshold for initiation of treatment for diastolic pressure—90 mmHg also appears to be the right number.)

Of course, there may be some very slight benefit in initiating treatment for those who have DBP below 140 mmHg. After all, in the two older groups especially, the curves do not go from flat to steep at the inflection point; the change is more like going from a slow increase to a fast increase. But the question remains, should individuals with a DBP of less than 140 mmHg expose themselves to medications that have side effects, and should they endure the expense? Nonpharmacological treatments, such as diet and exercise, may be of great value. Moreover, those prescribed medication may be less motivated to change their lifestyles.

One concern about the treatment of people with mild hypertension (SBP 120–140 mmHg or DBP 80–90 mmHg) is that few clinical trials have evaluated people who have prehypertension but do not have other risk factors. Table 6.3 summarizes a sampling of studies that have often been cited as supporting aggressive management of blood pressure. The few studies that included participants with relatively normal blood pressure focused on patients with other CHD risk factors, including established coronary disease, diabetes mellitus, and renal disease. The third column labeled “Predominant risk factor” is particularly important. There appear to be few studies of people in the prehypertensive
## Table 6.3 Characteristics of participants in selected studies of hypertension treatment

<table>
<thead>
<tr>
<th>Study</th>
<th>Sample Size</th>
<th>Predominant risk factor</th>
<th>BP at baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension Detection and Follow-up Program [14]</td>
<td>10,940</td>
<td>Hypertensive, but not on medication</td>
<td>All DBPs &gt;90 and &lt;104 mmHg</td>
</tr>
<tr>
<td>Prospective Randomized trial—Vascular Effects of Norvasc Trial (PRE-VENT) [27]</td>
<td>825</td>
<td>History of CV complications</td>
<td>129/79 mmHg (34% measured while on medication)</td>
</tr>
<tr>
<td>African American Study of Kidney Disease and Hypertension (AASK) [28]</td>
<td>1,094</td>
<td>1,094 hypertensive patients who also had renal disease</td>
<td>150/95 mmHg</td>
</tr>
<tr>
<td>Irbesartan Diabetic Nephropathy Trial LIFE [29]</td>
<td>9,193</td>
<td>Hypertensive patients with nephropathy due to Type 2 diabetes</td>
<td>174/98 mmHg</td>
</tr>
<tr>
<td>Appropriate Blood Pressure Control in Diabetes Trial (ABCD) [30]</td>
<td>480</td>
<td>All subjects had diabetes mellitus</td>
<td>136/84 mmHg</td>
</tr>
<tr>
<td>Diabetes, hypertension, microalbuminuria or proteinuria, cardiovascular events, and ramipril (DIABHYCAR) [31, 32]</td>
<td>4,912</td>
<td>All subjects had diabetes mellitus</td>
<td>146/83 mmHg</td>
</tr>
<tr>
<td>Hypertension in the Very Elderly Trial (HYVET) [33]</td>
<td>1,283</td>
<td>Previous hypertension</td>
<td>181/100</td>
</tr>
<tr>
<td>The Irbesartan Type II Diabetic Nephropathy Trial (IDNT2) [34, 35]</td>
<td>1,715</td>
<td>All subjects had diabetes mellitus and renal disease</td>
<td>159/87</td>
</tr>
<tr>
<td>NIsoldipine in Coronary artery disease in LEuven (NICOLE) [36]</td>
<td>819</td>
<td>All subjects had established coronary disease and underwent PTCA</td>
<td>129/78</td>
</tr>
<tr>
<td>Treatment of Mild Hypertension Study (TOMHS) [37]</td>
<td>844</td>
<td>All subjects had mild hypertension, defined as DBP 90–99 mmHg without medication, or 85–99 mmHg if using medications</td>
<td>140/91</td>
</tr>
<tr>
<td>Trial of Preventing Hypertension (TROPHY) [38]</td>
<td>772</td>
<td>56% had total cholesterol values &gt;200 mg/dl, 38% had triglycerides 150 mg/dl</td>
<td>134/84</td>
</tr>
</tbody>
</table>
range without other risk factors. The one exception is the Trial of Preventing Hypertension (TROPHY) [38]. In this study, 409 adults with SBP between 130 and 139 mmHg and DBP < 89 mmHg or DBP between 85 and 89 mmHg and SBP < 139 mmHg were randomly assigned to an angiotensin-receptor blocker (ARB) or to a placebo. The placebo group was significantly more likely to progress to hypertension and to experience serious adverse events over the next 4 years.

Progression from pre-hypertension to actual hypertension has been investigated in the Framingham cohort for different age groups (35–64 and 65–94) [39]. After adjusting for sex, age, BMI, baseline examinations, and baseline SBP and DBP, individuals with SBPs between 130 and 139 or DBPs between 85 and 89 progressed to hypertension after 4 years in 37.3 percent of those aged 35–64 and 49.5 percent of those aged 65–94. Individuals with SBPs between 120 and 129 or DBPs between 80 and 84 progressed to hypertension after 4 years in 17.6 percent of those aged 35 and 64 and 25.5 percent of those aged 65 and 94. Of note, 20 and 30 percent of individuals with blood pressure in the “prehypertension” range spontaneously reduced their blood pressure to normal.

It is interesting to consider the results of the TROPHY clinical trial in light of these observational data. In the TROPHY trial, the rate of progression from prehypertension to hypertension was significantly higher in the placebo group (63 percent) than would be expected based on observational data. The rate of progression in the treated group (53 percent) is closer to what observational studies would suggest [38]. Another concern about the TROPHY study is that changes in blood pressure were relatively modest. The initial decrease in blood pressure was less than 10 mmHg of diastolic pressure and 5 mmHg of diastolic pressure. However, after the treatment stopped, 24 months into the study, placebo and active treatment groups were virtually the same (they differed by only about 2 mmHg).

ARBs, the drug used in TROPHY, are not the recommended first-line treatment for managing blood pressure. JNC-7 suggests the use of cheaper medications that have a longer history of efficacy and safety. (Diuretics top the list.) However, diuretics and other cheap and time-tested drugs are not profitable for pharmaceutical companies. Presumably, the selection of ARBs by the TROPHY investigators was because these medications have the longest future patent protection. Although ARBs work through a similar mechanism to the well-regarded angiotensin-converting enzyme (ACE) inhibitors, not all investigators believe they are as safe. Some evidence suggests that ARBs increase the risk of heart attacks [40].

Likelihood of Benefit–Chances of Side Effects

No treatment is completely without side effects, some of which are risky. When there are such side effects, patients must decide if they are willing to expose themselves to the risks. Glasziou and Irwig [41] have analyzed this problem and
concluded that the benefits of treatment go disproportionately to patients who are most seriously affected by the disease. The risk of side effects may be worth it for someone who without treatment is at risk of dying or becoming disabled by a disease.

Similarly, the lower the risk of the disease, the lower the benefit of treatment. Figure 6.6 provides a pictorial explanation of their ideas. Consider Panel A in the figure. The solid line shows the relationship between the benefits of treatment and the risks of the illness. In this case, imagine the risk factor is blood pressure and the outcome is stroke. As blood pressure increases, the chances of stroke also increase. The dashed line shows the chances of harm due to side effects of treatment. Everyone exposed to the treatment experiences these consequences, and they are independent of the level of risk. The point where the lines intersect is the “treatment threshold,” or the point at which treatment should be considered.

Panels B, C, and D in Fig. 6.6 outline other situations. Not all people respond to treatment the same way. Some are very responsive to treatment (high
responders) and others are less responsive (low responders). Panel B shows that the treatment threshold (TT2) should be lower for high responders. Similarly, some people are more sensitive to the medication and are highly vulnerable to side effects. Others may have low vulnerability. These are indicated by different horizontal dashed lines in Panel C. It shows that the treatment threshold TT2 should be higher for those who are more vulnerable to side effects. Panel D shows treatment thresholds for different combinations or responses to treatment and vulnerability to side effects (figure from Kravitz, Duan, & Braslow [42]).

How Many People Will be Affected by the New Guidelines?

Using simulation techniques, we estimated the impact of lowering blood pressure diagnostic thresholds upon a population’s health status. A variety of assumptions were used to create these models. First, the population distribution of blood pressure was estimated using data from the Third NHANES (NHANES III). NHANES III was conducted between 1988 and 1994 by the National Center for Health Statistics of the Centers for Disease Control and Prevention (CDC). The purpose of the survey was to evaluate the health and nutritional status of the civilian non-institutionalized population of the USA. The study uses a national sample of approximately 34,000 people 2 months of age or older. In addition to household interviews, 73 percent of the sample had blood drawn and underwent physical examination. Our analysis will focus on approximately 20,000 men and women aged 17 or older for whom physical examination data were available. The data set is available from the National Center for Health Statistics at the following site: www.cdc.gov/nchswww/mchshome.htm

Analysis of the data requires weighting by primary sampling unit (PSU) to account for the complicated multi-staged sampling. Guidelines for the analysis of NHANES data were summarized by Schwartz and Woloshin [43].

Figure 6.7 shows the distribution of SBP in the US population. This distribution is relatively normal. Very few people have SBPs of less than 90 mmHg. Similarly, very few people have SBPs greater than 160 mmHg. Most people fall toward the middle. As we move left on the graph from 160 down toward the center of the distribution, more and more people are picked up. As you can see, the portion of the population falling above 120 mmHg is very large. In other words, changing the definition also substantially changes the number of people eligible for treatment. To put it another way, the “eligible for treatment” number goes from a small percentage of the population to a very large percentage.

Using data from the NHANES, we estimated that about 4 percent of the population is in the highest risk category, with SBPs greater than 160 mmHg. These are the people who are at high risk for stroke or heart attack. About
14 percent have SBPs greater than 140 mmHg. However, using the new definition of prehypertension, nearly 40 percent qualify for a diagnosis. Furthermore, this number goes up systematically with age. For older adults, the great majority of the population are eligible for the diagnosis if the new definitions are used. If we apply the criteria of current medication use, or SBP > 120 mmHg, or DBP > 90 mmHg, more than 90 percent of those over 65 should be on treatment. Once diagnosed, it remains unclear whether treatment will be valuable. Those with prehypertension may benefit from treatment, but they must also face the medical consequences and the costs of treatment. For these people, the potential gains are much smaller than for those with very high blood pressure, but the consequences of treatment are about the same. In other words, those with near-normal blood pressure take similar risks when they use medication, but gain much less potential benefit.

In summary, changes in the diagnostic threshold for high blood pressure have led to the identification of 13 million new cases. The new category of prehypertension will include up to 40 percent of the population and up to 90 percent of adults 60 years of age or older. The consequences of high blood pressure, including stroke and CHD, have been systematically declining, and it would appear the changes in diagnostic thresholds have resulted in better population health. However, the observed decline in stroke and CHD has been much more rapid than would be expected from changes in blood pressure as actually measured in the population.

Fig. 6.7 Distribution of systolic blood pressure from the NHANES III
Paradoxical Treatment Effects

The decision to include the new category of prehypertension in JNC 7 was based on an analysis of the Framingham Heart Study demonstrating that adults with blood pressures in the 125/80–130/89 range had an increased risk, as compared with those with normal blood pressure, of progression to hypertension [39]. This was particularly true for those participants who were 65 years or older at baseline. However, when we examined the paper, we noted that for adults less than 65 years of age, the probability of transition from optimum blood pressure (defined as SBP < 130 and DPB < 85 mmHg) to hypertension over a 4-year interval is only about 5 percent. The transition from normal blood pressure to hypertension is about 18 percent over this 4-year interval. It was clear from the analysis that older individuals with normal blood pressure (now called prehypertension) were more likely to progress to hypertension than younger adults. However, it is not entirely clear that treatment of older adults offers the same benefits as treatment of younger adults.

For older adults, some paradoxical effects of treatment have been reported in the literature. Substantial evidence suggests that blood pressure, blood cholesterol, and blood glucose all increase with age [17]. However, the meaning of elevated CHD risk factors for the elderly is less clear. Several studies have failed to show that elevated blood pressure is a predictor of mortality for the elderly [21]. One unexpected finding was reported in a community-based study in Finland, in which investigators found that elevated SBP and DBP predicted survival rather than death in women and men who were 85 years and older [44].

Langer, Ganiats, and Barrett-Connor confirmed the Finnish finding DBP in men 75 years and older [45, 46]. Using data from an epidemiologic study in Rancho Bernardo, CA, they found that the risk of cardiovascular death for older men declines with increasing blood pressure. As expected, higher levels of DBP are associated with higher probabilities of death for younger men. These findings were unaffected by statistical adjustments for body mass, elevated cholesterol, high-density lipoprotein cholesterol, fasting blood glucose, pulse pressure, and cigarette smoking. Including suggested paradoxical effects in sensitivity analysis will further broaden our evaluation of policy options.

Using data from the Prospective Studies Collaboration, we estimated the change in the absolute risk of developing a stroke for someone aged 60–69. The analysis suggests that the absolute risk reduction would decline from about 0.7 percent (seven-tenths of one percentage point) to about 0.5 percent (one-fifth of a percentage point). In other words, a 60-year-old with a DBP of 90 mmHg will have a 99.3 percent chance of being stroke-free for the next 10 years. Taking the effort to reduce DBP to 80 mmHg improves absolute risk of avoiding a stroke to about 99.5 percent. Is it worth it?
Conclusions

It has been more than a 15 years since the publication of Geoffrey Rose’s epic monograph “The Strategy of Preventive Medicine.” Rose argued that we must be more aggressive in bringing prevention to the masses. Changes in the population distribution for risk factors can have substantial effects on population health. Rose’s arguments have been used to stimulate more aggressive intervention for individuals previously thought not to need treatment. However, Rose’s arguments may have been misused. He favored aggressive intervention using behavioral and public-health methods that were low cost. Instead, we have seen greater use of aggressive screening and intervention with high-cost pharmaceutical products.

This chapter explored the implications of changing the definitions of high blood pressure. The most dramatic single instance of a change in definitions came about in 2003, with the release of JNC-7 and the creation of a new category known as prehypertension. Individuals previously categorized as normal now qualify for this new diagnosis. Analysis of the NHANES shows that the change of definition has had profound effects on the number of people who might be labeled as having a blood pressure problem. In the adult population, the number of people affected would go from about 14 percent to about 40 percent. In other words, there would be a 185-percent increase. We do not know how many people would seek or gain treatment for prehypertension or whether the treatment would be effective. Clinical trials have not evaluated pharmaceutical interventions for people who were previously thought to have normal blood pressure. Using observational data, it appears that the benefit of treatment will be quite small. On the other hand, the costs of the treatment are likely to be substantial.

New pharmacological approaches to the treatment of high blood pressure are very expensive, costing as much as several dollars per day. For a 50-year-old diagnosed with prehypertension, the drug cost might be $500 or more per year, and this cost would be incurred each year for the remainder of his lifespan. In addition, there are substantial monitoring costs because people taking medications need to visit their physicians more often. The cost would be high and the benefits would be uncertain.

The Joint National Commission on high blood pressure does not recommend pharmacological therapy for prehypertension. Like Geoffrey Rose, they suggest lifestyle modification. Nevertheless, we know that lifestyle modification is rarely used or promoted by physicians.

In sum, there has been a trend toward the expansion of the market for hypertension treatments. These treatments are very effective for people with serious high blood pressure. Treatment effect for people with near-normal blood pressure is less well understood. However, we do know that the broadened market for these medicines will lead to substantial profits for pharmaceutical companies. The expansion of the drug market is not unique to high
blood pressure medications. In the next few chapters, we will look at similar problems in the management of high blood cholesterol, high blood sugar, and overweight.
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Chapter 7
The Cholesterol Cutoff

Recently, while changing clothes after a workout in the gym, I could not resist listening in as two men exchanged numbers in what sounded like a boasting fest. Was it about their golf scores or some other index of athletic accomplishment? Were they comparing earnings on their stock portfolios or citing the IQ scores of their children? No. They were talking about their serum cholesterol readings. A low cholesterol value is not only a number people know, it is also a source of pride. One man had lowered his LDL cholesterol through vigorous exercise and the use of medication. He attributed his regular visits to the gym as part of this quest. This chapter explores the benefits and other consequences of our obsession with cholesterol.

Cholesterol is a waxy substance found in the cell walls of most animals. It is necessary for a variety of reasons, including the production of sexual and other hormones and building and maintaining cell membranes. It is not an exaggeration to say that cholesterol is essential to life. However, excessive levels are dangerous because high cholesterol may increase the risk for heart disease. The term “hypercholesterolemia” is used to describe abnormally high levels of cholesterol in the blood. There is no doubt that hypercholesterolemia is one of the strongest risk factors for the development of CVD. The amount of research evidence is simply overwhelming.

Evidence for the relationship between cholesterol and heart disease has been accumulating for more than 50 years. One of the best-known research projects to establish that relationship was the Seven Countries Study, which began in the 1950s. In this investigation, middle-aged men from Japan, Greece, Yugoslavia, Italy, The Netherlands, The USA, and Finland had their blood cholesterol measured. Over the course of years, the population was followed for death from heart disease or for the development of heart attacks. Countries that had the highest cholesterol levels also had the highest rates of CVD (see Fig. 7.1) [1]. However, though the study showed a strong correlation between blood cholesterol and heart disease, it did not prove a causal relationship. In other words, it demonstrated that those with high levels of cholesterol were more likely to develop heart disease, but it left unanswered the question of whether lowering cholesterol would lower heart disease.
The Framingham Heart Study, another well-known long-term research project, provided still stronger evidence of the relationship of high cholesterol rates and CVD. In this investigation, the residents of Framingham, MA, had their blood cholesterol measured and were followed over a course of many years. The study showed that those with high blood cholesterol were significantly more likely to have heart attacks and to die from heart disease than those with lower cholesterol levels. Cholesterol predicted CVD in every subgroup. For instance, high cholesterol was predictive of bad health outcomes for men and for women, for white and for nonwhite participants, for the well-educated and for the less-educated. It predicted heart attacks in people who were overweight or thin, and in both smokers and nonsmokers [2].

Progress in molecular biology has allowed scientists to breakdown the cholesterol into smaller constitute components. In recent years, subfractions or subdivisions of various cholesterol molecules have been identified. LDL cholesterol is considered the “bad” cholesterol—the one most likely responsible for the disease process that narrows the coronary arteries. High-density lipoprotein (HDL) cholesterol is considered the “good” cholesterol. These molecules are less numerous than LDL cholesterol but appear to have the opposite effect—they seem to reduce the tendency of arteries to narrow. It has been hypothesized that HDL carries cholesterol and fat away from the artery wall.
Higher levels of HDL cholesterol might also be related to a slower build-up of plaque in the arteries and a reduced risk of CVD.

Figure 7.2 shows the relationship between total cholesterol levels and age-adjusted rates of heart disease. The data come from another well-known study, the Multiple Risk Factors Intervention Trial (MRFIT). This study involved 69,205 men aged 35–39 years who were observed and then followed over at least 16 years. The graph shows a very systematic relationship between total cholesterol and death from heart disease [3].

Epidemiologists, in their work analyzing the factors that influence the health of large populations, eventually focus on interventions. They are often not satisfied by merely showing the correlation between a risk factor and health outcomes. They want convincing evidence that a particular intervention will work and will improve the public health. In the case of cholesterol-lowering, this evidence has now accumulated. The National Heart, Lung, and Blood Institute conducted one landmark study through a national network of universities. The research group was known as the Lipid Research Clinics. The group conducted the Coronary Primary Prevention Trial (CPPT) that randomly assigned 3,806 men with high cholesterol but no symptoms of heart disease to either a cholesterol-lowering drug called cholestyramine or a placebo. The study was double-blinded. That means that neither the patients nor the experimenters knew whether a particular patient was taking the actual drug or the placebo. Both groups had dietary counseling and had their cholesterol measured over the next 7 years. In addition, the groups were followed for cardiovascular outcomes and for mortality. The study began in the mid-1970s, and the results were first reported in 1984.
The blood cholesterol was 8.5 percent lower in the group taking the drug in comparison with that in the placebo group. There was a 24-percent reduction in deaths from CVD. This led advocates of cholesterol-lowering to state that there was a 2-percent decrease in CVD for every 1-percent decrease in cholesterol. However, the absolute risk change was not remarkably strong. Among 1,900 participants taking the placebo, 38 individuals, or 2 percent, died of CVD. In comparison, 30 of the 1,906 subjects, 1.6 percent, in the cholestyramine group died of CVD. The absolute risk change was about 0.4 percent—four-tenths of 1 percentage point. These numbers focus only on deaths from CVD. Considering all causes of death, there was no difference between those taking cholestyramine and those using placebo [4, 5].

The results of the CPPT can be made to look as though cholestyramine is a great success or barely more than a flop, depending on how they are presented. Figure 7.3 shows a big difference in death rates between the medicated and the placebo groups. The presentation collapses the y-axis of the graph to 2 percentage points, thus dramatizing a difference in death rates that is only about 0.4 percent. In contrast, Fig. 7.4 offers a view of the same data but presented in such a way as to focus on the chances of not dying of heart disease over the 7 years. The y-axis is not collapsed. The chances of not dying of heart disease were very high for both groups—98.0 percent for the placebo group and 98.4 percent for the cholestyramine group. The advantage of taking the drug, as seen in this view of the data, is greatly diminished, almost to the point of disappearing.

**Fig. 7.3** Percentage of participants who had died of cardiovascular disease after 7 years of cholestyramine or placebo in the CPPT
The CPPT was particularly important because it provided the scientific justification for the national campaign to lower cholesterol. Since the publication of the study in January 1984, several trials have evaluated newer cholesterol-lowering drugs known as statins. Perhaps the best example is the ASCAPS/TEXCAPS trial. In this study, those with elevated cholesterol were randomly assigned to take lovastatin (20–40 mg/day) or a placebo. Participants took the drug for nearly 5 years and were followed up for nearly 7 years. There was a 34-percent reduction in heart attacks and a 21-percent reduction in death from heart disease. However, there was no change in the number of people who had died when all causes of death were taken into consideration. Furthermore, the absolute risk reduction remained small. For example, 2.4 percent of the participants taking lovastatin had heart attacks while 3.6 percent of those taking the placebo had these events. The absolute risk change was about 1.2 percent. In terms of cardiovascular death, the difference was 0.5 percent for those taking lovastatin versus 0.6 percent for those taking placebo. In other words, there was a difference in CHD death rates of one person in every thousand.

The most challenging issue concerned the level at which screening for high cholesterol should begin. As noted above, there is relatively little controversy that people who are at high risk for heart attacks or death from heart disease should be treated. For these individuals, taking cholesterol-lowering medications is clearly worth the risk. But how about for people who are at the low end of the risk continuum? Over the last few decades, the National
Cholesterol Education Program has become increasingly aggressive in their recommendations.

**Cholesterol Screening**

Following the CPPT [4], the National Cholesterol Education Program argued for the aggressive management of elevated serum cholesterol. The arguments in favor of population-based cholesterol-lowering are multiple. Perhaps the two most persuasive arguments come from the MRFIT [3] and the British Medical Research Council/British Heart Foundation (BHF) Heart Protection Study [6]. The MRFIT study demonstrated that the relationship between total cholesterol and death from coronary heart disease was systematic and independent of the level of total cholesterol when participants entered the study. Reducing total cholesterol from 300 to 280, for example, provided the same percentage reduction in death from coronary disease as would be afforded someone reducing total cholesterol from 220 to 200 [3]. Ironically, the MRFIT study was an intervention trial which failed to demonstrate a benefit for intervening on risk factors [7]. Although the interventions failed to change the death rates, the researchers offered these conclusions based on observations of deaths among people who started the study with differing levels of cholesterol. The study did not show that interventions designed to reduce risk factors for heart disease resulted in actually reductions in risk.

Many difficulties in these analyses have now become apparent. First, the National Cholesterol Education Program recommended cholesterol-screening tests for all Americans independent of age, gender, or ethnicity. However, the published clinical trials at the time the policies were proposed were based exclusively on men, and there was no specific evidence for children [8]. A more recent meta-analysis of all of the published secondary prevention trials offers no evidence at all that cholesterol-lowering extends the life expectancy of women (see Table 7.1). Among nearly 2,400 women randomly assigned to take statins or placebos, there were 102 deaths among women taking the active drug and 103 deaths among women taking the placebo [9]. Although there were slightly more non-fatal heart attacks among women talking the cholesterol lowering drugs, their chances of dying of heart attacks were not affected.

A second concern was that the early clinical trials consistently failed to demonstrate improvements in life expectancy resulting from cholesterol-lowering [10]. In all early clinical trials, reductions in deaths from heart disease were offset by increases in deaths from other causes [11]. For example, the CPPT showed that a drug effectively lowered cholesterol in comparison with placebo. Furthermore, those taking the cholesterol-lowering medication were significantly less likely to die of heart disease than those taking the placebo. However, over the time period these participants were followed, there were more deaths from other causes among those taking the drug, and
the chances of being alive over the time span of the study were comparable in the two groups [5]. More recent evidence also demonstrates systematic increases in deaths from other causes for those taking cholesterol-lowering agents. Biological mechanisms for these increases have been proposed. Several studies document a relationship between low dietary fats and low cholesterol levels and a reduction in serotonin activity [12]. The early studies used resin drugs like cholestyramine that worked by binding bile acids and shutting down the natural production of cholesterol by the human body. The introduction of the statin medications largely silenced this controversy. Statins work through a different mechanism. Statins reduce cholesterol biosynthesis, mainly in the liver by modifying lipid metabolism. Studies involving statins tended to show reductions in both deaths from heart disease and from total mortality [13, 14]. Nevertheless, some controversy remained. The Medical Research Council (MRC) and BHF Heart Protection Study, published in 2002, was particularly important because it was large \((n = 20,536)\) and randomized [6]. Perhaps the most interesting finding was that simvastatin, given to a wide range of individuals at risk for coronary disease, had broadly positive effects. There was a benefit in terms of CHD mortality irrespective of the initial cholesterol concentrations. Consumption of 40 mg of simvastatin daily was associated with reductions in MI, stroke, and the number of revascularization procedures (such as coronary bypass, angioplasty, and the insertion of stents). The study has been interpreted as suggesting the need for greater use of statin drugs in the population [6]. However, while the relative risk reduction afforded by the statins appears fairly constant over all risk groups, the absolute risk reduction is much smaller in those at lower risk. Those who are initially at high risk reduce their chances of dying significantly, while those whose cholesterol levels are relatively low reduce their personal risk only slightly. Furthermore, questions have been raised about the value of statins for low-risk women. The Walsh and Pignone meta-analysis (cited in Table 7.1) included six trials of lipid-lowering. The trials included 11,435 women without CVD. In these trials, women taking lipid-lowering drugs had about the same risk of dying of heart disease or of all causes as did women taking placebo [9]. For example, averaged across six

<table>
<thead>
<tr>
<th>Number of women studied</th>
<th>Number of Deaths</th>
<th>Percent Death</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Non Fatal Heart Attack</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Placebo</td>
<td>1602</td>
<td>1588</td>
</tr>
<tr>
<td>Statin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deaths from Heart Attack</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Placebo</td>
<td>1205</td>
<td>1188</td>
</tr>
<tr>
<td>Statin</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
studies 103 of 1,205 (8.54 percent) women taking placebo died in comparison with 102 of 1,188 (8.58 percent) taking statin drugs. Questions have also been raised about the rationale for statin therapy in older adults. For example, Packard and colleagues noted that LDL cholesterol is neither a good predictor of outcome nor a response to therapy in adults older than age 70. HDL cholesterol or the ratio of total to HDL may offer more information [15, 16]. While it is difficult to deny the value of statins for people truly at risk for early death due to high cholesterol, there may be a tendency to overprescribe the drugs to people who less clearly benefit from them. These include women, particularly those in the near normal ranges for cholesterol, the elderly, and both men and women with no other risk factors and whose cholesterol levels are near normal.

In any epidemiological study, only a small portion of the general population in each diagnostic category will be diagnosed. For example, it has been estimated 52 million Americans have serum cholesterol levels deserving attention, while the number in active treatment is a small fraction of potential cases [17]. Even among those who have an identified diagnosis, not all are assigned to treatment. And still furthermore, among those given treatment, between 15 and 90 percent do not adhere to physician recommendations. Concern that the public was not gaining the optimal benefit of treatment led to the development of treatment guidelines. Among many guidelines available, perhaps the most influential are the third revision of the Adult Treatment Protocol of the National Cholesterol Education Program.

**Atp III**

The third report of the National Cholesterol Education Program (NCEP) expert panel on detection, evaluation, and treatment of high cholesterol in adults, popularly called ATP III [18], is the current standard for cholesterol screening and treatment. ATP III is the third step in an evolutionary process. The first report (ATP I, published in 1988 outlined the strategy for the prevention of heart disease for adults with LDL >160 mg/dl and for those with high cholesterol (LDL 130–159 mg/dl). The second report (APT II, 1995) expanded ATP I by discussing the intensive management of LDL cholesterol for people who had established heart disease. ATP III, published in 2001, called for more intensive intervention. Departing from previous recommendations, ATP III identified LDL cholesterol levels from 130 to 159 mg/dl as borderline high and total cholesterol levels between 200 and 239 mg/dl as borderline high for otherwise low-risk individuals. The report recommends lifestyle intervention for those with borderline high LDL or total cholesterol but also acknowledges that drug treatment may be appropriate for those who fail lifestyle interventions. Direct-to-consumer advertising sponsored by the pharmaceutical industry emphasizes that the majority of patients fail dietary interventions and that
patients should speak to their doctors about drug therapy. (See, for example, www.Lipitor.com.)

The ATP III report discusses the cost-effectiveness of treatment, recognizing that drug therapy is expensive. However, it also dismisses some cost concerns by suggesting that drug prices are likely to decline in the future. ATP III also suggests that the threshold for considering treatment should be an LDL level of 130 mg/dl. Following the publication of the Heart Protection Study [19], the guidelines were revised to lower the threshold to 100 mg/dl [20] for people with other risk factors for heart disease.

**Concerns and Conflicts of Interest**

One concern is that most studies used to create guidelines are funded by the pharmaceutical industry. For example, one study found that 81 percent of clinical practice guidelines authors had interactions with the pharmaceutical industry, and 59 percent had relationships with companies whose drugs were evaluated in the guideline they authored [21]. The NCEP guidelines on cholesterol were based on several major studies (e.g., 4S, AFCAPS/TexCAPS, WOS) that were sponsored by the pharmaceutical industry. After the observation of the connection between industry and the development of national guidelines, disclosure requirements have become more stringent. Nevertheless, most of our current guidance were developed in an era when most guideline developers had strong financial ties to the pharmaceutical industry.

**How Many People are Affected by the Changing Definitions?**

Using data from the NHANES, we reevaluated the proportion of the adult population affected by the change in guidelines published in ATP III. The distribution of LDL cholesterol in the general US population, and for the US population age 60 or older, is shown in Fig. 7.5. The ATP III guidelines suggest that optimal levels of LDL cholesterol are below 70 mg/dl. However, that level is achieved by very few of us. Considering the entire adult population in the USA, only about 7 percent are at this level. Ninety-three percent of us have levels that are higher. For adults over age 60, 97 percent have LDL values higher than 70 mg/dl. The first threshold for clinical concern is 100 mg/dl. According to the analysis of the NHANES data, about 70 percent of the adult population of the USA falls into that category. In other words, the guidelines suggest that close to 70 percent of the population needs treatment or attention. According to our analysis of the NHANES data, 84 percent of adults over age 60 have LDL levels higher than 100, so 85 in each 100 might need attention for cholesterol management.
The ATP III argues that there is a linear relationship between an individual’s level of LDL cholesterol and the chances of heart attacks or deaths. The authors of the report even provided a nice-looking graph showing this relationship (see Fig. 7.6). The argument is that those who lower their LDL cholesterol from 170 to 160 gain about the same amount as those who lower their LDL cholesterol from 110 to 100. However, look at the graph more carefully. This figure was actually taken directly from the publication from the National Cholesterol Education Program. The $y$-axis on the graph is in logarithmic rather than

---

**Fig. 7.5** Distribution of LDL cholesterol for all participants and those older than 60 years in NHANES III

**Fig. 7.6** Relationship between LDL and coronary heart disease risk according to NCEP revision of ATP III in July 2004
regular linear units. As with blood pressure, the relationship between risk factor and outcome is not linear. It is log-linear. Although the label in the figure clearly states that the $y$-axis data are on a log scale, the graph is deceptive because it appears to show a linear trend. There are no tick marks on the $y$-axis that would give the reader the impression that the scale is not in linear units. In addition, Fig. 7.6 disguises some of the relationship by excluding the small groups of the population with very low or very high LDL levels. Figure 7.7 redraws the relationship using natural units on the $y$-axis and the full range of LDL values (as reported in the NHANES survey) along the $x$-axis. Those who start with lower levels of LDL cholesterol gain significantly less than those who start with high levels of LDL cholesterol. This fits data from actual studies, such as the MRFIT (see Fig. 7.8).

---

**Fig. 7.7** Relationship between LDL and coronary heart disease risk using linear scale of risk

**Fig. 7.8** Six-year CHD mortality by total serum cholesterol for 356,222 men aged 35–57 years screened for the MRFIT study
How Many Will Progress to CVD?

Pharmaceutical advertising suggests statin therapy for patients with mildly elevated LDL cholesterol and without other risk factors. However, statins have not been studied in populations without risk factors. Table 7.2 summarizes the entry criteria in several of the major recent clinical trials. These are the exact trials used as the rationale for the recent revision of ATP III. The first column lists the study and the middle column summarizes the population under study. The third column of the table which shows the entry criteria for the studies indicates that none of these trials used adults who did not have heart disease or did not have established risk factors. The benefits for lowering cholesterol in adults with relatively normal levels of LDL cholesterol are a bit less clear because these populations have not been studied in lipid-lowering trials.

In collaboration with UCSD medical student Doc Khagali, we recently evaluated the benefits of cholesterol lowering for hypothetical situations. We considered three hypothetical cases. The first was a 55-year-old nonsmoker with an HDL of 50 mg/dl and untreated systolic hypertension of 120 mmHg. The second case involved a higher risk patient, a 60-year-old nonsmoker with an HDL of 30 mg/dl and untreated systolic blood pressure of 140 mmHg. The third hypothetical case was the highest risk: a 65-year-old smoker with an HDL of 30 mg/dl and treated systolic blood pressure of 130 mmHg. Figure 7.9 shows the absolute risk reduction in women under these three hypothetical conditions. For those with initially low levels of total cholesterol, treatment provides almost

Table 7.2 Entry criteria in trials used as the basis for the ATP-III revised guidelines (from Kaplan and Ong, 2007 [22]) [11]

<table>
<thead>
<tr>
<th>Study</th>
<th>Population</th>
<th>Entry criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart Protection Study [6]</td>
<td>20,536 adults, ages 40–80 in United Kingdom</td>
<td>Coronary disease, other occlusive artery disease, or diabetes</td>
</tr>
<tr>
<td>Prospective Study of Pravastatin in the Elderly at Risk (PROSPER) [23]</td>
<td>5,804 adults, ages, 70–82</td>
<td>History of heart disease or CVD risk factors</td>
</tr>
<tr>
<td>Antihypertensive and Lipid-Lowering Treatment to Prevent Heart Attack (ALLHAT) [24]</td>
<td>10,355 adults 55 years or older</td>
<td>LDL levels between 120 and 189 mg/dl and triglycerides &lt;350 mg/dl</td>
</tr>
<tr>
<td>Anglo-Scandinavian Cardiac Outcomes Trial-Lipid Lowing Arm (ASCOT-LLA) [25]</td>
<td>19,342 patients ages 40–79 years</td>
<td>All had hypertension and at least 3 other CHD risk factors</td>
</tr>
<tr>
<td>Pravastatin or Atorvastatin Evaluation and Infection-Thrombolysis in Myocardial Infarction 22 (PROVE IT) [26]</td>
<td>4,162 patients from Australia, Canada, France, Germany, Italy, Spain, or the United Kingdom, or the United States</td>
<td>All participants had been hospitalized for acute coronary syndrome within 10 days prior to randomization</td>
</tr>
</tbody>
</table>
no benefit in any case. For those with higher levels of LDL cholesterol, treatment offers the most benefit for the high-risk patient. In this case, there may be an absolute risk reduction of about 16 percent. For the intermediate-risk patient, the absolute risk reduction is about 5 percent. And it is only about 3 percent for the low-risk patient. In other words, the three patients do not benefit equally from treatment. High-risk patients stand to gain significantly more than low-risk patients.

We can also consider the cost-effectiveness of those interventions. In this case, we considered the number of dollars required for 1 percentage point of absolute risk reduction. For the patient without other risk factors and a relatively normal level of total cholesterol, it would cost about $1,200 to reduce the chance of dying of heart disease by 1 percent. For the medium- and high-risk patient, the cost per percentage point of absolute risk reduction is about $400. For those who initially have high levels of total cholesterol and other risk factors, intervention may reduce the chances of dying by 1 percentage point for only about $50.

Finally, we estimated the expected benefit for someone lowering his or her cholesterol from 110 to 100. This can be calculated from ATP III Cholesterol Management Guidelines that are available on the National Cholesterol Education Program website. The site also includes a risk calculator.

Consider the hypothetical case of a 55-year-old male with a total cholesterol of 180 mg/dl, and LDL cholesterol of 110 mg/dl and an HDL cholesterol of 48 mg/dl. The person has no other risk factors. The 10-year mortality risk is less than 10 percent. That remains less than 10 percent when lowering cholesterol by 10 mg/dl. In fact, the percentage risk change is not distinguishable by the formula. The absolute risk change is near 0.
Conclusions

Elevated serum cholesterol is a risk factor for mortality from heart disease. Those with high levels of serum cholesterol should be treated. Treatment works, and it results in reductions in heart attacks and deaths from CVD.

However, energized by the value of cholesterol-lowering for people at risk for heart disease, advocates have become convinced that people with more normal cholesterol levels should also be treated. The National Cholesterol Education Program now promotes lower thresholds for the treatment of serum cholesterol. In fact, the newest guidelines identify nearly 90 percent of American adults as in need of monitoring or treatment. It has been suggested that those with initially lower levels of serum cholesterol may benefit just as much as those with higher levels. However, the data do not support this argument. The relationship between cholesterol and health outcomes is not linear. Instead, it is log-linear. In other words, those with initially low levels of LDL cholesterol do not reduce their risks to the extent that those with high initial levels of high LDL cholesterol reduce risk. Furthermore, those with initially low risks of LDL cholesterol are significantly less likely to die of heart disease. Taking medication is not completely without risk. These individuals may be exposed to side effects of medication without clear evidence that they obtain the benefits.

The American Heart Association, in collaboration with the pharmaceutical industry and the NIH, has promoted the “Know your Number” campaign. The purpose is to get people to know their cholesterol values. At least from the perspective of the pharmaceutical industry, the benefits of this campaign are quite clear. Even using previous definitions of high cholesterol, more than half of the adult population was eligible for diagnosis. With the new definitions, the proportion of the population eligible for treatment approaches 70 percent. For older adults, it approaches 100 percent. The more people know their number, the more people are likely to get prescriptions for products manufactured by these companies. Drugs used to treat high cholesterol are not like drugs used to treat other illnesses. In contrast to an antibiotic, which is used for a brief period in order to eliminate a bacterial disease, cholesterol-lowering drugs are used for a lifetime. The stakes are enormous. In Chapter 9, we will consider other consequences in promoting drugs to manage common illnesses.

References

3. Stamler J, Daviglus ML, Garside DB, Dyer AR, Greenland P, Neaton JD. Relationship of baseline serum cholesterol levels in 3 large cohorts of younger men to long-term coronary,


Diabetes mellitus (DM) or diabetes, as we usually call it, is a major medical, personal, and public-health problem. Diabetes is a chronic disease associated with abnormally high levels of glucose (sugars) in the blood. A rise in glucose occurs when foods are consumed. Glucose from blood is an energy source for cells and tissues throughout the body. However, utilization of glucose requires a hormone, insulin, that allows the glucose to be used. Diabetes occurs when the body does not make enough insulin or when cells cannot adequately make use of the available insulin. In 2006, the American Diabetes Association (ADA) estimated that 20.8 million people, roughly 7 percent of the US population, had diabetes. Among these, 14.6 million have been diagnosed, and 6.2 million are unaware they have the condition. Another 41 million have “pre-diabetes,” a condition many experts believe leads to diabetes.

The incidence of the disease in the US population varies with age. For those over 60, more than 20 percent have the disease. Each year approximately 1.5 million new cases of diabetes are diagnosed, or over 4,000 each day. Diabetes is the sixth leading cause of death in the USA. Each year approximately 200,000 deaths are directly or indirectly attributable to the disease, while many other deaths are associated with the complications of diabetes. There are at least two types of diabetes. Type 1 requires use of insulin for survival and is the most severe form of the disease. Only about 10 percent of people with diabetes are dependent on insulin. The others have type 2 diabetes, a form not requiring insulin injections for most people. The most important risk factor of type 2 diabetes is being overweight or obese. The proportion of the population with diabetes increases with age because most new cases are type 2.

The prevalence of the disease also seems to vary from one racial or ethnic group to another. Native Americans, African-Americans, Hispanics, and Pacific Islanders, for example, may be at increased risk for the disease (see Fig. 8.1).

It is interesting to look back at ADA reports over the last few years. For example, according to the organization’s 2000 data, there were only about half as many cases of diabetes as there are today. Does this really mean we are experiencing a snowballing epidemic? Despite the increased number of cases, the number of deaths from diabetes has not changed much over these last few years. We will explore this problem in more detail, but first, we will consider the basic pathophysiology of diabetes.
Pathophysiology

Many different factors may cause the onset of diabetes, and its course and prognosis vary among individuals. The technical medical term diabetes mellitus actually covers several separate and distinct conditions. The term DM is used to separate the common condition from other rare diabetic diseases such as a kidney disease known as diabetes insipidus and a specialized form of diabetes that occurs during pregnancy known as gestational diabetes. The two most common forms of DM are type 1, or insulin-dependent DM (IDDM), and
Type 2, non-IDDM (NIDDM). Type 1 is considered to be the most severe form, and individuals in this subclass require insulin injections to preserve life. There appears to be no epidemic of type 1 diabetes. The rates in the population have been relatively steady for the last few decades.

Those with type 2 DM may use insulin to correct high blood glucose levels but do not require an external source of insulin in order to survive. Type 2 diabetes is by far the most common type of diabetes, although we typically think of a diabetic patient as one who requires insulin. Type 1 diabetes is a relatively rare form of the condition, accounting for less than 10 percent of all cases, while type 2 accounts for about 90 percent. Among these with type 2, 60–90 percent are overweight [3], and some evidence suggests that weight loss can be of substantial benefit to these individuals [4]. Thus, the ADA now recommends diet and exercise as the primary interventions for control of type 2 diabetes [1]. In other words, they recommend that patients be given a serious trial of behavioral intervention before being exposed to drug treatment. Nevertheless, an increasing number of people are being given medications for diabetes.

Type 1 and type 2 diabetes are very different diseases. In each case, environmental factors acting in concert with genetic susceptibility may be important precursors. There is substantial evidence that type 1 diabetes has a genetic component. People with certain genetic markers for human leukocyte antigens (HLAs) are at increased risk for developing type 1 diabetes. Siblings of children with type 1 diabetes are at increased risk of developing the condition; in fact, their chances are seven times the rate in the general population [5]. However, if the condition were purely genetic, we would expect perfect concordance, or correspondence, in identical twins, and this is not the case: Only between 20 and 50 percent of the identical twins of those with type 1 diabetes actually develop the disease.

The glucose system is homeostatic, meaning it is self-balancing. The body attempts to maintain blood glucose at a relatively constant level. If a person does not eat food, insulin secretions stimulate release of stored glucose from the liver. The normally functioning person makes a series of internal adjustments that result in relatively steady levels of blood glucose throughout the day. In the absence of appropriate insulin levels, or when insulin receptors are defective, blood sugar levels rise. At the same time, hungry cells starve and begin to burn other fuels as an energy source. When cells burn fat as an energy source, they release ketones as a metabolic by-product. These ketones can be released into the blood and can cause the blood to become acidic. Severe cases of this problem are known as ketoacidosis (implying that the blood has become acidic from ketones). Severe ketoacidosis can result in coma and death. The kidneys separate elements that are retained in the blood supply and waste products that are eliminated in urine. When the blood sugar gets to a very high level, it may reach a point where the kidneys can no longer process it. As a result, some of the sugar “spills” into the urine. Thus, elevated levels of sugar in urine are sometimes an indicator of diabetes.
For those with type 2 diabetes, the picture is the opposite. Several decades ago, a test was developed to measure how much insulin the body produced. Until this time, it was believed that those with type 2 diabetes had difficulty producing insulin, as did those with insulin-dependent diabetes (type 1). However, the new tests demonstrated that subjects with type 2 diabetes actually had higher levels of insulin in response to sugar ingestion than did control subjects who did not have diabetes. This condition is known as hyperinsulinemia because it is associated with the overproduction (hyper) of insulin (insulinemia). A variety of researchers have demonstrated that hyperinsulinemia may be associated with obesity; in fact, the amount of excess body weight is related to the degree of hyperinsulinemia [6]. In other words, evidence suggests that type 2 diabetes might be associated not with too little but with too much insulin. Some of the more recent studies also suggest that type 2 diabetes is associated with insulin resistance, which results when the cells that normally process insulin do not function properly [7].

The reasons for insulin resistance are not known. However, it has been suggested that insulin resistance is an adaptive response to hyperinsulinemia. Some of the newer studies also suggest that type 2 diabetes is heterogeneous, meaning that different people have the condition for different reasons. Some people may overproduce insulin, some may produce about average amounts, and some may actually under-produce it. Some people may have problems with insulin receptors, while others may not [8].

It may be inappropriate to think of diabetes as a disease. Rather, it is an abnormality in metabolic control. However, poor metabolic control over a long period of time has serious health consequences because it is associated with breakdowns in nearly every system within the body. Some of the major complications of diabetes and poor metabolic control are heart disease, nephropathy, blindness, amputations of the feet and toes, and perinatal mortality and morbidity [1]. These are only a few of the many serious complications of the diabetes. So, control of diabetes is an important health goal.

The Changing Definition of Diabetes and Impaired Fasting Glucose

Both major types of diabetes are increasing, but not at the same rate, and not with the same path to serious consequences. Both forms of the disease are serious, but they behave differently, and that means individuals with the conditions tend to behave differently.

Type 1 diabetes has a high chance of causing sudden and dramatic complications that can quickly put a person in a life-threatening situation. Without immediate treatment, death is likely. Type 2 diabetes is also a serious disease, but many people have the condition without knowing it, since there can be relatively minor forms of the disease, and even in its most serious form, the progress of the disease may be hidden. The fears about diabetic complications among those with type 2 are, as a rule, less urgent and less alarming, but that only makes the condition harder to deal with.
The healthy human body does a good job of maintaining homeostasis in blood sugar. When we eat, our blood sugar goes up. In response, insulin is released to metabolize the glucose. Blood glucose is measured in blood plasma and is expressed as the number of milligrams for each deciliter of the measured plasma. This is expressed as mg/dl. Ordinarily, blood glucose is maintained between 80 and 120 mg/dl of blood. There are two common tests for diabetes or pre-diabetes. The tests are called the fasting plasma glucose (FPG) test and the oral glucose tolerance test (OGTT). In FPG, if a person has a level of 126 mg/dl after having fasted for eight or more hours, it is presumed he or she has diabetes. OGTT requires a sample of blood to test glucose levels after a fast and then 2 hours after drinking a glucose-rich beverage. If the blood glucose level is at 200 mg/dl or higher 2 hours after consumption of the glucose-loaded drink, the person is assumed to have diabetes.

As for blood pressure (see Chapter 6) and cholesterol (Chapter 7), there have also been recent changes in the definition of DM and impaired fasting glucose (IFG), or pre-diabetes. Several years ago, the Expert Committee on the Diagnosis and Classification of Diabetes Mellitus recommended that the threshold for diabetes be changed from a fasting blood glucose level of 140–126 mg/dl [9]. With a simple change in disease definition, the prevalence of diabetes increased to 14 percent.

More recently, the Expert Committee on the Diagnosis and Classification of Diabetes Mellitus also proposed a new, lower limit for IFG [10], recommending that the lower limit for IFG should be reduced from 110 to 100 mg/dl. The rationale for their recommendation was the belief that metabolic and clinical complications of hyperglycemia rise sharply for those above the 100-mg/dl level. However, the committee noted that there was very little evidence that cardiovascular risk factors and all-causes mortality rates increase with IFG. They also noted that some studies did not support lowering the threshold [11, 12]. As part of their discussion, the group noted that lowering the threshold to 100 mg/dl would significantly increase the number of patients with a diagnostic label. The committee felt this was desirable because it would bring medical attention to more individuals. The committee argued that population studies from Mauritius [13] and from the Pima Indians from Arizona [14] supported the lower threshold. The only American population considered was the San Antonio Heart Study population, which has a high number of people who have some of Native American heritage [15].

**IFG and Its Consequences**

The ADA suggests that IFG, or pre-diabetes, is the pathway to full diabetes. Consequently, they urge the general population to be tested because elevated blood glucose may result in diabetic complications. But what do we really know about the long-term consequences of minor elevations in blood glucose? With
colleagues at the University of California, San Diego, we evaluated the benefit of the new definition of IFG. In 1972–1974, 82 percent of an upper middle-class white community in California (Rancho Bernardo) was screened for heart disease risk factors as part of the Lipid Research Clinic Prevalence Program. The average age at baseline was 49.9 years. A follow-up visit was conducted from 1992 to 1996 and included approximately 75 percent of the surviving Rancho Bernardo cohort ($n = 1,781$). The study examined data from all the subjects who had valid plasma glucose values for both visits ($n = 1,494$).

Fasting plasma glucose levels were measured at both follow-up visits, and four categories of fasting plasma glucose were created: nonimpaired (less than 100 mg/dl), low IFG (100–110 mg/dl), IFG (111–126 mg/dl), and DM (greater than 126 mg/dl and/or diagnosed or taking diabetic medications). Each participant was placed in one of the four categories at the baseline (1972–1974) and were followed up 20 years later, during the first 1992–1996 follow-up visits. Diabetic complications were also measured at the second follow-up visits. These included kidney function and eye problems. A self-report questionnaire was used to ask questions relating to neuropathy, including three categories: (1) numbness or tingling, (2) loss of sensation in both hands or feet, and (3) decreased ability to feel temperature by touching. For this analysis, participants were scored as having neuropathy if they reported any one of the three symptoms. The questionnaire was also used to determine self-reported use of prescription medications for diabetes and whether a health professional had told the respondent that he or she had diabetes.

Among the 605 with FPG values less than 100 mg/dl at baseline, 502 (82.9 percent) maintained FPG values less than 100 mg/dl over the next 20 years. Only 14 of 605 (2.3 percent) with FPG values less than 100 mg/dl progressed to diabetes. For those 390 participants with baseline FPG values between 100 and 110, only 16 (4.1 percent) worsened to diabetes, while 7 percent of the 285 subjects with FPG values between 111 and 126 worsened to diabetes over the next 20 years. Those in the low-IFG category (FPG from 100 to 110 mg/dl) were not significantly more likely to develop diabetes than those with FPG values less than 100 mg/dl. However, there was a significant increase in chances of conversion to diabetes for those in 111–126 range in comparison to the nonimpaired but not the low-IFG groups. This effect was significant for men but not for women.

Table 8.1 summarizes three diabetic complications at follow-up by FPG levels at baseline. Those with initial FPG levels greater than 126 mg/dl at in the early 1970s had a significantly higher probability of elevated urinary albumin/creatinine ratios in the 1990s compared with the nonimpaired group. However, those in the two categories of IFG were not significantly more likely to develop kidney complications 20 years later than those with FPG $<$100 mg/dl [16]. Several other studies are consistent with this analysis. A 6.8-year follow-up of 2,763 women with established heart disease did not find a relationship between the new definition of IFG (100–110 mg/dl) and the incident events of CHD, stroke, TIA, or CHF [17].
The cut point for a diagnosis is the threshold, above which people are considered to have a problem. In deciding on cut points, the committee also considered the cost. They stated, “We do not yet know the total benefit or the total cost to an individual who is designated at risk for diabetes by either test, by any criterion. The higher the ratio of benefit to cost, the lower the optimum cut point that should be selected.” The committee felt that there was a cost advantage to lowering the threshold because complications of diabetes might be prevented. They cited the diabetes prevention program (DPP) as evidence [4]. On the other hand, lowering the threshold will mean that many people will be subjected to treatment even though they have a very low probability of complications. Furthermore, the DPP did not study isolated IFG; participants had to have IFG and impaired glucose tolerance.

Multiple studies have shown that lifestyle modifications or pharmacotherapy can delay or prevent the progression from impaired glucose control (as measured either by impaired glucose tolerance or IFG) [4, 18–21]. Only one study, the DPP [4], has compared lifestyle modifications and pharmacotherapy together.

The DPP study enrolled individuals with a fasting plasma glucose of 95–125 mg/dl and an OGTT of 140–199 mg/dl, which was considered elevated but not meeting the threshold for diabetes by the 1997 ADA guidelines. The DPP study had three arms that enrolled about 1,000 patients each—placebo, lifestyle intervention, and pharmacotherapy intervention (metformin), where the lifestyle intervention combined a healthy low-calorie, low-fat diet with a physical activity regimen of moderate intensity, such as brisk walking, for at least 150 minutes per week. The placebo rate of progression to diabetes in the DPP study was 11 per 100 person-years, and both the lifestyle intervention (by 58 percent) and the pharmacotherapy intervention (by 31 percent) reduced progression to diabetes, as compared with the placebo arm.

The DPP also included a cost/utility analysis. Quality of life was measured using the Quality of Well-Being Scale (QWB) [22]. The measure was chosen because it can be used to estimate Quality-adjusted life years (QALYs) [23]. These are years of life, with an adjustment for quality of life. The concept is discussed in more detail in Chapter 9. Over the course of 3 years, those randomly assigned to the lifestyle intervention accrued 0.050 more QALYs.

### Table 8.1

<table>
<thead>
<tr>
<th>FPG category in 1972–1974</th>
<th>Kidney n = 171</th>
<th>Eye n = 32</th>
<th>Nerve n = 185</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;100</td>
<td>10.6</td>
<td>3.8</td>
<td>10.8</td>
</tr>
<tr>
<td>100–110</td>
<td>13.6</td>
<td>3.5</td>
<td>12.7</td>
</tr>
<tr>
<td>111–126</td>
<td>12.7</td>
<td>3.4</td>
<td>14.5</td>
</tr>
<tr>
<td>&gt;126</td>
<td>19.5*</td>
<td>8.2</td>
<td>24.2**</td>
</tr>
</tbody>
</table>

FPG category >126 also includes medications for diabetes and doctor’s diagnosis
*differs significantly from <100 group
** differs significantly from all comparison FPG groups
than those assigned a regular dose of metformin. Among the three interventions, the lifestyle approach was the most expensive (total cost US $27,065 in 2000). Metformin was less expensive ($25,937), while placebo was the least expensive option ($23,525). Although both interventions offer significant benefits over placebo or doing nothing, the cost/QALY for the lifestyle invention was significantly lower than for metformin. In other words, even though the lifestyle intervention was more expensive, it offers significantly better value for money.

So, there seems to be little evidence that fasting plasma glucose levels between 100 and 110 mg/dl are strong predictors of transition to diabetes, or the development of diabetic complications. These data stand in contrast to the recommendation of the Expert Committee on the Diagnosis and Classification of Diabetes Mellitus, which promoted lowering the threshold for IFG down to 100 mg/dl. My colleagues (Deborah Morton, Deborah Wingard, Elizabeth Barrett-Connor) and I believe that the selection of disease thresholds requires continuing thought and evaluation.

**Obesity and Overweight**

Obesity is a major public-health problem. In the early 1990s, it was estimated that more than 300,000 adults in the USA died each year of causes related to obesity (Manson et al., 1991). According to the Centers for Disease Control and Prevention, no state at that time had an obesity rate of greater than 20 percent, but by 2001, just 10 years later, 29 states had obesity rates of 20 percent or more. The numbers were the cause for alarm. That the prevalence of obesity in the USA had increased 74 percent in the 1991–2001 decade suggested nothing less than an epidemic. Obesity not only increases the risk of mortality, but also is associated with losses in quality of life [24]. It has been suggested that obesity and overweight related problems are responsible for over 9 percent of the US healthcare expenditures or over $92 billion in 2002 [25, 26].

Those who are obese, and those who fall into the less severe but still serious category of being overweight, live with not only increased risk of mortality, but a greater likelihood of losses in quality of life [24]. It has been suggested that obesity- and overweight-related problems are responsible for over 9 percent of the US healthcare expenditures, or over $92 billion in 2002 [25, 26].

Obesity is defined using a BMI. The BMI is calculated as an individual’s weight in kilograms divided by the square of the height in meters, or kg/m^2_. Those with a BMI of greater than 30 kg/m^2_ are designated as obese. Those with a BMI of greater than 25 kg/m^2_ are designated as overweight. Several years ago, the World Health Organization reduced its diagnosis threshold for overweight from a BMI of 27 to 25 kg/m^2_.

The rationale for the threshold change was that BMI was systematically related to risk factors for heart disease. This is best represented in Fig. 8.2. A variety of studies show that BMI is related to blood pressure. For populations of both men
and women, there is a positive correlation between rates of elevated BMI and rates of elevated blood pressure. The data in Fig. 8.2 come from the National Heart, Lung, and Blood Institute, Joint National Commission on High Blood Pressure and have been reported in documents from the National Heart, Lung and Blood Institute. For both men and women, there is a systematic relationship between increases in BMI and the percentage of people with hypertension.

The change in the definition of “overweight” had a substantial impact on the number of people in the population identified as being with the condition. Figure 8.3 shows the distribution of BMI based on the NHANES. This analysis considers people aged 40 years and older. In this group 49 percent of the population have a BMI greater than 25, 33 percent have a BMI greater than 27 or higher and about 20 percent have BMI a greater than 30. Changing the definition of overweight from a BMI of 27 kg/m$^2$ to a BMI of 25 kg/m$^2$ increased the number of proportion of people considered overweight or obese from about one-third to about one-half. In raw numbers, overweight of obese people increased from about 70 million to about 100 million.
One of the complicating factors is that individuals with substantial muscle mass have higher BMI scores. Consider elite athletes. Barry Bonds, the superstar baseball player, is 6 feet 2 inches tall and weighs 235 lbs. His BMI is 30.02. According to the definitions currently in use, Mr. Bonds is not just overweight, he is obese (see Fig. 8.4 to judge for yourself). Now, consider the author (shown in Fig. 8.4). I am 5 feet 9 inches tall and weigh just over 160 lbs. Although people rarely consider me to be overweight, my BMI is over 24. In other words, I am bordering on being overweight. In fact, nearly all American adults are overweight by current standards. Figure 8.5 shows the trends in overweight according to the National Health and Nutritional Examination survey. As the figure clearly illustrates, there have been steady increases in the proportion of the population defined as overweight (left-hand portion of the figure) and obese (right-hand portion of the figure). In fact, it is now more difficult, according to the chart’s data covering the period 1999–2002, to find either men or women who are not overweight (for more detailed information, see www.cdc.gov/nccdphp/dnpa/obesity/).

As noted above, being overweight is related to risk factors for heart disease. However, we must ask whether being overweight is really a risk factor for early...
death or for loss in quality of life. In order to investigate this question, we aggregated data across major epidemiologic studies. These studies were well summarized by Allison and colleagues [27]. The results are presented in Fig. 8.6. Each line on the graph represents one of these major studies. The $x$-axis on the graph shows BMI and the $y$-axis shows the probability of all-causes mortality in these major studies. As the figure shows, the relationship is fairly flat in the range of BMIs from 25 to about 28 kg/m$^2$. Above the BMI of 28, there is a gradual increase in mortality. It has been argued that the relationship between
Body weight and mortality is different for smokers and nonsmokers. However, a separate examination of nonsmokers in these studies also showed that the relationship between BMI and mortality is very flat between BMIs of 25 and 27 kg/m². On the basis of mortality risk, then, there appears to be no justification for changing the threshold for the definition of being overweight.

Fig. 8.5 Time trends in the prevalence of overweight (BMI >25 left side of figure) and obese (BMI >30) for men and women in the USA

Fig. 8.6 The relationship between BMI and mortality based on six major epidemiologic studies reviewed by Allison et al. [27]. Alameda = Alameda County Health Study, Framingham = Framingham Heart Study, Tecumseh = Tecumseh Community Health Study, ACS = American Cancer Society Cancer Prevention Study, Nurses Health = Nurses Health Study, NHANES-I = National Health and Nutrition Survey I Epidemiologic Follow-up Study. Hazard ratio is defined as the ratio of mortality in relation of “normal” BMI of 23 to <25.
Another recent study of BMI and its relation to mortality was reported by Kenneth Adams and his colleagues in the August 24, 2006 issue of *The New England Journal of Medicine* [28]. The researchers studied 527,265 men and women:

- **All Men (N=313,047; 42,173 deaths)**
- **All Women (N=214,218; 19,144 deaths)**

![Relative Risk of Death vs Current BMI](image1)

**Fig. 8.7** The risk of death between 1995 and 2005 for AARP members by BMI. 1.0 defines the risk for those who are normal weight and the numbers on the y-axis define the risk in relation to these normal weight people. A value of 2.0, for example, suggests that people in this range are at twice the risk level as those who are normal weight. (From Adams et al. [28], Figs. 1 and 2.)

Another recent study of BMI and its relation to mortality was reported by Kenneth Adams and his colleagues in the August 24, 2006 issue of *The New England Journal of Medicine* [28]. The researchers studied 527,265 men and
women who participated in an NIH study of AARP members. The participants self-reported their height and weight in 1995–1996 and were followed for mortality through 2005. During that interval, 42,173 men and 19,144 women died. Adams and associates concluded that excess weight was associated with an increasing risk of death. Yet, their data do not support the risk of BMIs in the 25–27 range. Figure 8.7 shows the curves Adams et al. fit for the relationship between BMI and death for both women and men. The relative risks of death are shown as the solid line, and the two dashed lines represent 95 percent confidence intervals. 1.0 defines the risk for those who are normal weight and the numbers on the y-axis define the risk in relation to these normal weight people. A value of 2.0, for example, suggests that people in this range are at twice the risk level as those who are normal weight. For both sexes, those in the 25–27 BMI range are at the lowest risk for death. For men, being in this range actually appears to be protective.

If body mass in the range of 25–27 kg/m² is not related to early death, is it related to quality of life? In order to investigate this question, we studied quality of life in the community of Rancho Bernardo, CA. A total of 1,326 adults with an average age of 72 years completed the Quality of Well-Being Scale (QWB), which is a general measure of health-related quality of life that places wellness on a continuum between death (scored as 0.0) to optimum health (scored as 1.0). These adults were also measured and weighed. The results of the analysis are presented in Fig. 8.8. The average BMI for all participants was 25.4, which is above the threshold for being overweight. The average quality of life score for people who were overweight but not obese was 0.695. This value was not

![Fig. 8.8](image-url) Scores on a general quality of life measure—the quality of well-being scale (QWB) in relation to BMI category. (Data from the Rancho Bernardo Study)
significantly different from the normal weight group’s QWB rating of 0.709. Although there are slight decreases in quality of life with increasing BMI, it is only when people are very overweight (BMI greater than 35) that there are large and statistically significant changes in quality of life [24].

What does all this mean? Clearly, obesity is a major public-health problem. In fact, it is considered to be one of the most challenging problems we will face in the twenty-first century. On the other hand, being overweight may not be as serious of a risk as being obese. When the definition of overweight was changed from BMI of 27 down to BMI of 25 kg/m$^2$, the number of people classified as having a health problem dramatically increased. However, it is not clear that those in the range of 25–27 are at greater risk for serious health problems than those who are in the normal weight range. I cannot comment on the esthetic desire to be thin, but for health purposes, being modestly overweight does not appear to be an indication of being “sick.”

The Metabolic Syndrome

In addition to long-standing and widely researched diagnoses for diabetes and obesity/overweight, medical and public-health professionals have established a new category of disease called “the metabolic syndrome.” This condition is identified by a combination of risk factors, including

- abdominal obesity (defined as excessive fat tissue around the center of the body)
- problematical lipids, characterized by high triglycerides, low HDL cholesterol, and high LDL cholesterol
- modestly elevated blood pressure
- insulin resistance
- high likelihood of blood clotting
- elevation and likelihood of inflammation characterized by c-reactive protein.

People with the metabolic syndrome are at increased risk for heart disease or other diseases associated with the build-up of plaque in the coronary arteries. This syndrome is extremely common. Previously, it was estimated that it affected over 50 million people in the USA. Sometimes, people describe the metabolic syndrome in terms of physical appearance and insulin resistance. People with the syndrome have the appearance of carrying weight in the central parts of their body. This is sometimes described as the “apple” shape (see Fig. 8.9). In addition, the condition is associated with a diabetes-like syndrome of insulin resistance. People with this syndrome are often physically inactive, older, and may have a genetic predisposition. Recently, the definition of the metabolic syndrome changed. The updated criteria for the clinical diagnosis of the metabolic syndrome are summarized in Table 8.2.

Clearly, there is reason to be concerned about the metabolic syndrome. Various studies show that those with the syndrome are at about twice the risk of CVD and at about a five-fold risk of developing diabetes [29]. However, it is less clear that the latest change in the definition of the metabolic syndrome confers additional advantages. Table 8.2 summarized the criteria originally proposed by the World Health Organization in 1998 and the most recent criteria promoted by the American Heart Association and the National Heart, Lung, and Blood Institute. A person can be diagnosed with the

<table>
<thead>
<tr>
<th>Clinical measure</th>
<th>WHO 1998</th>
<th>AHA/NHLBI 2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overweight or obese</td>
<td>Waist-to-hip ratio &gt;0.90 for men, &gt;0.85 in women or BMI &gt;30</td>
<td>102 cm (40 inches) in men, 88 cm (35 inches) in women; estimated BMI &gt;25</td>
</tr>
<tr>
<td>Elevated triglycerides</td>
<td>&gt;150 mg/dl</td>
<td>150 mg/dl or on drug treatment for elevated triglycerides</td>
</tr>
<tr>
<td>Reduced HDL-C</td>
<td>&lt;35 mg/dl in men, &lt;39 mg/dl in women</td>
<td>&lt;40 mg/dl in men, &lt;50 mg/dl in women, or on drug treatment for reduced HDL-C</td>
</tr>
<tr>
<td>Elevated blood pressure</td>
<td>&gt;140 mmHg systolic, &gt;90 mmHg diastolic</td>
<td>130 mmHg systolic blood pressure or 85 mmHg diastolic blood pressure or on antihypertensive drug treatment</td>
</tr>
<tr>
<td>Elevated fasting glucose</td>
<td>&gt;110 mg/dl</td>
<td>100 mg/dl or on drug treatment for elevated glucose</td>
</tr>
</tbody>
</table>

WHO – World Health Organization
AHA – American Heart Association
NHLBI – National Heart, Lung, and Blood Institute
BMI – Body-Mass Index
HDL-C – High-Density Lipoprotein Cholesterol
metabolic syndrome if he or she has any three of five clinical conditions. Using the recent changes in the definitions, the criteria for being overweight, for HDL-Cholesterol, for high blood pressure, and for high blood sugar have all be relaxed. In addition, the AHA/NHLBI definition substitutes taking mediation for any condition for having clinical evidence of the problem.

Figure 8.10 shows the percentage of the population affected by the metabolic syndrome according to the new criteria. The data are based on analysis of the NHANES [30]. As the figure illustrates, the new definition affects a substantial percentage of the population. By age 50, more than half of the population of the USA has metabolic syndrome and by age 60 more than 60 percent of women have the condition. The scientific statement supporting this new definition did not present any analysis of expected changes in the health outcomes in the population under the new definition. Despite pharmaceutical company-sponsored websites promoting the assessment and the diagnosis of the metabolic syndrome, we have surprisingly little evidence that a diagnosis leads to better patient outcomes.

Not everyone embraces the concept of a metabolic syndrome. Researchers invented the term “metabolic syndrome” to describe the aggregation of cardiovascular risk factors. It was believed that each risk factor was related to insulin resistance. However, the metabolic syndrome was not based on a clear physiological model. Investigators have not been able to show that the individual risk factors, such as high blood pressure, triglycerides, or cholesterol levels, act synergistically. Clinically, each risk factor is treated independently of the others.

Fig. 8.10 Prevalence of metabolic syndrome in men (black) and women (gray) NHANES participants. (Adapted from Ford [30].)
Drug treatment for insulin resistance is not available and, with the exception of weight loss, there is not one common treatment. Researchers from the ADA and the European Association for the Study of Diabetes (EASD) have begun to question whether promotion of the concept of a metabolic syndrome has value for patients [31]. A summary of these concerns is listed in Table 8.3. At the end of the day, it is not clear that defining a metabolic syndrome gives us much more information than considering the risk factors independently. Furthermore, we do not know what is gained by the recent modifications in the definition of the metabolic syndrome. More people will get this diagnosis, but will they ultimately be better off because of the new label? At this point, we do not know.

### Conclusions

This chapter considered a variety of different topics relevant to the epidemic of obesity in the USA and most western counties. Our waistlines are clearly expanding. As a result, we are becoming increasingly concerned about health problems related to excessive or unnecessary body weight.

Diabetes is clearly the obesity-related health problem that has attracted the most attention, and there is little question that it is a serious health concern. It is a major cause of blindness, kidney failure, heart disease, and amputations. However, in response to concerns about diabetes, a new condition known as “impaired fasting glucose” was created. I could find very little evidence that this newly defined category of illness is positively correlated with the chances of developing diabetes or the complications of diabetes in the future.

The definition “overweight” itself has changed in recent years. One might say it is now defined as “obesity light.” Yet, the older rather than the newer definition of overweight appears more clearly related to poor health outcomes. People included in the new but not the old definition of overweight are no more likely to die prematurely or to have lower quality of life than those in the normal weight category.

<table>
<thead>
<tr>
<th>Table 8.3</th>
<th>Summary of concerns regarding the metabolic syndrome</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Criteria are ambiguous or incomplete. Rationale for thresholds are ill defined.</td>
</tr>
<tr>
<td>2</td>
<td>Value of including diabetes in the definition is questionable.</td>
</tr>
<tr>
<td>3</td>
<td>Insulin resistance as the unifying etiology is uncertain.</td>
</tr>
<tr>
<td>4</td>
<td>No clear basis for including/excluding other CVD risk factors.</td>
</tr>
<tr>
<td>5</td>
<td>CVD risk value is variable and dependent on the specific risk factors present.</td>
</tr>
<tr>
<td>6</td>
<td>The CVD risk associated with the “syndrome” appears to be no greater than the sum of its parts.</td>
</tr>
<tr>
<td>7</td>
<td>Treatment of the syndrome is no different than the treatment for each of its components.</td>
</tr>
<tr>
<td>8</td>
<td>The medical value of diagnosing the syndrome is unclear.</td>
</tr>
</tbody>
</table>

(From Kahn et al. [31], Table 3.)
Most recently, a new condition known as “the metabolic syndrome” has been defined. Not long after the condition was named, the criteria were broadened to encompass a much larger proportion of the general population. Under the latest definition, most older adults qualify for a diagnosis. As with the other newly defined conditions described in this chapter, there appears to be no clear evidence that the group that qualified only under the newest definition (they would have been excluded under the older definition) are at any greater risk for poor health outcomes. In addition, it remains unclear whether the new definition offers physicians any clear guidance for treatment, beyond what they would know from independently treating the individual risk factors that compose the metabolic syndrome.

In the last three chapters, a common theme has been repeated. New definitions of “disease” have been introduced, and the market for healthcare and expensive interventions has expanded considerably. Yet, we have very little evidence that these definition changes will enhance the health of populations. In the next few chapters, we explore the cost/effectiveness issues relevant to definition changes and consider the requirement that patients become more active in decisions about their own healthcare.
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Chapter 9
Cost-Effectiveness and Opportunity Costs

Are we using our resources wisely in the pursuit of better population health—that is, the general health of our entire population? In order to address this question, we must consider the implications of purchasing healthcare. A good starting point is the comparison of medical decisions and healthcare expenditures in the USA and other countries. While many assume that greater expenditure results in greater health benefit, developed countries that spend considerably less on healthcare in comparison with the USA have about equal health outcomes. Per capita expenditures on healthcare in the UK, for example, are about 40 percent of the per capita expenditures in the USA. As difficult as it may be to believe, life expectancy in the UK is slightly higher than it is in the USA, and infant mortality is slightly lower. Figure 9.1 summarizes life expectancy for men and women in seven countries that participate in the Organization for Economic Development and Cooperation. (OECD is an international organization composed of some 30 mostly developed countries committed to representative democracy and free markets.) Although the USA outspends per capita every one of the six other wealthy countries in the study, both US men and US women have the shortest life expectancies in the group [1].

It might be argued that spending more on healthcare will result in better-quality healthcare. But even by the roughest measures, this common-sense conclusion does not seem to stand up. Within the USA, there is considerable variability in Medicare spending. For example, data from the Medicare program tell us the per capita expenditure ranges from a low of $2,736 in Oregon to a high of $6,307 in Alaska. State-level data are also available on the average quality of healthcare, typically defined as adherence to defined standards of patient care. For example, it is possible to estimate the extent to which physicians adhere to defined patient guidelines. The association between per capita spending and quality across the USA is shown in Fig. 9.2. As the figure demonstrates, if there is a relationship, it goes in the wrong direction. States that spend more in their Medicare programs appear to do more poorly in indicators of the quality of care they deliver. Adjusting for socioeconomic status does not alter this finding [2].

Many have argued that society has a moral obligation to provide all necessary services for those who are sick and in need of help. Yet, there is no
assurance that investments in healthcare will improve the general health of the population because many services produce limited benefits. The challenge is in determining how many people are in need of help and whether services will really help them. As discussed in Chapters 5–8, changes in the diagnostic thresholds for diseases have expanded the number of people who are defined as “sick” and therefore considered in need of medical service. This has been accomplished, in part, through screening programs that identify disease in very early phases. At the other extreme, interventions for people who have been neglected and are near death are often both ineffective and expensive. States with very high Medicare costs might be those who fail to attend to poor people until they are near death and then attempt to rescue them with expensive but futile interventions.

Once an individual is identified as “sick,” it is incumbent upon the system to treat the problem. We must then ask who gets treatment. Wennberg convincingly demonstrated that individuals with the same conditions receive different services in different geographic areas [3]. To address the inequities and inefficiencies suggested by this finding, evidence-based medicine guidelines, which aim to regularize and standardize diagnosis and treatment procedures, have become a boom industry. And adherence to these guidelines has become the gold standard for quality. For example, in one recent study by McGlynn and colleagues, four nine-member multi-disciplinary panels from different
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geographic regions estimated the best approach to the management of a variety of different health conditions. A telephone survey of adults living in 12 metropolitan areas asked about their healthcare experiences and obtained written consent to review their medical records. The investigators evaluated performance on 439 indicators for 30 acute and chronic medical conditions and for preventive care. The study suggested that just more than half the participants received the recommended care for their health conditions. For some conditions, such as alcohol dependence, adherence to recommended care was only about 10 percent. The authors concluded that the health of Americans is compromised because physicians do not adhere to treatment guidelines [4].

As noted in the McGlynn analysis, “poor” quality is defined as failure to do everything identified in the most recent guidelines. However, in many cases, attention to early stages of disease may offer little or no benefit and may even produce harm. Early intervention for prehypertension, IFG, and marginally high levels of LDL cholesterol have now become part of the standard guidelines.
for care. New proposals that “pay for performance” will financially punish doctors who fail to adhere to these quality standards [5]. Yet, many if not most patients will not benefit from the newly defined approaches to “good” care. Deyo offered examples of adverse “cascade” effects of medical technology. Efforts to screen for or treat mild-spectrum illness often have negative effects and can even cause early death [6], and aggressive approaches to mild-spectrum illness may cause harm by diverting resources away from programs with greater potential benefits for the larger population.

**Uninsured Americans: A Result of Too Many Tests?**

It is common—and it is human nature—to think of the risks and benefits that medical diagnoses and treatments have at the individual level. But in this book the focus has been on “population health,” focusing on the risks and benefits as they apply to large groups of people. In Chapter 5, we considered the benefits of screening for cancer. Most systematic trials show very few benefits for screening women under age 50 for breast cancer. Chapter 6 questioned whether current proposals to create a new disease called prehypertension would actually benefit population health. In Chapter 7, we challenged the belief that most of the population should take statin drugs to reduce their risk for heart disease. In Chapter 8, we considered the benefits of lowering the threshold for the diagnosis of diabetes. Are we, in focusing on the “big picture,” going too far? After all, there is very little harm associated with the statin medications. Furthermore, if you or someone in your family had breast cancer would you not want to know? No one is being hurt. Or are they?

There are many arguments in favor of lower disease thresholds and increased screening. One argument is that more people will get treatment early. A second argument is that the risk of new medication seems very small. A third argument is that individuals may have a small chance of benefit, but populations will benefit. Finally, it might be argued that it is not our money anyway. Insurance will pay for the increased costs. So, why should we be concerned?

We do know that increased screening will cause financial problems. Under managed care, it is difficult to deny a service for a “peer-defined diagnosis,” meaning a diagnosis officially defined by a reputable board of medical experts. For example, consider the recommendations of the American Cancer Society, the hypertension standard contained in JNC-7, ATP III’s recommendations on cholesterol screening, and the disease definitions put forth by the Committee on Diagnosis and Classification of Diabetes. Official pronouncements like these have all suggested more aggressive approaches to treatment, and once these standards have been made public, managed-care institutions are very unlikely to deny the recommended treatments or other procedures. The economic forces at work are not all that hard to understand. Managed-care groups are likely to be sued if someone dies or develops a serious disability from a condition for
which screening was recommended but not performed. It is certain, for example, people will continue to have strokes, heart attacks, and breast cancer. If a patient is denied screening for these problems and eventually develops the illness, a lawsuit is highly probable. And the suit is likely to be successful, even though the evidence suggests that the patient would not have been better off had they been screened. Managed care, in effect, is going to be responsible for covering “pseudodisease.”

In analyzing a particular program of spending or investment, economists often talk of the “opportunity cost.” Roughly speaking, this is the cost of other opportunities foregone whenever you make a particular economic choice to spend or invest. For example, if a town chooses to build a playground on a piece of its land instead of selling the land or leasing it, the money not earned from the sale or lease is an opportunity cost.

The opportunity-cost problems that arise in major population health decisions suggest that large numbers of people will be harmed by the additional expenses incurred by downwardly revised diagnostic thresholds or broader disease definitions. These changes in definitions and thresholds often drive investment and expenditure into previously untreated segments of the population, and when that happens, some other previously funded segment is likely to see its level of expenditure or investment decrease. Put more bluntly, if the pool of diseased individuals is enlarged, so will the expense, and that means something is got to give is best illustrated in an analysis recently reported by Gilmer and Kronick, summarized in Fig. 9.3. The graph traces the relationship between per capita health expenditure and the percentage of workers who are uninsured. Between 1979 and 2002, these two variables track almost perfectly. To adjust for inflation, per capita healthcare expenditure is divided by median income. As the figure suggests, these increases in the cost of health insurance are very highly associated with the percentage of the workforce that is uninsured. Changes in disease thresholds and increases in screening make healthcare costs go up. Increased healthcare costs are passed on to employers as higher insurance premiums. Each time the premiums go up, more employers decide not to insure their workers. As a result, the percentage of uninsured systematically increases.

Changes in disease thresholds may have relatively little effect on population health for insured patients. On the other hand, threshold changes may negatively affect many other people. More services for well-insured people may lead to higher healthcare costs, which in turn may lead to increases in the number of people who have no health insurance at all (either because they cannot afford it or because it is not offered to them). Uninsured and underinsured people are the most likely to suffer from such broad reductions in services. In other words, promoting the use of ineffective health services for the well-insured fortunate might have the unintended consequence of lowering general population health, with most of the burden borne by those least able to afford it.
The Costs of Care

The treatment of the newly defined illness has become expensive. Pharmaceutical costs are now one of the strongest drivers of increases in healthcare costs. Pharmaceutical costs rose twice as fast as other components of healthcare expenditures during the 1990s. In the first few years of the twenty-first century, the costs of prescription medications for Medicare patients were rising about 20 percent each year. For most chronic conditions, an expensive pharmaceutical product is available with treatment costs approaching $3 per day. For older adults with multiple diagnoses, the costs of medications often exceed the cost of food [8].

In order to attack problems in the allocation of health resources, we need models that will help us think through the alternatives. The remainder of this chapter offers a model to guide public policy decisions.

Outcomes in Chronic Illness

One of the most important things a healthcare model does is to define a unit of benefit. The traditional healthcare model usually links a benefit to a particular diagnosis. For example, an outcome might be assessed by changes in blood pressure, to tumor size, or to death from a heart attack. To take just one
instance of diagnosis-linked benefit measurement, contemporary preventive cardiology care is based on observations from the coronary primary prevention trial (CPPT) [9, 10]. In this experimental trial, men were randomly assigned to take either a placebo or use a drug known as cholestyramine. Cholestyramine can significantly lower serum cholesterol and, in this particular trial, produced an average total cholesterol reduction of 8.5 percent. In comparison to men using a placebo, men in the treatment group experienced 24 percent fewer heart-attack deaths and 19 percent fewer non-fatal heart attacks. So, the benefit of taking the medication was linked to a particular diagnosis, namely heart attack.

The CPPT was reviewed in Chapter 7, where it was noted that there was a 24-percent reduction in cardiovascular mortality in the treated group in comparison with those who took a placebo. The absolute proportion of patients who died of CVD was similar in the two groups. In the placebo group, there were 38 deaths among 1,900 participants (2 percent). In the cholestyramine group there were 30 deaths among 1,906 participants (1.6 percent). In other words, taking medication for 6 years reduced the chances of dying from CVD from 2 percent to 1.6 percent. However, the diagnosis-specific medical model focuses on cardiovascular deaths because the medicine was designed to reduce deaths from heart disease. Considering all causes of death, there was essentially no benefit of treatment. At the end of the study, 3.7 percent of those in the placebo group had died and 3.6 percent of those in the cholestyramine group had died. Since the publication of the CPPT, several other studies have obtained similar results. Cholesterol-lowering may reduce the chances of dying of heart disease, but it does not always reduce the chances of dying prematurely.

An alternative way of looking at the same data, using an outcomes model, does not take cause of death into consideration. From the outcomes perspective, the focus is on whether the patient is alive [11]. In Chapter 5, a similar analysis applied to cancer screening. Although cancer-screening tests may reduce the chances that people die from breast or colon cancer, randomized trials typically fail to show that screening extends life expectancy. If a medication or a test reduces the chances of dying from one disease while increasing the chances of dying from another, it is most likely not meeting the original objectives of the patient [12]. Since, virtually all treatments have the potential to produce harm as well as benefit, the outcomes model may be the most appropriate to evaluate benefits of treatment.

### Mortality

Public-health statistics concentrate on death rates. One major indicator is life expectancy, defined as the median number of years of life expected for each birth cohort. The second major indicator is infant mortality, which is defined as the number of babies born alive that die within 1 year. Infant mortality is usually expressed per 100,000 live births. Mortality remains the major outcome measure in most epidemiological studies and clinical trials.
Obviously, any model of health outcome that excluded mortality would be incomplete. Indeed, many public-health statistics focus exclusively on mortality through estimates of crude mortality rates, age-adjusted mortality rates, and infant mortality rates. However, many significant health conditions are not well reflected by mortality information. For example, osteoarthritis, cataract disease, and minor depression may all cause poor health without affecting life expectancy or infant mortality statistics.

**Health-Related Quality of Life**

How to conceptualize and measure health status on a large scale—that is, as population health—has been a concern of scholars for many decades. In his influential 1958 book “The Affluent Society,” John Kenneth Galbraith described the need to measure the effect of the healthcare system on “quality of life” [13]. At the end of the Eisenhower administration, a President’s Commission on National Goals identified health status measurement as an important objective. Within a few years, Galbraith’s idea and the impetus provided by the presidential commission prompted the first formal and quantifiable measures of quality of life as an indicator of health status.

Sullivan (1966) argued that behavioral indicators such as absenteeism, bed-disability days, and institutional confinement were the most important consequences of disease and disability. Ability to perform activities (such as walking unassisted, climbing stairs, writing, dialing a telephone number, doing basic arithmetic) at different ages could be compared to societal standards for these behaviors, so that standards could be age-adjusted. Restrictions in usual activity were seen as prima facie evidence of deviation from well-being. Health conditions affect behavior and, in this chapter, health outcomes are conceptualized as observable behavioral consequences of a health state [14]. Arthritis, for example, may be associated with difficulty in walking, observable limping, or problems in using the hands. Even a minor illness, such as the common cold, might result in disruptions in daily activities, alterations in activity patterns, and decreased work capacity. Think back to your most recent illness. Arthritis may have limited your ability to climb stairs or to play tennis. Your common cold, although brief, may have disrupted your work or your social life. These disruptions in life activities caused by illness represent losses in health-related quality of life.

Although they are obviously important as health indicators, life expectancy and infant mortality ignore the morbidity or dysfunction people may suffer while they are still alive. The National Center for Health Statistics, part of the Centers for Disease Control and Prevention, addressed this shortcoming by providing information and standard definitions for a variety of states of morbidity. For example, it defined “disability” as a temporary or long-term reduction in a person’s activity. Over the last 30 years, medical- and health-service researchers have refined and elaborated the definitions and standards so that health-status assessments can be stated quantitatively. These standards are often called
“quality of life” measures, but because they are used exclusively to evaluate health status, we prefer the more descriptive phrase “health-related quality of life” [15]. Some approaches to the measurement of health-related quality of life combine measures of morbidity and mortality to express health outcomes in units analogous to years of life. The years of life figure, however, is adjusted for diminished quality of life associated with diseases or disabilities [16].

Modern measures of health outcome consider future as well as current health status. Cancer, for example, may have very little impact on current functioning but may have a substantial impact on behavioral outcomes in the future. Today, a person with a malignant tumor in a leg may be functioning very much like a person with a leg muscle injury. However, the cancer patient is more likely to remain dysfunctional in the future. Comprehensive expressions of health status need to incorporate estimates of future behavioral dysfunction as well as to measure current status [17].

The spectrum of medical care ranges from public health, preventive medicine, and environmental control through diagnosis to therapeutic intervention, convalescence, and rehabilitation. Many programs affect the probability of occurrence of future dysfunction, rather than altering present functional status. In many aspects of preventive care, for example, the benefit of the treatment cannot be seen until many years after the intervention. A supportive family that instills proper health habits in its children, for example, may also promote better health in the future, even though the benefit may not be realized for years. As mentioned above, the concept of health must consider not only a person’s current ability to function but also the probability of future changes in function or probabilities of death. A person who is very functional and asymptomatic today may harbor a disease with a poor prognosis. For example, many individuals are at high risk of dying from heart disease even though they are perfectly functional today. Should we call them “healthy?” The term “severity of illness” should take into consideration both dysfunction and prognosis. Comprehensive models that combine morbidity, mortality, and prognosis have been described in the literature [17]. A behavioral conceptualization of health status can represent this prognosis by modeling disruptions in behavior that might occur in the future [12].

Opportunity Costs

So far we have concentrated on controversies about the effects of screening on health outcomes. Although some are skeptical about the benefits of testing, others have argued that the tests rarely harm patients. The PSA is a simple blood draw and, although unpleasant, sigmoidoscopy and colonoscopy rarely result in perforated colons. Why not continue to test everyone? Perhaps the most important reason is that screening adds significant cost to healthcare. There are subtle differences between how economists use the word “cost” and
how it is used more generally. Most people think of cost in terms of dollars. However, economists try not to place value judgments on decisions. Instead, they attempt to identify the alternatives and to spell out the consequences of various choices. Opportunity costs, as briefly described above, are opportunities forgone when resources are used to support a particular decision. To consider an example of an opportunity cost that arises when we make healthcare decisions, think of what happens when we as a society spend a lot of money on screening. Simply put, what happens is there will be less money to spend on other healthcare programs.

A wide variety of analyses have evaluated cancer-screening tests using a metric of cost per QALY produced. Some programs, such as pap smears for older low-income women, save both money and lives [18]. On the other hand, screening for prostate cancer with either digital rectal exams or PSA both drain resources and could cause harm [19]. The harm occurs when someone with only a small potential to gain health from treatment is exposed to the risks of treatment and further testing. For example, treatment of prostate cancer in older men may have little potential to extend life or improve life quality. However, the treatment might cause reduced quality of life because it results in incontinence, impotence, or impaired bowel function. In many cases, cancer screening does produce some benefit. However, it is a very expensive use of resources in relation to many other alternatives. For example, lifelong screening with chest X-ray for skin thickness and local cutaneous melanoma may produce a benefit, but at a cost of $250,000 per QALY [20]. Programs such as smoking prevention produce a QALY for less than $1,000. In other words, 250 smoking prevention programs might be funded for the cost of one chest X-ray-screening program. Put another way, the population health benefit of funding smoking prevention may be 250 times greater.

Comparing programs for a given population with a given medical condition, cost-effectiveness is measured as the change in costs of care for the program compared with the existing therapy or program, relative to the change in health measured in a standardized unit such as the QALY. The difference in costs over the difference in effectiveness is the incremental cost-effectiveness and is usually expressed as the cost/QALY. Since the objective of all programs is to produce QALYs, the cost/QALY ratio can be used to show the relative efficiency of different programs [21].

There have been several cost/utility analyses of cholesterol screening and treatment. Goldman and colleagues [22] modeled the value of screening for high cholesterol and treatment with the latest statins or HMG CoA reductase inhibitor (in this case lovastatin). Their model considered recurrent heart attack rates using data from the Framingham Heart Study. One simulation considered men with total cholesterol values in excess of 300 mg/dl but no other risk factors for heart disease. For these men, the cost to produce a year of life was estimated to be between $71,000 and $135,000. For women, estimates ranged from $84,000 to $390,000 per life year. If the threshold for initiating treatment is lowered to 250 mg/dl, the cost to produce a year of life
increases to between $105,000 and $270,000 for men. Recent campaigns have attempted to increase the number of adults on treatment. Until recently, the threshold for a diagnosis of hypercholesterolemia was 240 mg/dl. Under that definition, about 1 in 5 adults qualified. With the more recent push toward defining high cholesterol as greater than 200 mg/dl, about half of all adults will be deemed abnormal [23]. However, the lower the diagnostic threshold, the less the cost-effectiveness of screening and treatment will be.

Simulations of the cost-effectiveness of heart-disease prevention have been reported by Prosser and colleagues. These investigators used the Harvard Policy Model to estimate the cost-effectiveness of cholesterol-lowering therapies for adults with different risk factors. Using an established model, they simulated benefits of treatments for men and women aged 35–84. The simulation included LDL cholesterol levels greater than 160 mg/dl. Overall, the model considered 240 risk subgroups stratified by age, sex, and presence of risk factors. The risk factors included in the model were smoking status, blood pressure, LDL cholesterol, and HDL cholesterol. Taking a societal perspective and using a 30-year time horizon, the analysis demonstrated that the cost-effectiveness of primary prevention for low-risk adults using diet therapy was less than $100,000/QALY. However, the cost-effectiveness for secondary prevention using a statin medication was as high as $420,000/QALY for men and $1,400,000/QALY for women.

Primary-Prevention Approaches

Healthcare professionals make a distinction between primary and secondary prevention measures. Primary prevention requires action before disease has reached the accepted diagnostic or clinical threshold. Typically, primary prevention involves lifestyle and behavioral changes (including diet and exercise) rather than explicitly medical (pharmaceutical or surgical or procedural) interventions. Secondary prevention involves intervention once the disease process
begins. For example, treating high cholesterol with a statin drug or managing high blood pressure with medication are examples of secondary prevention. The treatments are used to prevent the established disease from resulting in a bad outcome like a heart attack or a stroke.

When planning population-health strategies, both primary and secondary prevention strategies should be considered. Health care officials are typically enthusiastic about supporting secondary prevention in the form of screening programs and treatments for high cholesterol or high blood pressure. Primary prevention programs usually get less consideration. Three of the most successful primary prevention programs are smoking cessation, injury control, and increased physical activity. For the balance of this chapter we will discuss just one program—physical activity.

**Physical Activity**

Research shows that people who are physically active live significantly longer than those who are sedentary [24]. These studies have documented a relationship between physical activity and all-causes mortality, CHD mortality, mortality from diabetes mellitus, and mortality associated with cystic fibrosis and other diseases. In addition to living longer, those who engage in regular physical activity may be better able to perform the normal activities of daily living and enjoy many aspects of life not available to the inactive adult. Furthermore, those who exercise regularly have better insulin sensitivity and less abdominal obesity [25]. Regular exercise has been shown to improve psychological well-being for those with mood disorders [26]. Some evidence has even suggested that the costs of poor health outcomes associated with physical inactivity exceed those attributable to obesity, hypertension, and smoking [27]. The Centers for Disease Control estimate that physical inactivity is the most common among risk factors for heart disease and carries a greater population-attributable risk than high cholesterol or hypertension. Successful programs have been developed to promote exercise for the general population [28]. Furthermore, specific interventions have been developed for those diagnosed with particular diseases [29].

Despite the benefits of exercise, few people will start an exercise program, and many of those who start do not continue to exercise [30]. Some predictors of failure to exercise regularly include being overweight, low socio-economic status, female gender, television watching and smoking [31]. However, the most commonly reported barriers to exercise are lack of time and inaccessibility of facilities. Studies show that exercise patterns change as people age. Physical activity begins to decline by late childhood and the downward trend accelerates in the late teens and early twenties [32]. It appears that Americans are shifting toward less vigorous activity patterns, with walking becoming the most
common form of exercise. Physical inactivity is increasing as Americans spend more time watching television or working with computers [33].

In order to estimate the cost/utility of exercise programs, Hatziantoniou et al. [34] developed a simulation model. This computer model created two hypothetical cohorts of 35-year-old men and followed them for 30 years. The model was calculated for 1,000 men assumed to jog regularly and another 1,000 men assumed to be inactive. In addition to the health benefits of exercise, negative effects were subtracted from the benefits. These include injuries and low adherence. Costs included running equipment, treating injuries, and the value of the time spent exercising. The costs of treating heart disease for those estimated to be affected were also included. The analysis showed that jogging reduces heart disease, so money is saved for those who exercise regularly. The analysis suggested that regular exercise produces a QALY for about $11,313. In other words, the cost to produce a year of life is quite low relative to most medical and secondary prevention efforts.

Another example of the benefits of lifestyle interventions comes from a study of the prevention of type 2 diabetes. Type 2 diabetes is the most common form of the condition. It typically starts after age 40, and it is highly associated with being obese or overweight. Perhaps attributable to the increasing rate of overweight in youth, type 2 is starting to emerge as a common health problem in younger people. The goal of the diabetes prevention program [35] was to prevent transition to type 2 diabetes in patients who were identified as at risk. These at-risk volunteers were randomly assigned to one of three conditions: intensive lifestyle modification, metformin (an oral drug that lowers blood sugar), or placebo. The DPP included 3,234 adults with impaired glucose tolerance. The intensive lifestyle intervention was designed to reduce the initial body weight by 7 percent through regular physical activity and diet. The metformin group took one 850-mg tablet each day. The placebo group also took one tablet per day. The patients were evaluated before randomization and at yearly intervals over the course of 3 years.

Quality of life was measured using the Quality of Well-being Scale (QWB). The measure was chosen because it can be used to estimate QALYs. Over the course of 3 years, those randomly assigned to the lifestyle intervention accrued 0.050 more QALYs than those assigned a regular dose of metformin. Among the three interventions, the lifestyle approach was the most expensive (total cost US $27,065 in 2,000). Metformin was less expensive ($25,937), while the placebo was the least expensive option ($23,525). Figure 9.5 summarizes the cost/QALY for the lifestyle and the metformin conditions from a healthcare system perspective. The figure shows the cost/QALY attributable to the interventions in comparison to placebo and in comparison to doing nothing. Although both interventions offer significant benefits over placebo or doing nothing, the cost/QALY for the lifestyle invention was significantly lower than that for metformin. In other words, even though the lifestyle intervention was more expensive, it offers significantly better value for money.
Policies advocating changes in diagnostic thresholds will almost certainly add to healthcare costs. In order to evaluate whether these decisions are wise uses of resources, analysts have used “league tables” that compare the cost utility of these decisions versus alternative uses of the scarce healthcare resources these decisions consume. Using the available literature on the cost/QALY for various medical and public-health interventions, we need to estimate the policy consequences of treating patients who have mild-spectrum problems. For example, the cost/QALY for treating some mild-spectrum condition might be $800,000/QALY. Using resources to screen and treat this hypothetical condition might reduce the opportunity to support a program that produces a QALY at a low cost, while lung volume reduction surgery for emphysema produces QALYs, but at a very high cost.

**League Table**

Policies advocating changes in diagnostic thresholds will almost certainly add to healthcare costs. In order to evaluate whether these decisions are wise uses of resources, analysts have used “league tables” that compare the cost utility of these decisions versus alternative uses of the scarce healthcare resources these decisions consume. Using the available literature on the cost/QALY for various medical and public-health interventions, we need to estimate the policy consequences of treating patients who have mild-spectrum problems. For example, the cost/QALY for treating some mild-spectrum condition might be $800,000/QALY. Using resources to screen and treat this hypothetical condition might reduce the opportunity to support a program that produces a QALY at a low cost, while lung volume reduction surgery for emphysema produces QALYs, but at a very high cost.

Figure 9.5 summarizes the cost/QALY for several programs. The figure is a graphic representation of a league table. Some approaches to enhancing public health, such as tobacco taxes, actually raise money while offering population health benefits. Other approaches, such as chemotherapy for breast cancer, are
intermediate in the cost/QALY, while surgical interventions for advanced emphysema (estimated from the National Emphysema Treatment Trial—NETT) also produce QALYs at a very high cost. If our goal is to make the population healthy, we might want to use cost/QALY as a guide to resource allocation.

Summary

Healthcare interventions have costs, risks, and benefits. Lowering the diagnostic thresholds for common heart-disease risk factors is likely to benefit the population. However, not all people will benefit equally. People at the highest risk levels will benefit most, and those lower on the risk spectrum will gain much less benefit. Costs, on the other hand, will accrue to people at all levels of the disease spectrum. Although costs are expected to be higher for those most at risk, those with only mild risk will also face significant and recurring expenses.

The costs of changing disease thresholds may have more general consequences—not limited to heart disease, and affecting not just an individual’s health and healthcare expense. New definitions of disease will be associated with higher average healthcare costs across large populations. Evidence suggests that employers, when confronted with higher costs, are more likely to stop providing healthcare for their workforce. Between 1979 and 2002, the number of uninsured almost perfectly tracked the costs of providing healthcare to employees. High healthcare costs mean that more people will face the consequences of having no reliable and affordable source of healthcare. Among the uninsured, many serious and treatable illnesses may be overlooked. In other words, the luxury of treating mild-spectrum illness may have only marginal benefits for those fortunate enough to be covered. But the consequence may be higher healthcare costs, and ultimately an increased chance of harm to those left uninsured or underinsured because their employers refused to keep up with the escalating costs.

There are other options. Lifestyle interventions are recommended in most guidelines. Studies suggested that lifestyle programs are a better use of resources than wide-scale use of medicines. A prudent diet and regular exercise program may help prevent heart disease. In addition, these same lifestyle changes may contribute to a reduction in the risks of cancer, diabetes, and several other chronic conditions. Furthermore, they may contribute to a better appearance and a greater level of energy. High priced pharmaceutical products should be considered as an options when lifestyle fails, not as a first line of defense.

This chapter has considered some policy options for controlling costs and achieving better health outcomes. In Chapter 10, we will explore in greater detail options for individual patients.
References

Chapter 10
Shared Medical Decision-Making

I have heard two different complaints from members of my family about the discussions they have had with their doctors. During her advanced years, my mother often complained that her doctor never asked about her preferences for alternative treatments. “Too busy,” she noted. The doctor would report, “We are going to put you on a new medicine.” Who did he mean by “we”? At the other extreme, my brother noted that his doctor once explained that there were many different approaches for his problem and threw up his hands because he did not know which one was best. My brother asked, “Which one would you use on yourself?”—and they went with that alternative. Neither of these stories is likely to inspire much faith or confidence in how the medical decision-making process works. In both cases, which I believe are not atypical, the patient’s preferences were not appropriately assessed.

The Institute of Medicine of the National Academies of Science has issued a series of reports on quality in medicine. Two components of high-quality medicine, according to the report, are that decisions are based on the best research evidence, and that decisions are patient-centered. Chapters 5–8 of this book questioned the evidence base for recent changes in treatment guidelines and disease definitions, and hinted at the idea that many treatments are oversold to patients. In this chapter, we examine this idea of overselling more closely, and question the extent to which modern medicine is patient-centered and offers approaches for patients to become more involved in their own medical decisions.

Uncertainty in Medicine

Throughout the history of medicine, patients have depended on the advice of their doctors, and today most people still believe that “the doctor knows best” [1]. However, over the last few years, newer approaches to medical decision-making have developed. One of the most important movements is called shared decision-making, which involves a two-way exchange between patients and physicians. It is an appropriate decision-making model because there is so
much uncertainty about many medical choices. An absolutely clear course of action is not known for most medical problems. Treatment alternatives have risks and benefits. In order to approach these uncertainties, we must learn something about patients’ tolerance for risk or their willingness to cope with some of the undesirable consequences of treatment. Shared decision-making requires involvement of both the physician and the patient. In some cases, others might be involved, including family members [2].

Shared Decision-Making

Chapters 5–8 argued that decisions about screening for cancer and heart-disease risk factors are very difficult. A test may be accurate in detecting a condition for which there is no effective therapy. Unless the disease can be successfully treated, early detection, compliance with medication programs, and other medical interventions make little difference. Even for tests that lead to effective treatments, undesirable side effects must also be taken into consideration. Russell, in her controversial book “Educated Guesses,” [3] argued that the use of screening tests is based on informed guesses about the likelihood of benefit. After reviewing a series of tests, she concluded that educated guesses support current policy to screen for high cholesterol and prostate cancer. However, there is equally good evidence supporting educated guesses that these same tests should not be used. We have relatively little evidence that new guidelines defining lower diagnostic thresholds for blood pressure, cholesterol, or blood sugar will benefit most patients. To date, few trials have evaluated treatments in patients with mild-spectrum illness. Nevertheless, we are willing to label patients who elect not to use these tests as “non-compliant.”

In order to address the issue of how to make decisions in a world of ambiguous or incomplete evaluations, we need greater disclosure of the uncertainties surrounding the use of some tests. When the evidence is uncertain, the uncertainty should be shared with the patients, and patients should be involved in the decision process. The traditional biomedical model continues to emphasize the find-it-fix-it approach. It fails to recognize that detection of disease sometimes leads to little or no patient benefit. Chapter 5 described the 1997 National Cancer Institute (NCI) review of screening mammography for women between the ages of 40 and 49. The NCI thought the panel would support recommendations to screen 40-year-olds. However, after carefully considering the evidence, the panel voted 10 to 2 to be more cautious. Their report stated:

The data currently available did not warrant a universal recommendation for mammography for all women in their forties. Each woman should decide for herself whether to undergo mammography… given both the importance and complexity of the issues involved in assessing the evidence, a woman should have access to the best possible relevant information regarding both benefits
and risks, presented in an understandable and useable form. [NIH consensus statement, 1997].

The suggestion that patients should be involved in the decision process was regarded as shocking by the media, and the members of the review group were accused of committing fraud despite the fact that their recommendation was consistent with virtually every other scientific review of the evidence [4]. One nightly news program began their telecast with an apology to American women for the panel’s report [5]. Two weeks later, Senator Kaye Bailey Hutchison (R-Texas) introduced a resolution in the Senate declaring that the panel’s conclusion was based on factual errors and that women in their forties should be screened for breast cancer using mammography. The Senate approved the resolution by a vote of 98-0 [6].

Perhaps most disturbing is the reaction to what the report actually said. The committee concluded that women should have access to the best possible information about the risks and benefits of screening and they should make their own decisions. These decisions are not inconsequential. For example, evidence suggests that women between the ages of 40 and 50 who begin getting regular mammograms have essentially no greater likelihood of avoiding death from breast cancer than women who do not get screened regularly (see Chapter 5). However, about one-third of these women will have a false-positive test that requires additional evaluation [7]. Among women who do not have breast cancer, an estimated 18.6 percent will undergo biopsy after ten mammograms and about 6 percent of those who have regular clinical breast exams, but do not have cancer, will get painful and invasive biopsies [8]. A German analysis by Porzsolt and colleagues found that death resulting from breast cancer could be prevented in 6 of 1,000 women who get regular mammography and 5 of 1,000 women who do not get mammography [9]. The traditional biomedical model argues that women should be advised to get mammograms, and that those who fail to do so should get assistance for their non-compliance. In the past, the risks and benefits were rarely discussed. A growing movement suggests all information should be disclosed and that the decision about screening should be shared between the provider and the patient.

There are many other examples of the need for shared medical decision-making. For example, in 1916, obstetricians suggested that women who had given birth by cesarean section should have this surgical procedure repeated for each later birth. This policy dominated obstetrics for the next 70 years. However, in 1984, the American College of Obstetrics and Gynecology encouraged women to have a trial of labor before a cesarean section if they had a low transverse uterine scar. A systematic review of 292 articles by a consensus group suggested that neither alternative is clearly advantageous. Women who have a trial of labor may be at increased risk for uterine rupture, although the probability of this event is quite low (0.24 percent). Elective repeat cesarean section may be associated with greater risks of infection and bleeding. Infant outcomes appear equivalent with either method of delivery except for those few infants with APGAR scores less than 7. After reviewing literature, Roberts and
colleagues argued that the choice between these alternatives should be made by the informed woman, not her doctor [10]. The role of the doctor is to help the woman make the difficult choice.

Similar recommendations have emerged from nearly all the consensus conferences on screening. For example, Winawer and colleagues [11] reviewed the literature on screening for colon and rectal cancer. They did find evidence suggesting that screening provides a small benefit for men and women older than 50 years of age. However, their review of the evidence did not support any specific approach to screening. They considered flexible sigmoidoscopy, fecal occult blood tests, colonoscopy, and barium enemas. Each of these approaches is associated with a profile of risks and benefits. Ultimately, the group recommended that the decision be made by an informed patient.

Another related example concerns screening for prostate cancer in older men. As noted earlier, prostate cancer is common among older men. Yet, most of those diagnosed with the disease will die of other causes before their first symptom of prostate cancer. On behalf of the American College of Physicians, Coley and colleagues concluded that decisions about screening should be shared between well-informed patients and their physicians [12].

The need for patient involvement is even more clear when providers are uncertain about the appropriate options. When patients are asked to comply with medical regimens, they assume that the doctor is certain or confident that the diagnosis is correct and the proposed treatment is the best one available. A traditional model assumes that diagnostic tests give definitive diagnostic information. However, most medical decisions involve a fair degree of uncertainty. Furthermore, physicians do not use information in a systematic way. In one detailed analysis, Moskowitz, Kuipers, and Kassirer [13] analyzed how practicing physicians made difficult clinical decisions by studying transcripts of the doctors “thinking out loud.” When these decisions were compared to results from systematic quantitative decision analysis, they found that clinicians made systematic errors in the use of information. Furthermore, there is substantial variability in conclusions reached by different physicians after examining the same clinical cases [14].

**Why Shared Decisions are Necessary**

Medical sciences are imprecise. Treatments typically have profiles of benefits and consequences. Patients may elect to use treatments if they perceive that the benefits outweigh the consequences. Several studies have shown how patient participation may improve medical outcomes [15]. For example, Greenfield, Kaplan, and Ware [16] randomly assigned patients with peptic ulcer disease to either be taught how to extract information from their provider or to receive didactic information about peptic ulcers. Those given brief training had more
positive interactions with their physicians and later had better health, as measured by their ability to perform their usual activities. A similar study for patients with diabetes showed that those who are trained to actively participate in decisions about their care had significantly better control of their diabetes than those randomly assigned simply to receive standard information about diabetes [17].

Perhaps the most interesting set of findings demonstrates that patients who actively choose a treatment may obtain better outcomes than those assigned to a treatment by someone else. Experimental studies consistently support “direct effects” of compliance, which means that compliant patients do better, regardless of what they comply with [18]. Epstein reviewed six experimental studies in different areas of behavior intervention and medical care. In each of these studies, patients who complied with treatment had better health outcomes than those who did not. However, the effects were consistently found for placebo as well as for active treatment. In other words, the act of deciding to stay with a program results in better health outcomes. This effect may be as important as the nature of the medication itself. Choice and commitment to treatment may be a crucial component of treatment efficacy.

Often, patients come to treatment expecting benefit. However, experienced clinicians are aware that not all patients benefit from each episode of treatment, even under apparently identical circumstances. Most health outcomes are probabilistic [19]. To complicate matters even more, most patients expect their physicians to make a perfectly reliable diagnosis for each of their medical problems, but perfection in diagnosis could happen only in an ideal world: A patient could approach a physician with a list of symptoms and problems. Then the physician would identify the problem and administer a remedy that cured the ailment. The service would be inexpensive, effective, and painless. However, a substantial literature suggests that medical decisions rarely meet these ideals [20].

As mentioned earlier, the emerging healthcare paradigm of shared decision-making is a process in which patients and physicians join in a partnership to evaluate the alternatives for a particular medical decision [1, 21, 22, 23]. Patients and physicians have multiple options when confronted with most medical problems. In shared decision-making, the dyad begins with the recognition that there is uncertainty about diagnostic and treatment pathways for many conditions. Patients learn of the risks and benefits associated with each option and often participate in guided exercises to help them understand the consequences of different alternatives. Information can be presented using a variety of formats [24]. Many components of healthcare decisions involve factors that cannot be known by the healthcare provider. For example, many decisions involve concerns about sexual side effects or the effects of surgery on physical appearance. Shared decision-making involves elicitation of these preferences and their integration into the formal decision process.
The Reliability and Consistency of Clinical Decisions

The traditional biomedical model treats disease as a binary variable. People are sick or they are not. However, most chronic diseases are gradual processes and cannot be classified as binary. The threshold for deciding whether someone has the disease can be ambiguous, and as we have seen it may shift over time, with changing attitudes and technologies. Chapters 6–8 demonstrated that biological variables, such as cholesterol levels, blood pressure, and blood glucose, are normally distributed in the population. For most of these variables, an expert panel decides that a certain point along the continuum separates disease from nondisease. For several conditions, variable values now considered risk factors for disease were considered completely normal only a few years ago [25]. Within the past few years, lower diagnostics thresholds have been set for blood pressure [26], blood glucose [27], and cholesterol [28]. Setting diagnostic thresholds has a substantial impact upon healthcare costs. Pharmaceutical companies, for example, benefit significantly from lowered diagnostic thresholds because each time the threshold is lowered, a significantly larger portion of the population is eligible to use particular drugs.

Compounding the uncertainties in the new definitions of disease is the variability of judgments made in the interpretation of clinical data. Using both their experience and their knowledge of new standards, clinicians examine and interpret clinical information and make judgments about patients’ conditions. Like any judgments, these are not always reliable. It is a well-known fact that physicians are highly variable in their interpretation of clinical data. They disagree with one another when examining the same clinical information [29]. And they disagree with themselves when presented with the same information at two points in time. Many examples support this claim. For instance, one study gave cardiologists high-quality angiograms and asked them to say if the stenosis in the left anterior descending artery was greater than 50 percent. This judgment is important because it is usually the threshold for revascularization of the coronary arteries. The study showed that the clinicians disagreed with one another in about 60 percent of the cases [30]. In another study, cardiologists were given the same angiograms at two different times. At the second assessment, they disagreed with their own first judgment in 8 percent to 37 percent of the cases [31].

Another study evaluated the reliability of pathologists’—assessments of ductile carcinoma in situ (DCIS). Six experienced pathologists were given written guidelines and examples of each of the problems for which they were looking. Following this training, they were given 24 high-quality slides of breast tissue. There was considerable variability in the propensity to see DCIS. One pathologist saw cancer in 12 percent of the slides while another saw DCIS in 33 percent of the same slides. Among 10 slides where at least one pathologist saw DCIS, no two pathologists had the same pattern of identification. One case was diagnosed by only one pathologist, and only two cases were seen by all six
These variations in diagnostic patterns imply that patients with the same problem, going to different doctors, may get different diagnoses.

Do Patients Want to Participate in Decision-Making?

It is often argued that patients do not want to become involved in the decision process. Frequently, physicians remark that their patients want decisions made for them. There is now a substantial body of evidence that addresses this topic. Even the earliest studies on cancer patients found that the majority (62.5 percent) wanted to be involved in clinical decisions [34]. Younger patients are more interested in participating in clinical decisions than are older patients [35]. Among cancer patients, at least two-thirds prefer some level of collaboration in the process [36].

It is true, however, that not all studies suggest that patients want to be involved in the decision-making process. Interest in involvement is clearly associated not only with being younger [37], as just noted, but also with having higher levels of education [38]. Some evidence suggests that patients who are more seriously ill may also be willing to give their physicians a larger role in decision-making [39].

One of the important problems is that some patients seem to be unaware that there are alternatives [1, 40]. As noted in Chapters 5–8, most patients today are presented with a steady flow of information indicating that treatment is likely a very good idea for most medical problems. An interesting study by Dobias [41] analyzed the content of messages about mammography in popular magazines. The study found that magazines targeted at women with less education presented one-sided arguments urging the use of mammography. Magazines with a readership of more highly educated women tended to present both sides of the argument, but still slanted the message toward getting the test.

What Is the Patient’s Role in Making Decisions?

Patients are getting more involved in decision-making, and this seems to be happening for several reasons. First, there is an increase in patient autonomy. The healthcare system is gradually coming to recognize that patients have an important independent role in the decision process. Second, the Internet has provided much greater access to health information. Third, clinicians now have many more options to offer patients. Fourth, healthcare costs are rising and not all choices are affordable. Fifth, many more people are experiencing chronic illness, and as a result, self-management is becoming an important consideration for those requiring long-term healthcare. Sixth, trade-offs are becoming more complicated; patients must consider both the risks and the benefits of treatment and understanding or at least have a feel for the complex probabilities
involved. Seventh and last, there is a growing recognition that patients’ personal values and rights are important and must be factored into the decision process [42].

In order to have true shared decision-making, the patient must have a clear understanding of the risks associated with his or her medical condition. A patient with high blood pressure, for example, must understand the increased risk of stroke and heart attack. This information should be presented as both absolute risk and relative risk. The patient must also have a clear understanding of the options available. The risk and benefits of each alternative treatment should be made available in a format that can be easily comprehended. Patients should also go through exercises that allow them to value the potential benefits and harms of the alternative treatments. For example, surgery for prostate cancer can make a man incontinent or impotent. For some men impotence might be a great concern, while other men are not sexually active and fear impotence less. Assessment of these values is an important component of shared decision-making. Finally, shared decision-making requires active participation in the decision process. Both patient and provider must be involved players in the process.

Shared decision-making is challenging for both patients and providers. Clinicians close their ears because they are busy and find it difficult to review all the options. On the other hand, informing patients about the risks and the benefits of the different alternatives may significantly reduce the chances that the doctor will be sued.

Shared decision-making also tends to take advantage of new sources of information, especially by patients, with all the attendant benefits and pitfalls. This is most obvious in the case of the Internet. Not only do patients now routinely find information on their medical problems on websites, they are just as often as not overwhelmed with information, and the quality and objectivity of the available material is often open to question. Leaving aside the obvious quacks and charlatans, patients also encounter impressive presentations of information that subtly or not subtly advocate a certain procedure, institution, or product. Figure 10.1, for example, shows a web page promoting LIPITOR. This impressive site offers patients a very positive slant on the value of the medication without the required balancing concerns noted in the company’s own literature. It also describes the benefits in terms of relative risk gains rather than absolute risk changes. After reading this information, patients are likely to feel that there are many benefits and few risks of this medication.

Besides corporate- or sponsor-driven websites, there are now also internet-based decision aids that go a long way in helping patients develop an objective appraisal of medical information. These aids, which are becoming increasingly popular, include product publications, decision boards, videos, and audio-guided workbooks. Well-designed decision aids can coach patients through some of the difficult alternatives. The Cochran Collaborative, for example, now provides an inventory of patient decision aids and has over 50 web-based tools. These can be accessed at decisionaid.ohri.ca/AZinvent.php
Ultimately, of course, the goal is to send patients to a legitimate website where they interact with decision tools, then provide an opportunity to discuss the alternatives with a compassionate healthcare provider.

Shared Decision-Making and the Overuse of Medical Services

When presented with the full picture of information about the risks and benefits of treatments, patients often make conservative choices, as demonstrated in the three following examples. The first involves back surgery.

Back pain is the leading cause of visits to orthopedic surgeons and neurosurgeons in the USA, and the USA has a significantly higher rate of back
surgery than any other developed country [43, 44]. However, these surgeries are not always necessary, and in most cases, the surgery is elective and there is reason to believe that medication alone may produce equivalent results [45]. A recent clinical trial compared surgery versus prolonged conservative treatment for adults with radiologist confirmed herniated disks. The surgery patients received surgical treatment within two weeks while the other group got physical therapy and medical support. Some of these patients eventually chose to have surgery. Although the surgery patients got better sooner, after 1 year, the outcomes for the two groups were equivalent [46]. Richard Deyo reviewed a series of surgical trials and considered the question, “who needs back surgery.” Clearly, surgery is necessary for those who have major motor deficits because of disk problems and those who have had trauma to the spine. Most people with herniated disks or spinal stenosis, according to Deyo, do not need surgery. Surgery may offer pain relief, but that comes with some risks. For most patients, shared decision-making is the recommended method for finding the best pathway [47].

Deyo and his colleagues conducted a systematic clinical trial to evaluate the choices back-surgery patients made after an opportunity for shared decision-making. The patients participated at either the Group Health Cooperative in Seattle, Washington, or at the University of Iowa. The 393 patients who were candidates for elective back surgery were randomly assigned to an interactive video explaining the risks and benefits of back surgery or to a control group. (Both groups got a booklet describing back surgery.) The patients had either a herniated disk, spinal stenosis, or other related diagnoses. The outcome was cumulative probability that the patients received surgery at some point after they had been randomly assigned to a treatment condition. The time variable is represented as days following randomization on the x-axis of the graph. Patients who watched the interactive video were significantly less likely to have surgery than those in the control group (see Fig. 10.2). The difference was most apparent for patients with herniated discs, who may have been the least likely to benefit from surgery. Patients with spinal stenosis were slightly more likely to have surgery after they had watched the video, but the difference was not statistically significant. Surgery is believed to be a better clinical option for these patients because outcomes are often favorable.

Although there were few differences observed in patient satisfaction, the patients in the video group felt better informed. Symptoms and functional outcomes were measured 3 months and 1 year after the patients had been assigned to the conditions. The differences were not statistically significant. Overall, the study demonstrated that exposure to balanced information reduces the number of back surgeries without any adverse consequences on health outcome [48]. The reduction was most likely in the clinical group that was least likely to benefit from surgery.

The second example comes from a study on the use of adjuvant breast cancer treatment. Women with breast cancer are confronted with a very difficult series of choices, and these choices have been made all the more complex by recent
changes in treatment guidelines. Until very recently, most women with early-stage breast cancer were advised to get adjuvant chemotherapy. A variety of newer findings, however, have raised questions about the blanket recommendation for these therapies. First, newer medications, known as Aromatase Inhibitors, may offer better outcomes for some women because they produce fewer side effects than do traditional chemotherapies. But the most important change in guidelines concerns age. Following menopause, many women have breast cancer that is estrogen-receptor positive. This means the women have tumors that are sensitive to estrogen. In contrast, women before menopause are more likely to have estrogen-receptor negative breast cancer. These women may have
tumors that are less affected by estrogen. For older women with estrogen-receptor positive breast cancer, chemotherapy may offer few benefits. The most recent change in guidelines now suggests a careful evaluation of the use of adjuvant chemotherapy. Thus, the choice of therapy for women with low tumor severity has become a more difficult decision.

One study noted that oncologists were highly variable in the information they provide to breast-cancer patients. Many provide no information and simply place all women on adjuvant therapy. A study by Pamela Peele and colleagues randomly assigned 386 women with breast cancer to either an information pamphlet about adjuvant therapy or an evidence-based decision aid. The study showed a significant reduction in the choice to get adjuvant chemotherapy among the women who had used the decision aid; in this group, 35 of 60 women (58 percent) chose adjuvant therapy. In contrast, the rate of those who chose to use adjuvant therapy was 87 percent (33 of 38 women) in the “usual-care” control group (see Fig. 10.3).

The most recent evidence suggests that women with low tumor severity have relatively little to gain from intensive adjuvant chemotherapy. However, the chemotherapy causes significant side effects. The use of decision aids appeared to significantly reduce the number of women who chose this option. The same study found fewer differences between women with medium tumor severity or higher tumor severity. In fact, among women with high tumor severity, for which adjuvant therapy was less controversial, women using the decision aid were slightly (although not statistically significantly) more likely to select adjuvant therapy [49].

The third example comes from a study on screening for prostate cancer. Frosch, Kaplan, and Feletti [50] considered a decision aid to help men decide whether they should be screened for prostate cancer using the PSA test. The men were all enrolled in a clinic that provides a wide variety of medical screening tests. In an experiment, the men were assigned to one of four groups that form the cells of a matrix. One factor was for use of a decision video. Men either
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watched or did not watch a video that systematically reviewed the risks and benefits of PSA screening. The video featured a debate between a urologist who favored PSA screening and an internist who opposed PSA screening. Furthermore, the video systematically reviewed the probabilities of false positives, false negatives, and the risks of prostate cancer. It also systematically reviewed the evidence for the benefits of treatment for prostate cancer. The other factor in the experimental design was whether men had the opportunity to discuss the decision with others. The experimental design thus resulted in the creation of four groups: usual care, discussion alone, video alone, and video plus discussion. All men were asked if they wanted the PSA test, and medical records were obtained to determine whether the test was completed.

The study showed that there was a systematic effect of the video and discussion groups. In the usual-care control group, virtually all men (97 percent) got the PSA test. In other words, with no new information, men will typically take the test. In the other groups, having more information led to a conservative bias. In contrast to the usual-care control, those in the other groups were more sensitive to the risks of the test in relation to its benefits. Among those participating in the discussion group, 82 percent got the PSA test. For those watching the video, 63 percent completed the test. Those watching the video and participating in the discussions had only a 50-percent PSA completion rate (see Fig. 10.4). The study demonstrates that, as patients become better informed, they are less likely to take the PSA test. The study also obtained information on patient knowledge about the PSA test and prostate cancer. As knowledge increased, the likelihood of getting the PSA test decreased, again, stressing that better-informed patients make more conservative decisions.

![Graph](Fig. 10.4 Percentage of men choosing PSA after information interventions. (Adapted from Frosch et al. [50].))
As mentioned earlier, the Internet has significant advantages as a tool for implementing shared decision-making. Medical knowledge changes very quickly, so the Internet, with its unique ability to present updated information, is an ideal medium for publishing the latest medical findings and trends. However, we do not know how effective the Internet is at actually delivering information. New evidence suggests that large proportions of the general population have Internet access. Yet, how well does the Internet deliver information in a way that enables shared decision-making?

In one study, 226 men, 50 years of age or older, who are scheduled for a complete physical exam, were randomly assigned to access a website or to view a 23-minute videotape about the risks and benefits of being screened for prostate cancer using the PSA test. Both methods of delivering the information were effective, but those watching the video were more likely to review the materials than those watching on the Internet. In addition, those watching the video were more likely to increase their knowledge about the PSA test and were more likely to decline the test than those assigned to the Internet group. Furthermore, those who watched the video were more likely to express confidence that watchful waiting was the best treatment for prostate cancer. Thus, it appeared that the video may have been the best channel for delivering the information. However, using cookies from the Internet, it was possible to determine how much time each participant spent using the program. The analysis indicated that many of the men spent very little time with the Internet program. Among those men who participated in the entire Internet program, the results were identical to those who watched the video. In other words, the Internet and the video worked about equally as well if people exposed themselves to the entire program. When motivated and technologically equipped to use the Internet, patients can gain significant benefits [51].

**Consumer-Driven Health Plans**

When consumers get involved in healthcare decisions, they typically make good choices. A relatively new approach to health insurance offers patients more opportunities to allocate their own healthcare resources. A good plan gives the patient an account and allows him or her to spend on basic services and prescriptions. The plans have a safety component that covers patients in the event of serious disease or large expenses. Information services give patients balanced information for shared decision-making. One industry-sponsored study evaluated more than 1,000 participants in consumer-directed plans in comparison with about 2,500 patients in traditional plans. Those in consumer-driven plans were 25 percent more likely to engage in healthy behaviors, 30 percent more likely to get annual check ups, 20 percent more likely to engage in good self-care for their chronic conditions, and 50 percent more likely to ask about costs. Overall, the participants in these plans spent less on care and
engaged in behaviors that would improve their own health while making themselves less dependent on the healthcare system [52].

Conclusions

Decisions about healthcare can be very difficult. It is common for evidence supporting treatment to be ambiguous or for decisions to require trade-offs between side effects and benefits of treatment. Components of the decision might be very personal, like whether a man is willing to risk impotence or whether a woman is willing to lose a significant portion of her breast.

Until recently, physicians felt empowered to make the best decisions for their patients. However, times are changing, and quality standards now emphasize the consideration of patient preferences. A variety of methods and decision aids are now available to help patients address choices when the evidence is conflicted or ambiguous.

Studies on shared medical decision-making tend to show that patients want to be involved in the process and that they often make conservative decisions. Shared decision-making is a true exercise in informed consent, and it may help providers avoid lawsuits. Thus, shared decision-making may lead to fewer unnecessary tests and interventions and to lower healthcare costs.
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Chapter 11
Putting the Pieces Together

This book has addressed a variety of important medical and healthcare topics. On the surface, the topics may not have been obviously connected to one another. This final chapter suggests how the pieces of the puzzle fit together.

Costs are Out of Control

Healthcare is the largest sector in the economies of most developed countries [1]. We have been unable to control healthcare costs. US healthcare costs grew from 4 percent of the gross domestic product in the 1960s to nearly 15 percent today [2]. In addition, the increase in healthcare costs contributes to increases in prices for products manufactured by companies that provide health benefits for their employees. General Motors, for example, until recently the world’s largest automobile producer, is currently on the verge of bankruptcy in large part because it has been unable to control expenses. And one of the largest expenses it has failed to control is its health-insurance cost for employees and retirees. Many American industries are attempting to restructure in order to get out from under healthcare costs. For workers, it is a losing battle. Take California workers as an example. Their premium contributions for single coverage had increased 127.9 percent between 2001 and 2006. During that same interval, their cumulative earnings increased cumulatively by 11.9 percent.

For obvious reasons, subsidized or “free” healthcare services are attractive to individuals, who reasonably want the best possible medical services at the lowest possible cost. Who would not want a life made healthier, happier, and longer thanks to the benefits of the very best modern medicine? Healthcare services are also attractive to corporations and other employers—to recruit and retain talented hardworking people, to improve the overall health and therefore the productivity of their workforce, and to enhance their image as enlightened, humane institutions. However, as well articulated by Ezekiel Emanuel and Victor Fuchs, the belief that someone else is paying for our healthcare is a myth [3]. Employers do not really pay for healthcare because these costs are passed on to households through lower wages and higher consumer prices.
When government pays for healthcare, it does it through higher taxes, or greater borrowing. In the end, there is no free lunch (or healthcare). The cost is borne by ordinary citizens.

There is the proverbial elephant sitting in the room, and though we all know it, we find it hard even to acknowledge: Healthcare costs are out of control, and in order to begin to control them, we will have to make tough decisions about what services are necessary and what services provide best value for patients.

The Proliferation of Services

The problem is beyond services costing too much: It is also that there are too many services being offered and used—including many with little value. This is partly due to improvements in diagnostic technology that have led to significant increases in the rate of disease identified within communities. Several chapters in this book discuss the problem of pseudodisease. This is disease which, although identifiable, will not have adverse effects on untreated patients. In the future, we will be challenged to select not only treatments but also diagnostic tests. Patients diagnosed with a disease are likely to demand treatment, and qualify for insurance coverage of their treatment, even when the value of treatment is expected to be low. Pseudodisease deserves attention because it is the diagnostic gateway to ineffective, and sometimes potentially harmful, treatment.

One way to think about our problem is that making money in medicine and healthcare is dependent on the size of the market. The market size of very sick people is quiet small. The market is bigger when we consider people who are mildly ill. The best way to make the market big enough for large profits is to make well people sick. Essentially, that is what has been accomplished with the new definitions of disease.

In the simplest terms, I have argued that the key to our healthcare crisis is volume: too much diagnosis, too much treatment, and too much medication. The solution does require health insurance for all people, but not to provide all services for all people. The first half of the sentence is easy to swallow, but the second half is harder to take. We all want the best care for ourselves and for our families and nobody wants to second-guess their doctor. It is particularly disturbing that a doctor’s advice would be ignored because some third party does not want to pay the bill. The Michael Moore documentary “Sicko” offered a series of horror stories resulting from denial of medical services by insurance companies. I imagine that many readers, even those who accept the premise that there is too much medical care, will have an adverse reaction to someone else deciding who will get more and who will get less medical care.

There is an uncomfortable tension over the control of healthcare and we need to face it head on. First, we need to address the argument that new medications produce little harm. In general, most of the new medications are well tolerated.
However, there are problems with almost any medication. The drugs have powerful effects, and it is rare to find a medication that does exactly one thing. It has been argued that the effects of cholesterol-lowering in the elderly are not well documented but that the chances of adverse drug reactions increase with age [4]. Over an extended period of use, we never know what unintended damage medicines will cause. Sometimes it takes years to discover the consequences of medication use. In the early 1970s, lithium salts were believed to be the new magic bullet for the treatment of bipolar depression. Today, many of those patients treated with lithium are being treated for kidney failure caused by the medication [5]. When I was a child, my family doctor used antimicrobial drugs for nearly any illness. There was no downside he would argue. Today, the overuse of antimicrobial medications is credited with the re-emergence of tuberculosis and other infections that have evolved to be resistant to antibiotic therapies [6]. Just a few years ago, a new class of anti-inflammatory drugs, known as coxibs, was promoted as very effective and completely safe. Celebrex was the king of this class. However, a few years after introduction, evidence emerged documenting that celebrex increases the chances of death from heart disease [7]. Drugs are powerful biological agents. They often have effects that were unanticipated. When drugs are needed, it is worth taking the risk of side effects. But, is it worth taking the risk when there are few expected benefits?

A second concern is that the known consequences of treatment may be worse than the disease itself. The prostate cancer example has been discussed several times in the preceding chapters. For a man at great risk of losing his life to prostate cancer, trading longer life for impotence may be a wise choice. But, for many men, surgery is not believed to make life longer, and it is almost certain that it will make life less desirable [8].

The third concern is societal. Providing too much medicine for some insured people causes premiums to go up for everyone. This means that employers need to pay more and that can inflate the costs of products and services and make American products less competitive on world markets. It might also mean employees earn lower wages because more of the total compensation package goes to pay for benefits. Some employers may decide to cease their health insurance plans. When they do, more of their employees are left uncovered. Uninsured patients, when faced with emergencies, often fail to compensate doctors and hospitals for their care and these costs are passed along to the insured patients. The consequences of failing to control healthcare costs affect everyone.

You may have read this book as antimedical. There is no question that I have challenged the medical care system. But, I am a supporter of medicine. I have been a medical school professor for my entire adult life and I am not hesitant to go to doctors when I am sick. When needed, medicine extends lives and reduces suffering. The antimedical tone addresses a different problem. When the use of medicines and medical care is unnecessary, it results in loss of money, causes anxiety, and may cause harm. The goal of this book was not to trash the medical care establishment. It was to encourage people to be better-informed consumers.
of medical care. By looking at the absolute risks and benefits of treatment and by engaging in shared medical decision-making, I believe patients will become better consumers for themselves of better stewards of our limited healthcare resources.

The one point on which there seems to be near consensus is that the American healthcare system is broken. Furthermore, the systems in other developed countries are beginning to face some of the problems that crippled the American system. Fixing these problems will be challenging, but there are some specific steps we can take to find our way out of the mess that now consumes us. Let us look at a few specific actions that might help.

Changes in Communications with Patients

We need to reconsider how patients get information. Several strategies should be considered, including:

- Patients need to become more involved in decision-making about their own care. The use of shared medical decision-making and decision aides should be expanded and programs such as Medicare and Medicaid should support these services.

The system may work better if informed patients are able to be more selfish—to look out for their own self-interests. Many people express qualms when they hear talk that emphasizes the role of self-interest in making choices. After all, selfishness sounds so ... selfish. Economists view selfishness differently. They believe it is required for economies to succeed. For example, individual decision-makers optimize their resources by choosing alternatives that give them the most satisfaction at the lowest cost. Markets work best if consumers attend to their own self-interest. When I shop to obtain the lowest price on a product, others will benefit because providers who want my business must offer the best service or product at the lowest cost. This competition will force the price of the product to be lower. Economists argue that selfishness—or “consumer sovereignty,” to give it a more palatable name—is necessary and desirable.

Healthcare challenges many of these principles of self-interest and self-determination. Physicians and administrators have traditionally spoken for and made decisions on behalf of their patients. But things are changing. A growing literature suggests that patients are making more decisions independently of their healthcare providers. Patient preferences and prerogatives are beginning to find some acceptance among healthcare professionals, as they should. However, patients are often deprived of some of the information that they need to be really effective decision-makers. They are not able to purchase products that maximize the use of their own resources because many of the important products are controlled by prescription. Although most physicians
want to act in the best interests of their patients, it is not clear that they fully understand patient preference when making these decisions. Tradeoffs, which are so important to economic thinking, are not valued in the same way by healthcare providers on one hand and their patients on the other.

Chapter 10 summarized a growing literature showing that patient decision aids are available and that they may have important effects on patient decisions. In particular, well-informed patients often opt out of unnecessary tests or procedures. The problem is that providers cannot be compensated for using these decision tools. To address this, we need to provide greater incentives for patient involvement in healthcare decisions. Medicare, for example, could create a provider payment code for use of a decision aid. Although they will spend more money for decision counseling, it is likely that there will be substantial savings through the reduction in the use of unneeded services. Research is needed to document these cost offsets.

There is, of course, a concern that those with a commercial interest in certain decisions will hijack decision aids. Pharmaceutical companies, for example, can be expected to create decision aids that direct patients toward their products. Like the FDA’s impartial oversight over medicines, there may be a need for impartial supervision of evidence-based decision tools. However this evolves, I remain convinced that patients are motivated to protect both their own health and their own pocket books. With better information, they will make appropriate choices. We just need to offer them the right tools.

- Consumers should be given more information and more education on how to interpret risk information.

A lot of medical information is given to ill patients. Sometimes sorting out all this information can be very difficult. For example, one might be told that a medicine will make one better. But how likely is that benefit? Chapter 3 noted some of the discrepancies between the expectations people have of medicine and what is actually delivered. There are two problems. First, patients often think about disease using simple mechanical models of chronic illness, leading them to the incorrect assumption that there are simple mechanical cures. Fixing a narrowed coronary artery is much more complex than unplugging a clogged pipe. Second, popular media report benefits of healthcare in ways that may exaggerate expectations of benefit. For example, the benefits of a cholesterol-lowering medication might be promoted as reducing the chances of heart attack by 45 percent when the absolute change in risk for an individual patient may be less than 1 percent. It has been claimed that taking an aspirin every other day reduces the chance of a fatal heart attack by 72 percent. Evidence does suggest that the relative risk may decline by this amount. However, most patients are interested in how much their own individual risk changes. By taking aspirin every other day, evidence suggests that the chances of dying from a heart attack are reduced by approximately 0.1 percent (or about one-tenth of 1 percent) (see Chapter 3 page 28). A reduction of 0.1 percent is much less motivating than
The inflated expectations of benefit may also result from promotional campaigns that play upon these misperceptions. The different ways of reporting risks are confusing to both providers and patients, and it should be required that both absolute and relative risks be communicated to patients. Furthermore, we should be given information on the number of people who need to be treated to achieve one positive outcome (NNT) and the number of people treated before one case of harm occurs (NNH).

- Direct-to-consumer advertising should be restricted or eliminated. If it is continued, federal agencies should require balanced presentations of costs, risks, and benefits.

Much of the overuse of medication results from advertising campaigns that go directly to consumers. Advertising campaigns that deliberately mislead consumers are problematic. Direct-to-consumer advertising of pharmaceutical products is only allowed in two countries, the USA and New Zealand, and control over this “commercial speech” may be necessary. In the USA, direct-to-consumer advertising has run amuck. Direct-to-consumer advertising was not allowed in the USA until 1997. In the decade after it was introduced the number of advertisements grew exponentially [9]. Each year, American viewers may sit through up to 16 hours of paid advertisements guiding them to ask their doctors for specific trade-marked pharmaceutical products. These advertisements often stimulate consumers to request products that are not medically indicated, or more expensive than competing products with equivalent clinically efficacy.

The stated purpose of direct-to-consumer advertising is to inform patients about appropriate licensed products. The real purpose is to expand the markets for prescription medications. My UCLA colleague Dominick Frosch has done detailed studies of advertisement content and found that 95 percent of direct-to-consumer advertisements had strong emotional appeals. Although the advertisements are justified as mechanisms to educate patients, only about a quarter of them offer information about the disease, risk factors, or prevalence. A common theme in the advertisements is that diseases cause loss of control over some important aspect of life and that use of medication restores control. Even though most of the drugs advertised directly to consumers are modest variations on competing medications, 58 percent of the advertisements portray the promoted drug as a medical breakthrough. For many of the conditions, nondrug treatments such as diet and exercise, are recommended in treatment guidelines. None of the advertisements mentioned these alternatives, and only 19 percent acknowledged that nondrug approaches should be used along with drug treatment [10]. It is hard to justify direct-to-consumer advertising as a mechanism to inform patients because the information given to patients is incomplete and slanted. The real consequences are increased volume of medication use, increased costs, and greater financial pressure on the system.

There is ample justification for restricting direct-to-consumer advertising. All countries in the world, with the exception of the USA and New Zealand
have such restrictions. Furthermore, the US system functioned quite ade-
quately before accepting direct-to-consumer advertising in 1997. Under the
US constitution, commercial speech is not given the same protection as free
speech.

We Need to Re-examine the Process of Developing Practice
Guidelines

Evidence-based medicine is an important new idea in healthcare. Evidence-based
guidelines rely on systematic reviews of research studies to guide physicians in
their medical decision-making. Increasingly, incentives have been used to get
providers to comply with these guidelines. Some payers will only reimburse
providers for services identified in guidelines. New approaches to pay for perfor-
mance provide incentives for strict compliance to guidelines. However, the
current process of guideline development leaves much to be desired.

In Chapters 5–8, we looked critically at the guidelines process. Although
evidence-based guidelines are a good idea, it has also become clear that there are
huge financial incentives for getting a service included in the guidelines.
Although the guidelines are usually developed on the basis of peer consensus,
it is not always clear that adherence to guidelines will result in patient benefit.
Some cancer-screening tests appear to provide relatively little patient benefit
(see Chapter 5). Furthermore, lowering of thresholds for high blood pressure
(Chapter 6), high cholesterol (Chapter 7), or IFG (Chapter 8) may offer a small
amount of benefit to some people, but are unlikely to benefit the great majority
of people who are now classified as in need of regular medical care. The
conclusion seems to be that there are few positive consequences of broadening
the market for healthcare. But is this assumption correct? Evidence-based
guidelines are on the right track, but they can be improved by a few policy
changes, including:

- Evidence-based guidelines should consider both the probability and the
  possibility that a treatment will provide benefit.

It is naïve to think that extending the market for healthcare will not have
important societal consequences. Let us begin with the development of guide-
lines. Guideline-development committees may think little harm is done by being
more inclusive about who should be treated. However, under managed care, it
will be very difficult to deny a service that has been identified as necessary by a
guideline-development group, and it will be particularly difficult to deny a
service when an expert panel feels this service mitigates a risk factor for serious
disability or death. We know that most people who die of strokes do not have
high blood pressure and that most people who die of heart disease do not have
seriously elevated cholesterol. In the future, it is likely that doctors will
be blamed if their untreated patients with relatively normal cholesterol or
relatively normal blood pressure die of heart disease or stroke. For a variety of reasons, the impact of guidelines is likely to be a greatly expanded market for pharmaceutical products. This market expansion will lead to higher healthcare costs, but it is likely that population health benefits will be only minor.

To address this problem, the use of evidence-based patient guidelines needs to be rethought. There are several problems with current evidence-based guidelines. First, the definition of whether the treatment works can vary greatly. Different investigators measure different outcomes, and it is not always clear that the measures used in clinical studies are meaningful. A second problem is that guideline developers usually do not distinguish between the possibility and the probability that a patient will benefit. For example, it is possible that a patient with prehypertension will benefit from a medication that will lower blood pressure. However, the probability that he or she will benefit can be extremely low. According to our analysis, there is a minute possibility that a stroke can be avoided. At the same time, the probabilities that there will be increased cost and inconvenience are nearly certain. Newer guidelines are beginning to consider numbers needed to treat and numbers needed to harm. However, the expected impact on individual patients is rarely noted.

- An impartial government agency should be developed to oversee the guideline process.

Increased volume of drugs and medical services is big business. With so much money involved, there is substantial pressure to include specific services in practice guidelines. The Center for Responsible Politics reports on the amount of spending for healthcare lobbying. In 2006, nearly $100 million were spent on lobbying members of congress around issues for healthcare. Lobbying by Political Action Committees (PACs) relevant to pharmaceutical products and healthcare greatly increased between 1990 and 2006 (see Fig. 11.1). Further individual contributions also increased. Although the money goes more to Republicans than to Democrats, substantial contributions from health-related PACs go to both parties. Much of the effort is to gain reimbursement for services offered in the Medicare or Medicaid programs. In these programs, services are likely to be reimbursed if they are included in guidelines.

Conflict of interest is another important problem that requires attention. Choudhry and a group of colleagues in Toronto surveyed contributors to clinical practice guidelines in North America. They found that 87 percent of the guideline authors had some form of interaction with an industry that made a product relevant to the guidelines they were creating and 58 percent had received direct financial support from these industries. On an average, the authors of the guidelines had interacted with 10 different companies [11]. Another study obtained disclosures from 685 contributors to medical guideline committees. It found that more than a third of the statements revealed conflicts of interest [12]. There are many other examples of these conflicts. In fact, most investigators who have taken the time to look for conflicts have found them. One of the most notable cases was the development of the National Cholesterol
Education Program. In 2004, new guidelines for cholesterol management were developed (see Chapter 7). When the guidelines were first published by the National Heart, Lung, and Blood Institute, the American Heart Association, and the American College of Cardiology, the article did not include conflict of interest disclosures. An editorial in the “New York Times” raised the concern. So, the organizations produced the disclosures on their websites. What was revealed was that most of the committee members did, indeed, have cozy financial entanglements with the manufacturers of statin drugs—precisely the medications that the guidelines promoted. There is clearly a need for disclosure or something stronger [13].

In 2007, the US Food and Drug Administration proposed stricter disclosures for its panel members, including a requirement of full disclosure of financial relationships between FDA advisors and commercial interests at least 30 days before a meeting. Reaction to the proposal was described as “lukewarm” [14]. Creating a stricter system will be a challenge, but it will be worth it.

Disclosure may be helpful, but disclosure alone will not resolve the problems. Other groups have gone further to assure independence between guideline developers and commercial entities. Medical research is an expensive enterprise and controlling conflicts of interest is challenging. A growing portion of medical research is now done outside of academic institutions and industry has become the leading funder of biomedical research. Industry also provides much of the funding for evidence-based reviews and practice guideline development.

Fig. 11.1 Money spent by Political Action Committees on health pharmaceutical lobbying between 1990 and 2006. (Data from Center for Responsible Politics).
These guidelines determine what services are delivered to patients and how doctors are evaluated. We must face the moral dilemma created by wealthy companies supporting guidelines that expand the markets for their products.

The best way to achieve independence between companies and guidelines is to create an impartial public agency to oversee guideline development. The UK already has the National Institute for Health and Clinical Excellence (NICE) that is effectively achieving this task. NICE is an independent organization that has developed clinical guidance on a significant number of healthcare topics. Participants on NICE panels are required to sign a confidentiality form, agree to a code of conduct, and declare conflicts of interest. The budget for NICE is about $50 million per year. Although this sounds expensive, it is a small fraction of what is spent on the unnecessary medical care that proper guidelines can eliminate. Of course, NICE is not immune from political pressure. Pfizer, for example, asked the British court to block a NICE recommendation that restricted the use of their drug for Alzheimer’s disease [15]. Nevertheless, NICE has done an excellent job of providing distance between themselves and companies that apply political pressure.

The Institute of Medicine of the National Academies of Science is currently developing guidelines and other tools that can be used to manage conflicts of interest without harming constructive collaboration between the public and the private sectors. Their report and guidance should be publicly available soon.

- Evidence-based guidelines should be required to consider both costs and opportunity costs.

We need to get value for the money we spend on healthcare. Not all treatments afford an equal level of benefit to patients. Some offer only minor benefits, while others produce substantial changes in patient outcome. Furthermore, the costs to produce a unit of benefit differ dramatically across treatment options. Until recently, healthcare decision-makers expressed little interest in estimating value for patients. But with shrinking budgets and an every-increasing menu of attractive options, it is no longer ethical to advocate for every option. We must concentrate on choices that offer the best value for the communities served. Quality healthcare is what makes patients better. Quality healthcare management uses resources to improve the health of populations and not spend money to purchase services that are unlikely to extend life or improve life quality.

There is substantial variability in the use of healthcare services in different countries and in different communities within countries. Healthcare providers often order tests and provide treatments that have limited value for patients. Excessive healthcare utilization increases the cost of healthcare without necessarily producing benefits. Aggressive approaches to diagnoses and treatment result in overestimates of illness within communities. Many people are diagnosed with health problems, and substantial proportions of all populations consume prescription medications. Often, these treatments result in better patient outcomes. However, the inflation of illness through overdiagnosis also
leads to the inappropriate use of resources, high costs, and exposure of patients to medical errors and potentially harmful side effects of treatment.

Advocates in healthcare often argue that their programs require more resources. Cardiologists argue that more tests and procedures should be funded. Oncologists press for greater use of screening, chemotherapy, and new approaches to tumor management. Pediatricians argue that more money must be spent on children. All of the specialties argue for something similar. They need more money.

Although economists study costs, they define costs very broadly. Most people think of costs only in terms of money. Accountants consider how much money must be devoted to each alternative. Economists use the term “cost” in a broader sense. For them, a cost is what must be surrendered to obtain a particular alternative. For example, recovery from surgery is a cost of the choice to have an operation. A hospital’s investment in a cancer-screening program might mean that there are not enough resources to purchase new operating-room equipment. Costs describe what is traded off when a decision is made. Some costs are monetary, and some costs reflect nonmonetary trade-offs. Monetary costs are relatively easy to quantify. Some of the other costs require new assessment methodologies.

Chapter 9 reviewed cost-effectiveness methods that are gaining increasing attention in health care. For example, by defining a common unit of health benefit, such as the QALY, it is possible to make broad comparisons between programs that may have very different specific objectives. Cost/QALY analysis permits the comparison of alternatives as different as smoking prevention for teenagers with rescue lung surgery for older adults. Some people believe that cost-effectiveness analysis is a pathway to cutting costs. The purpose of cost-effectiveness analysis is not to save money, but instead to gain value for money. In fact, most advocates for these methods would prefer to keep budgets constant or to increase them. The purpose of cost-effectiveness analysis is to save lives, not to save money. Thoughtful analysis can be used to gain the greatest value for the resources available to decision-makers.

The resistance to requiring cost-effectiveness as a component of guideline development is ill founded. It is based on the incorrect belief that the sole purpose of the analysis is to cut costs. At the end of the day, we must make choices and thoughtful analysis can guide us in the right direction.

We must also recognize that healthcare is part of a larger system. Resources used for healthcare could be used for other purposes. Decisions are complicated, and using resources for one opportunity often has the unintended consequence of limiting opportunities to support other worthy programs.

Disease, diagnosis, and dollars are all connected. Accurate and early diagnoses may combat disease and in many cases drugs save lives. However, there are other cases in which diagnosis and treatment have relatively little effect on disease, and the recommendation for using them has more to do with money than it does to the relief of human suffering. When too many dollars are used in pursuit of treatments without value, less is available to purchase services that
are truly necessary. Solutions to our problems in healthcare will be difficult, but they are not impossible. Our goal is to make populations healthy, and we need to direct our resources to achieve that goal.
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