Topics in Neuroscience

Managing Editor:
GIANCARLO COMI

Co-Editor:
JACOPO MELDOLESI

Associate Editors:
MASSIMO FILIPPI
LETIZIA LEOCANI
GIANVITO MARTINO
Introduction

Multiple sclerosis (MS) leads to the formation of macroscopic, discrete foci of tissue damage in the central nervous system (CNS). These lesions can be seen on conventional magnetic resonance imaging (MRI) scans, making this technique a sensitive tool for diagnosing MS and for monitoring its evolution, although it is incapable of disentangling the heterogeneous features of MS lesion pathology, which may range from edema to permanent loss of myelin and axons. Moreover, it is now well known that MS does not spare the normal-appearing white (NAWM) and gray (NAGM) matter, i.e., those portions of the CNS which appear intact on conventional MRI scans. Normal-appearing tissue changes seem to be either secondary to intrinsic damage caused by T2-visible lesions (via Wallerian degeneration of fibers passing through macroscopic abnormalities) or the result of independent pathological processes. In the NAWM, the main pathological findings are gliosis, microglial activation, disturbances of the blood-brain barrier, and also demyelination and loss of axons. In the NAGM, less inflammatory changes are seen, but numerous lesions can be identified ex vivo, which may be associated with irreversible axonal and neuronal loss. All these findings indicate that MS does not have to be considered a purely inflammatory condition, but rather a disease where inflammation and neurodegeneration play complementary pathogenetic roles.

The past 10 years have seen continuous advances in MS treatment. Following the approval of interferon β-1b as a disease-modifying therapy for relapsing-remitting MS, other immunomodulating and immunosuppressive treatments have demonstrated significant success in reducing the activity of the disease, in terms of clinical relapses and MRI lesions. Nevertheless, this treatment efficacy is not accompanied by an equal ability to prevent or slow down the progressive clinical deterioration which occurs in MS, even independently of acute relapses. It is conceivable that the accumulation of MS-related neurological disability is secondary to the neurodegenerative components of MS pathology and, as a consequence, ad hoc therapeutic strategies are warranted. For this reason, future MS trials will need reliable in vivo surrogates of neurodegeneration in order to better assess the efficacy of treatments aimed at preventing its evolution. In this context, several MR-based techniques have been investigated as tools capable of providing reliable pieces of information on neurodegeneration in MS.

MR-based measurements of CNS “atrophy” represent a useful tool to assess the final outcome of neurodegeneration. The poor short- to medium-term correlation between atrophy and T2-visible lesion load, which has been consistently reported by several studies, supports the notion that tissue volume reductions may primarily
reflect "occult" neurodegeneration and give complementary information to that provided by conventional MRI. The assessment of the burden of T1 "black holes" is another, easily implementable, technique to quantify the extent of MRI-visible tissue disruption, which is related to a decrease in axonal loss. Measuring the deposition of iron, as reflected by T2 relaxation time abnormalities, can also provide estimates of the extent of MS neurodegeneration in clinically eloquent brain areas, such as the basal ganglia and the cortical GM. Among more sophisticated MR-based methodologies, both magnetization transfer (MT) and diffusion tensor (DT) MRI are now widely applied in the study of MS. Correlative studies have confirmed that a significant relationship exists between decreased MT ratio or increased diffusivity and increased loss of myelin and axons, both within and outside focal MS lesions; thereby making these techniques potential candidates for monitoring trials of neurodegeneration in MS. Proton magnetic resonance spectroscopy (\(^{1}\)H-MRS) has the unique advantage that it can provide information with a high biochemical specificity for ongoing tissue changes. Among \(^{1}\)H-MRS-derived metabolic measures, the levels of N-acetylaspartate (NAA) represent a highly specific correlate of neuronal and axonal viability. The information provided by structural MR-based techniques on the neurodegenerative components of MS pathology can be integrated with those coming from functional MRI (fMRI) studies. With the latter technique, the ability of the MS brain to limit the consequences of irreversible tissue damage can be explored. fMRI data indicate that cortical reorganization in MS patients begins soon after the clinical onset of the disease and continues through the entire course of the disease.

Although new MRI modalities are likely to provide us with more specific in vivo measures reflecting the neurodegenerative features of MS pathology, their application to clinical trial monitoring requires a careful preliminary consideration of several methodological issues, including the need to achieve a satisfactory trade-off between pathological specificity, sensitivity to longitudinal changes, and the feasibility of their use in the setting of large-scale, multicenter studies. In other words, MR-derived measures of neurodegeneration, although promising, need to be properly validated as surrogates of MS. In this context, useful lessons can be learned by studies of other neurodegenerative conditions, as well as by the application of other paraclinical biomarkers.

With this book, we aim to provide a complete and up-to-date overview of technical, methodological, and clinical issues related to the application of MRI in MS trials of neurodegeneration. This review is the result of an international workshop held in Milan on 10 June 2005, during the Ninth Annual Advanced Course on the Use of Magnetic Resonance Techniques in Multiple Sclerosis, and subsequent discussions among the authors. We hope that, for clinicians and researchers, this book will be of help for setting up the scenario they will have to face when assessing the efficacy of future therapeutic strategies in the treatment of MS.

Milan, March 2007

M. Filippi
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BACKGROUND
Chapter 1

Neuropathological Advances in Multiple Sclerosis

E. Capello, A. Uccelli, M. Pizzorno, G.L. Mancardi

Introduction

The neuropathology of multiple sclerosis (MS) has been thoroughly and carefully described since the pioneer studies on the disease [1]. It was already clear in the last years of the 1800s that MS is an inflammatory disease of the central nervous system (CNS) with scattered areas of demyelination and relative sparing of axons. The astroglial and microglial reactions, the possible loss of neurons, the axonal injury, and the capacity of the CNS to partly remyelinate the damaged areas were all widely known and described.

The model of experimental allergic encephalomyelitis (EAE), first described in primates [2] and then fully developed in rodents, suggested the possible pathogenesis of the disease, widely accepted by the entire neurological community. According to the EAE model, MS is an autoimmune acquired disorder of the white matter of the CNS. The antigen is a myelin protein or other proteins of the CNS; depending on the genetic background of the patient and for some still unidentified environmental and external factors, some T lymphocytes become sensitized, cross the blood-brain barrier, reach the target antigen presented by the local microglia, and damage the nervous tissue. The first hit is followed by the appearance in the CNS of other inflammatory cells, not necessarily activated against antigens of the CNS, which contribute to and amplify the damage. The inflammatory infiltrate, made up by CD4 and CD8 lymphocytes and by macrophages, is responsible for the myelin loss in a specific area of the CNS. Inflammation is then followed by the astroglial reaction, partial repair of the injured tissue, which is often extensive [3], and a decrease in the inflammatory activity. For some unknown reasons the disease can become chronic and other waves from the blood to the CNS follow, with the appearance of other areas of demyelination and inflammation in different parts of the CNS. With time, the CNS becomes colonized by inflammatory cells which remain inside the brain and spinal cord, contributing to the progressive damage of the tissue and the progression of the clinical symptoms.

This classical view of the pathogenesis of the disease has been partly revised in recent years, due to the discovery of new neuropathological data, which indicate that MS is a considerably more complicated disorder, in which multiple mechanisms of damage of the CNS are probably involved.
Axonal Damage

Axonal damage and the loss of axons and neurons were identified early, in the first neuropathological studies of the disease, but it is only recently that axonal changes (Fig. 1) have been emphasized and considered as the neuropathological counterpart of the non-reversible neurological disability [4, 5]. Numerous studies have demonstrated that axonal damage, shown by the accumulation of amyloid precursor protein (APP) in axons when axonal transport is impaired, occurs early in the course of the disease [6] or in the acute plaques in the EAE model [7]. However, with time, axons are progressively lost, and in old sclerotic plaques more than 60% of the axons have disappeared [8]. Axons can be damaged by cytokines, activated T cells, glutamate, nitric oxide, or other substances present in the inflammatory process. It has recently been demonstrated that CD8+ T cells are more represented than CD4+ lymphocytes in the demyelinated areas. The axonal damage is related especially to the presence of CD8+ T cells and clonal expansion is more prominent in this T cell population, while CD4+ T cells are mainly located in the perivascular space [9].

Damaged axons, devoid of myelin, cannot survive for very long, and progressively degenerate. The loss of axons not protected by myelin is a well-known neurobiologic phenomenon, which can also occur without inflammation, as it

![Fig. 1. SMI32-positive axons in active plaque (40×)](image-url)
occurs in hereditary myelin disorders [10], or in “in vitro” models of demyelination [11], where axons without the envelopment of the myelin sheath show morphological and neurochemical changes indicative of stress, damage and degeneration. Accumulation of neuronal type voltage-gated calcium channels or a redistribution of ion channels along the demyelinated axon may contribute to the axonal dysfunction and subsequently to the axonal loss. Moreover, a defect in the Na channel aggregation may be involved in the remyelination failure [12]. One of the main targets for the immediate future is to discover the reasons for the progressive axonal degeneration after myelin has disappeared and then to develop neuroprotective drugs to prevent the process of progressive axonal loss.

The Role of B Lymphocytes

The attention of many researchers has been directed in recent years to the study and characterization of the B cells. This is not surprising, considering that the presence in the cerebrospinal fluid (CSF) of oligoclonal bands made by IgG is the most important laboratory marker of MS. B cells, plasmacells and IgG directed against myelin proteins are present in the demyelinated areas [13], and antimyelin antibodies, when detected in the CSF, may have prognostic value [14]. The “pattern II” neuropathology described by Lucchinetti et al. [15] is mainly composed of macrophages, microglia, antibodies, and complement. Clonally expanded B cells accumulate in MS lesions [16] as well as in the CSF. In particular, the preferential V(H) gene usage in the CSF and blood of MS patients was examined by PCR technologies, and analysis of HCDR3 length revealed an oligoclonal accumulation of B cells in the CSF. Sequence analysis of the V(H)3 and V(H)4 gamma transcripts of MS individuals demonstrated that this accumulation was related to the expansion and somatic diversification of a limited group of B-cell clones, indicative of a chronic and intense antigenic stimulation occurring inside the CNS [17, 18]. Moreover, when the CSF of MS patients was examined at different time-points, a substantial proportion of shared clones in the samples taken at different times was found and these clones were identical or closely related; i.e., they had the same third complementary determining region (CDR) of the H chain variable region gene (HCDR3), with different mutations in the V(H) segment, suggestive of the presence of a continuous antigenic stimulation which persists with time in the CNS [19]. When subsets of B cells are examined in the CSF of MS patients, using flow cytometry, all the stages of B cell differentiation are observed, as well as the presence of lymphotoxins-α, CXCL12, and CXCL13, demonstrating that the process of B-cell maturation occurs inside the CNS, and in particular in the CSF, from where pathogenetic autoantibodies may attack the nervous tissue surrounding the ventricles [20]. It is of particular interest that newly formed lymphoid follicles have been recently detected in the meninges of MS patients with a secondary progressive clinical course; these ectopic B-cell follicles with germinal centers could represent a critical step in maintaining the compartmentalization of the dis-
ease and the chronic humoral autoimmune process [21]. All these data indicate that the B-cell response is of relevance in the pathogenesis of MS, and that in the future we will have to utilize, at least after the first stages of the disease, drugs which cross the blood-brain barrier, because the inflammatory process soon becomes sequestered inside the CNS and the CSF.

Cortical and Gray Matter Lesions

The presence of cortical lesions and the involvement of the gray matter were described by the first neuropathologists in the late 1800s, but in recent years these changes have been particularly well studied and evaluated, because it is now clear that brain atrophy, which occurs during the course of the disease and correlates with disability, is not only due to the loss of myelin tracts, but to a diffuse involvement of the cerebral cortex and deep gray matter, such as the basal ganglia, brainstem nuclei, and gray matter of the spinal cord. Considering that axons in the cortex are usually myelinated, demyelinated areas can also be expected to occur in the gray matter of the cortical regions. The demyelinating lesions can be detected in the deeper areas of the cortex, where myelination is more evident, but also in the subpial regions, or in the central part of the cortex [22]. It is interesting that, unlike in the white matter, the cortical areas of demyelination are not usually associated with a clear lymphocyte infiltration, thus suggesting that different mechanisms are probably involved [23]. Neuronal density can be significantly reduced, especially in secondary progressive MS and, while synaptic loss is not evident in some cases [23], it can be particularly striking in others [24]. Certain cortical areas, such as the cingulated gyrus, the insular cortex, and the temporal-basal cortex are usually more affected [25]. Cortical lesions can be relevant for the appearance, in some cases, of cognitive disturbances or other symptoms, such as seizures.

Normal-Appearing White Matter

Microglial nodules, small foci of inflammation or scattered axonal changes in the normal-appearing white matter (NAWM), were already known to the first neuropathologists, but renewed interest in the study of NAWM now comes from magnetic resonance imaging research, which has shown a diffuse injury of this area of the brain, which occurs early in the course of the disease and is usually also relevant in cases with a low total lesion load [26-29]. A recent study which specifically addressed this problem showed that in relapsing/remitting MS inflammation is mainly located in the demyelinated plaques, while in the progressive phase of the disease it is more diffuse in the whole of the white matter [30]. The inflammatory changes are characterized by perivascular foci of lymphocytes, diffuse infiltration of the NAWM by lymphocytes, microglial activation, meningeal inflammation, and axonal injury (Fig. 2). Using dysferlin expres-
sion of leaky brain blood vessels, it was demonstrated that blood-brain barrier damage is not restricted to the demyelinating plaques but is diffuse outside of the lesion areas [31]. All these observations show that, after the first early phases, the inflammatory cells colonize the entire CNS, and the pathological process, which is diffuse and generalized, continues inside the brain and spinal cord where the majority of drugs that we now utilize cannot reach.

**Oligodendrocyte Apoptosis and Microglial Activation**

Recently, the presence of extensive oligodendrocyte apoptosis and microglial activation without lymphocytic infiltration or myelin phagocytes has been observed in some relapsing/remitting MS patients with a short disease duration [32]. Apoptosis of oligodendrocytes was previously described in MS, especially in the “type-3 lesion pattern” [15] but, according to the observations of Barnett and Prineas [33], this change is not limited to a subset of patients but more probably represents a general phenomenon of the early stage of plaque formation. According to these data, therefore, the damage to oligodendrocytes is not secondary to the inflammatory process mediated by autoreactive T and B lymphocytes, but is a primary event.

The role of microglia has been also particularly emphasized in recent years, not only as autoantigens presenting cells to autoreactive T cells or as cells secreting proinflammatory cytokines, but also as the primary cells which first react to the death of oligodendrocytes [34]. At present, it is not clear whether the apop-
tosis of oligodendrocytes and the activation of microglia is a primary general phenomenon or merely a pathological event which can occur during the formation of the demyelinating plaque.

Conclusions

Recent neuropathological studies have shown that MS is a very much more complex disease than previously acknowledged. Axonal damage occurs early in the course of disease, especially in the progressive phase, and B and T cells rapidly colonize the CNS and damage the tissue remaining trapped inside the brain and the spinal cord. The NAWM is diffusely injured by inflammatory and microglial cells, the gray matter in the cortex and in deep nuclei is deeply involved in the process, and the oligodendrocytes can die, also without showing clear signs of inflammation. At present, considering all the available data, the primary event still appears to be the infiltration of the CNS by autoreactive inflammatory cells. If this view is correct, and considering the intensity and the diffusion of the process, new therapeutic strategies need to be pursued urgently.

References

Neurophysiological methods, particularly evoked potentials (EPs; also known as evoked responses), are widely applied in the functional assessment of multiple sclerosis (MS), since they provide a quite reliable, even though indirect, measure of the extent of demyelination or axonal loss in a given nerve pathway. For this reason, they are used to indicate the involvement of sensory and motor pathways in the presence of vague disturbances and to detect clinically silent lesions, even though the latter application has been greatly reduced since the development of magnetic resonance imaging (MRI), which is more sensitive in detecting subclinical lesions. Nevertheless, the information provided by EPs is more strictly related to function than is the information obtained from structural MRI techniques. As O’Connor et al. [1] point out, it is impossible to “confidentially predict, from examining an MS patient’s cranial MRI, what the clinical findings or EDSS score will be.” In fact, the severity of the disease, assessed clinically, correlates well with the degree of neurophysiological abnormality found [2-4]. We briefly review the application of EPs in the assessment of the pathophysiology, diagnosis, and monitoring of MS.

Diagnosis and Pathophysiology

The pathological substrates of EP abnormalities in MS are demyelination and axonal loss [5-7]. In myelinated fibers, saltatory conduction of action potentials is determined by clustering of voltage-sensitive sodium channels within axon membranes at nodes of Ranvier and, to a much lesser extent, beneath the myelin sheath [8]. Demyelination may produce conduction block [9-11], which is also produced by soluble mediators of inflammation [12-14].

In areas with partial demyelination, slowing of conduction velocity and a prolonged refractory period with failure in transmitting high-frequency impulses may occur [10]. As a result, EP abnormalities may consist of delayed latency, morphological abnormalities, wave cancellation, amplitude reduction, and increased refractory period [15, 16]. Axonal loss, which is also an important feature in MS, especially in the progressive phase [17], also contributes to EP abnormalities [18]. Even though EP abnormalities may reveal subclinical
lesions [16, 19], their value in the diagnosis of definite MS still needs to be clarified [20], even though it is much lower than that of MRI due to its lower sensitivity [16]. Previous studies [21, 22] have indicated that in isolated syndromes about one-third of the patients have subclinical involvement of sensory pathways revealed by EPs, mostly by visual and somatosensory evoked potentials. In a recent study on 112 patients with isolated optic neuritis [23], 34.1% of patients had abnormal extravisual EPs; however, the contribution of neurophysiological techniques in demonstrating spatial dissemination of the lesions was quite poor: only 4% of patients with abnormal extra-visual EPs had normal brain MRI. The major limiting factor on the usefulness of EPs in detecting subclinical involvement is that the presence of a lesion is revealed only if it affects pathways explored by neurophysiological investigations; moreover, a significant proportion of the fibers must be affected to produce recordable modifications of evoked responses [24]. Stimulus manipulation [25] or more sophisticated recording techniques [26] or a combination of the two [27] may improve sensitivity in the assessment of nervous function, but raises the issue of standardization among different laboratories. Therefore, although the International Panel criteria for MS diagnosis [28], largely based on MRI findings, have been criticized [29], only visual EPs are viewed as contributing to the diagnosis of MS [28].

Assessment of Disease Severity

Apart from MS diagnosis, the use of EPs seems more promising in the assessment and monitoring of disease severity, in relation to their good correspondence with function of the investigated pathway. In fact, EPs have been reported to correlate with clinical findings in somatosensory [30, 31], visual [32], and motor pathways [33]. Moreover, several studies have reported that the combination of EP abnormalities correlates with disability [34].

In a study of 40 patients with relapsing-remitting (RR) and 13 with secondary progressive (SP) MS [35], spinal motor conduction time and the frequency of abnormalities of multimodal EPs were significantly greater in SPMS patients than in controls and RRMS patients. Spinal motor conduction times also correlated directly with scores on the Expanded Disability Status Scale (EDSS) and pyramidal functional system (FS) scores of Kurtzke [36]; while brain lesion load, evaluated in SPMS, did not correlate with disability scores. The authors suggest that disability in SPMS patients is mainly due to progressive involvement of the corticospinal tract in the spinal cord. Filippi et al. [3] compared brain MRI and multimodal EPs in patients with benign and SPMS, EP abnormalities were significantly more frequent and more severe in the latter group, according to their higher disability. Similarly, Kira et al. [37] found a significantly higher frequency of abnormal records in visual, brainstem auditory, and somatosensory EPs in primary progressive (PP) MS patients than in
RRMS patients. Moreover, clinically unexpected abnormalities were significantly more common in PPMS than in RRMS patients throughout all EP modalities.

**Monitoring of Disease Evolution**

Sater et al. [38] performed a longitudinal study (mean follow-up 1.5 years) of BAEP and VEP in a group of 11 chronic progressive MS patients: P100 latency significantly increased, while the BAEP I-V interpeak latency, T2 lesion load, and EDSS score did not. These data suggest that VEPs may be more sensitive than clinical and conventional brain MRI measures in detecting disease evolution in the progressive phase, although they need to be validated with a larger group sample. Kidd et al. [39] evaluated longitudinally central motor conduction time and brain and cervical MRI by means of transcranial magnetic stimulation in a group of 10 PPMS and 10 SPMS patients. Central motor conduction time was weakly, but significantly, correlated with EDSS. After 1 year, the increase in central motor conduction time was not significantly correlated with changes in cord lesions or area, but was present only in the four patients with an increased number of cord lesions. Fuhr et al. [34] found cross-sectional and longitudinal correlation between combined VEP and MEP latency z-score and EDSS in a group of 30 MS patients (the majority with RRMS) who had been followed for 2 years. The long-term (up to 3 years) follow-up of VEP in patients with acute optic neuritis revealed a significant decrease in VEP latency in the affected eye; on the other hand, the VEP latency increased in the unaffected eye, suggesting the possible role of remyelination (in the affected eye) and of the subclinical disease activity [40]. In a 1-year follow-up study in 90 patients with optic neuritis (monosymptomatic in 58 patients and part of clinically definite MS in 32), the mean latency of VEPs in eyes with optic neuritis was longer in the clinically definite MS patients [41]. Significant effects of time after onset were observed for latencies, amplitudes, and VEP abnormality scores.

For the correlation between clinical and EP findings, conventional scores could provide some advantage with respect to parametric values such as latency and amplitude, since the latter may be more influenced by test-retest variability, especially in MS patients [42], and do not allow for the consideration of absent components. The Evoked Potentials Abnormality Score (EPAS) has been used together with conventional brain MRI and EDSS to evaluate longitudinal changes in a 2-year follow-up study performed in 50 MS patients [1]. While MRI was significantly correlated with EDSS only at the cross-sectional evaluation at year 1, the EPAS was significantly correlated with EDSS and MRI at the cross-sectional evaluations, and only with EDSS at the longitudinal evaluation. A conventional score has been applied in another longitudinal study on 84 MS patients with the RR or progressive form of the disease [4]. In agreement with previous literature [43-46], visual evoked potentials (VEP), lower limb sensory evoked potentials (SEP) and motor evoked potentials (MEP) were the EPs most frequently involved in MS.
These findings may be explained by a higher susceptibility of optic nerve fibers to MS lesions, confirmed by pathological studies [47], and by a higher probability of involvement of longer pathways such as sensorimotor projections to the lower limbs. In addition, abnormalities of EPs were more frequent and severe in progressive forms of the disease compared with the RR form. Cross-sectionally, the severity of each EP score significantly correlated with the corresponding FS for all but follow-up visual EP, and with EDSS for all but brainstem EPs. EDSS significantly correlated with global EP score severity. Longitudinal EP/FS correlations were significant only in the somatosensory system. However, MS patients with disability progression at follow-up had more severe baseline EP scores than patients who remained stable. Patients with a severe baseline global EP score had a higher risk (72%) of disability progression at follow-up compared with MS patients with a lower score (36.3%). The predictive value of EPs has previously been pointed out using combined visual and motor EP latencies [39], and using sum scores for EP abnormalities [48]. In the latter study, EPs were retrospectively examined in 94 MS patients at first presentation and after 5 and 10 years. In patients examined early after disease onset, a significant predictive value for abnormal EP was found with MEP, SEP (but not VEP), and cumulative sum scores at first presentation, associated with higher EDSS values after 5 years.

There have previously been several attempts to use EPs in clinical trials [16, 17]. Short-term (2 and 26 weeks) effects of intravenous methylprednisolone on VEP in patients with acute optic neuritis have been investigated [49]. After 2 and 26 weeks, both amplitude and latency were not significant in patients treated with steroids and in patients who received a placebo. Interestingly enough, no treatment effects were observed on the length of the optic nerve lesions. Sheean et al. [50], in an open-label study in MS patients complaining of fatigue, did not find significant changes in MEP parameters in patients treated with 3,4-diaminopyridine compared with untreated patients, while a rectified electromyogram (EMG) did show a treatment effect. The results of this study indicate that the MEP parameters utilized (central motor conduction time and MEP size) are not useful in evaluating the effects of drugs on fatigue, a result explained by the absence of effects of exercise on the same parameters. It has to be considered that the study by Sheean et al. [50] was performed on the upper limb, which was relatively unaffected by the disease. In fact, a previous study had reported that walking reduced MEP area more in MS patients complaining of fatigue than in normal controls [51]. After intrathecal baclofen treatment for spasticity on 11 MS patients, upper-limb MEP amplitude and area revealed changes in corticospinal output, while MEP threshold and central motor conduction times remained unchanged [52]. By analyzing MEP changes in response to a fatigue paradigm (3 min of maximal contraction) in eight MS patients complaining of fatigue, a significant reduction in MEP depression following 6 months of IFNb treatment, together with a reduction in subjective physical fatigue, was demonstrated [53]. Again, in this study, the MEP latency did not significantly change over time. Using the triple stimulation technique (TST), to
allow a more accurate quantification of conducting corticospinal neurons compared with single stimulation, Humm et al. [54] reported an increased TST amplitude ratio in patients with RRMS and SPMS patients after treatment of acute exacerbations with methylprednisolone, but not in PPMS patients undergoing the same treatment; this is consistent with the limited clinical efficacy of this treatment in the latter group.

Other Neurophysiological Methods

Standard EPs evaluate the main sensory and motor projection pathways, but do not provide information about the associative and commissural pathways, constituting the great majority of the brain white matter, whose involvement is considered the major determinant in the pathophysiology of cognitive impairment in MS. Cognitive function is impaired in about 50% of MS patients [55]. The pattern of cognitive dysfunction is typical of subcortical dementia [56, 57], explained by the disconnection of large portions of the cortical associative areas, occurring as a consequence of demyelination and axonal degeneration [57-59]. Moreover, the greater importance of lesions immediately underlying the cortex, with respect to other lesion locations, has been proposed [60, 61]. The electroencephalogram (EEG), which is the expression of multiple neuronal network interactions affected by white matter damage, may be used as an indicator of the global status of such interactions [17]. Spectral analysis of the EEG revealed abnormalities in 40-79% of MS patients [62, 63], mainly an increase in slow frequency activity and a decrease in alpha band activity. In progressive MS patients, these abnormalities have been found to relate to cognitive dysfunction [19]. In that study, EEG spectral power and coherence were examined in a group of 28 progressive MS patients with or without cognitive impairment assessed by a battery of neuropsychological tests. Cognitively impaired MS patients had a significant increase in theta power over the frontal regions and a diffuse coherence decrease, not found in cognitively intact patients. Moreover, coherence decrease, indicating involvement of functional cortico-cortical connections [64], was significantly correlated with brain MRI lesion load immediately underlying the cortex. These findings are consistent with other MRI studies, demonstrating a statistically significant correlation between global cognitive impairment and the severity of white matter abnormalities of the hemispheres, of corpus callosum atrophy, and of ventricular enlargement [16, 65-67]. A closer correlation has been found between cognitive impairment and both subcortical lesion load [60, 61] and corpus callosum atrophy [68]. Moreover, the analysis of regional cerebral lesion load showed significant relationships with specific cognitive functions [66-68]. Another neurophysiological test for the investigation of brain function is the analysis of event-related potentials (ERPs). The most widely studied ERP, P300, is a positive wave recorded over the scalp when subjects discriminate between stimuli differing in some physical dimension. It is thought to
represent a closure of the process of stimulus evaluation [69], whose latency has been proposed as an indicator of information processing speed [70]. This process is electively affected in MS [55], and in fact P300 latency is increased in MS patients [71, 72]. Even though the value of P300 in the classification of single patients is limited, the increase in P300 latency is correlated with the severity of cognitive impairment [73, 74] and, interestingly, with the degree of white matter involvement [71, 74]. Also the mismatch negativity, a pre-attentive component preceding P300, has been reported as being of reduced amplitude in MS patients, particularly in those with cognitive impairment [75]. Moreover, ERPs to specific cognitive tasks may help in assessing specific cognitive domains, such as abstract reasoning and memory, which are electively impaired in MS [68]. Pelosi et al. [77] investigated visual and auditory ERPs elicited in the Sternberg paradigm [78], assessing working memory, on a group of patients with clinically isolated myelopathy suggestive of MS. The component of the response that has been shown to be sensitive to memory loading in healthy control subjects was affected in patients with memory dysfunction. ERPs have been used for monitoring MS evolution and the effects of treatment. In a double-blind study design, the effects of a high dose of intravenous methylprednisolone were investigated in 44 patients with clinically active MS [79]. The latency of P300 was significantly shortened after treatment but not after placebo. These findings, if confirmed by further studies, may elucidate the role to ERPs in monitoring cognitive function in clinical trials.

Conclusions

Standard evoked potentials are easily performed in most neurophysiology laboratories, with only minor discomfort for the patients. In the past, their application in MS has been limited to diagnostic purposes, but their usefulness in this direction is small when compared with the more sensitive MRI techniques. A promising application of EPs seems to be the assessment of disease severity for the detection of worsening, and possibly for monitoring the natural evolution of the disease and the effect of therapeutic interventions, due to the good correlation between EP abnormalities and disability. The application of neurophysiological techniques in providing a measure of the overall brain involvement, such as EEG and ERPs, may represent a useful tool for the assessment and monitoring of cognitive functions and may provide information on the physiopathology of the disease.
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MRI TECHNIQUES TO ASSESS NEURODEGENERATION
Introduction

In this chapter we provide a brief overview of atrophy measurements in people with multiple sclerosis (MS). In particular we highlight the main findings from previous MRI studies, the main methodologies used to measure atrophy including their pros and cons, and the clinical relevance of such measures.

As previous chapters have highlighted, neurodegeneration is a pathologically significant process in MS, and is seen in both normal-appearing and lesional tissues. When considering how magnetic resonance imaging (MRI) assesses neurodegeneration, it is important to remember that MRI achieves a resolution far short of that necessary to identify individual cells and, as such, MRI estimates parameters from relatively large and mixed cell populations, and that atrophy or loss of one cell type may be masked by hypertrophy or proliferation of another, or by other factors such as tissue edema. Indeed, previous work has suggested that the gray matter (GM) lesions in MS are less inflammatory than those in white matter (WM) [1], with limited lymphocytic infiltration [2] and complementary activation [3], and so it may be expected that WM volumes will be influenced more by inflammatory noise than will GM. Given that atrophy measures, as with all the MRI parameters in current use, cannot be said to be purely assessing neurodegeneration, it may be necessary to assess both intrinsic tissue characteristics – such as magnetization transfer or metabolite concentrations – along with measurements of tissue volume, in order to obtain accurate estimates of neurodegeneration.

Brain Atrophy

Previous studies in MS have demonstrated excess brain atrophy from the onset of the disease [4-6] through to secondary progressive (SP) disease [7-13]. Differences in the degree of atrophy may be observed in different disease phenotypes, although this is not necessarily consistent and may vary according to the technique employed. Pagani et al. [12] observed that in people with relapsing/remitting (RR) MS, compared with those with progressive disease, ventricular enlargement was more prominent than cortical atrophy, while in those with progressive disease, cortical atrophy was more noticeable, to a degree mirroring the findings of Kalkers et al. [10]. Tedeschi et al. [13] noted greater WM and GM
atrophy in people with progressive MS versus RRMS, while Turner et al. [11] did not. Relatively few studies have assessed GM and WM atrophy simultaneously, but from those that have, it would appear that while WM atrophy may be greater than that of GM initially [14], early in the course of the disease GM atrophy starts to evolve more rapidly than that of WM [6, 15, 16].

**Gray Matter Atrophy**

Studies assessing cortical regional atrophy have not been entirely consistent, but have tended to find a degree of preferential frontal atrophy [17-20], and temporal involvement [18, 20]. Deep GM structures (thalami) also appear to be usually affected [17, 21] even early in the clinical disease course [18].

**Ventricular Volumes**

Brain atrophy may also be assessed indirectly by measuring ventricular volumes, with cerebrospinal fluid (CSF) spaces directly reciprocating brain tissue volumes within the fixed volume of the skull. Significant ventricular enlargement has been observed in MS [4, 5, 10, 22-25], although from this it is not possible to determine whether this represents global or regional brain atrophy.

**Brain Atrophy and Lesion Loads**

Brain lesion loads and atrophy appear to be related only to a relatively modest degree, with some studies finding an association [12, 14, 17, 26-30], and others not [31-35]. This suggests that an element of atrophy may either be attributable directly to volume loss in lesions, or to volume loss in neural networks interrupted by them, but that a significant element, perhaps the majority, cannot be explained in this way. The relationship between lesions and atrophy may be complicated by a delay between the inflammatory event and the subsequent development of atrophy, and some studies have found an association between early lesion loads and later atrophy [36-38].

**Brain Atrophy, Clinical Impairment, and Disability**

Brain atrophy, as seen on MRI, does appear to be clinically relevant, correlating significantly with measures of clinical disability, although tending to explain only about a quarter of variability in clinical scores [7, 8, 11, 13, 17, 25, 26, 30, 32, 39-49]. The relatively limited magnitude of correlations may be an underestimate of the true degree of association for several reasons. Firstly, the precision of both MRI and clinical measurements is not perfect, and this error will limit the maximum observable correlation. Secondly, MRI measures of global atrophy may mask clinically relevant tissue-specific or regional atrophy, and in this regard the observations that GM atrophy may be more dynamic than WM atrophy, WM
volumes may be more affected by inflammatory noise, and atrophy may show regional variability within a given tissue type, may all be relevant. Thirdly, commonly employed clinical measures, such as the Expanded Disability Status Scale (EDSS) [50], are effectively composites of multiple functions, each of which may be affected by pathology in a variety of locations within the central nervous system (CNS).

**Cord Atrophy**

Neurodegeneration is likely to be regionally specific, as a number of studies have shown that there is little or no relationship between brain and spinal cord tissue loss as estimated by atrophy measures in MS [26, 51-53]. This suggests that the mechanisms responsible for atrophy in these two components of the CNS are, in part at least, semi-independent. This is perhaps not surprising, as only a small proportion of cerebral axons project into the spinal cord [54]; a histopathologic case study did report a relationship between cord corticospinal tract axonal loss and acute brain lesions, but this only accounted for 22% of the tissue loss [55].

Several post-mortem studies have characterized the nature of neurodegeneration in the spinal cord [53, 56-65]. There is broad agreement that axonal loss is prominent in the cervical cord, occurs in areas of chronic as well as acute demyelination, and also occurs in normal-appearing tissues. Lesions may involve both GM and WM, and while they do not fully respect anatomical borders, they are most often located in the posterior and lateral columns. In addition, it would appear that small nerve fibers bear the brunt of the damage, where assessed in the cervical cord WM [60]. This suggests that neurodegeneration in the spinal cord is widespread, tract-semi-specific and partly axon-size selective.

Approximately 75%-90% of MS patients have cord lesions visible on T2-weighted MRI, with the cervical spine most likely to be affected [51, 56, 66, 67]. Compared with other clinical phenotypes, primary progressive (PP) MS patients are more likely to develop additional diffuse cord abnormalities on mildly T2-weighted images [51, 68]. Cross-sectional studies have shown no association between the number of spinal cord and brain lesions [51, 66] but a longitudinal study did demonstrate a relationship between the development of new cord and brain lesions in RRMS [69] further emphasizing the complexity of brain- and cord-specific disease mechanisms.

Studies have demonstrated significant decreases in upper cervical cord area (UCCA) in patients with progressive forms of MS in comparison with controls [51, 54, 70-77]. Further, a robust correlation has been found (up to $r=-0.7$) between UCCA and the EDSS [54, 70, 71, 74]. Cross-sectional studies do not consistently show any significant difference between RRMS phenotypes and controls [52, 70, 73, 76, 78, 79], but longitudinal studies do reveal evidence of a significantly increased rate of atrophy in such patients compared with that of controls [52, 73, 78]. Atrophy rates are low, ranging between 1% and 2% per year.
The difference in atrophy findings between RRMS and progressive subtypes of MS do not appear to simply reflect differences in disease duration, although some previous studies have found this to be relevant [74, 75]. A recent study in RRMS and PPMS both with equivalent and short disease durations noted that only the PP cohort had a significantly smaller UCCA in comparison with controls [80]. This suggests that cord atrophy may be a relatively specific feature of progressive disease. A number of studies reinforce this observation, showing significantly greater degrees of cord atrophy in progressive phenotypes of MS in comparison with their RRMS counterparts [70, 71, 78].

Brain Atrophy Measurement Techniques

Brain atrophy may be estimated from cross-sectional data, by comparing tissue volumes between people with MS and suitably age- and sex-matched control subjects, and with longitudinal data either using the same techniques employed to estimate atrophy from cross-sectional data, or with registration techniques which seek to optimize the match between images derived some time apart, and then determine the differences between them. Such methods can estimate whole-brain, tissue-specific, or regional atrophy. When considering the advantages and disadvantages of each technique, it should be borne in mind that, in the absence of gold-standard intracranial and brain tissue volume measurements in vivo, it is not presently possible to fully assess the accuracy of any methods, and that results should be considered method-specific. Another general caveat is the effects of lesions on volume measurement techniques – the presence of focal abnormalities in brain tissues may systematically affect tissue segmentations such that real disease effects are masked, or artifactual changes introduced [14].

When estimating volumes, it is necessary to define boundaries between regions. MRI sequences may be tuned to maximize tissue differences but, in general, contrast between CSF and brain tissue is greater than that between GM and WM. Contrast at boundaries makes it easier for these to be defined, both manually and automatically, and thus it is more straightforward to measure whole-brain and intracranial volumes compared with GM and WM volumes. This appears to translate into greater reliability for whole-brain compared with tissue-specific volume measures [81].

Given that MRI is not perfect, and that images acquired at different times will have slightly different scaling – i.e., the scanner does not acquire images calibrated for volume – consideration has been given as to how this variability may be reduced. Bone structures in the adult tend not to change rapidly with time, and thus intracranial volume makes a good subject-specific calibration factor. Indeed, this is the basis of most fractional brain tissue measures, such as the brain parenchymal fraction (the ratio of brain tissue to intracranial volume or brain surface contour) [14, 27], or SIENA (structural image evaluation, using normalization, of atrophy) [48]. Such methods appear to differ marginally in their reli-
ability, but more noticeably in terms of accuracy [82]. While these techniques may be applied to both cross-sectional and serial data, methods have been developed that look directly for changes in tissue volumes. These rely on constrained image registration, followed by an assessment of the differences between the images [5, 48]. Within the GM, methods have also been devised to regionally localize consistent atrophy [12, 17, 18, 83]. Registration-based methods appear more reliable than segmentation-subtraction techniques in detecting small degrees of atrophy on serial images [84].

Cord Atrophy Measurement Techniques

Imaging of the cord presents particular challenges. The cord is a small and relatively mobile structure, and image quality may be degraded by ghosting artifacts from the heart and large vessels, and by truncation artifacts [85]. The spinal cord’s small diameter and its position surrounded by bone also lower the signal-to-noise ratio. MR developments such as cardiac gating, spatial presaturation slabs, and fast imaging sequences which still provide good resolution, such as three-dimensional fast spoiled gradient echo recall (3D-FSPGR) have been employed to improve the accuracy of measures of cord atrophy. However, problems such as possible partial volume error at the cord/CSF boundary are a potential source of error and may lead to overestimation of cord area values [70]. Methods are being developed to minimize this, but they are still at relatively early stages of development [86, 87]. However, the Losseff technique (described below) has shown itself capable of detecting low rates of atrophy longitudinally in MS [52].

The earliest estimations of cross-sectional cord area required manual outlining on axial images, usually at the level of C5 generated by a two-dimensional gradient echo sequence [66, 71]. The large degree of operator input impacted negatively on reproducibility. With improved volume sequences (3D-FSPGR), a semi-automated measurement technique was developed using images reformatted with slices perpendicular to the cord at the level of C2/3 [70]. The technique is based on the differing signal intensity signatures exhibited by cord tissue and CSF. A contour is drawn at signal intensity halfway between that of cord and CSF and this corresponds to the boundary of the cord. Area is estimated as an average over five contiguous 3-mm axial slices. The level C2/3 is used because the CSF space tends to be wide here; it is generally easier to position the patient to maximize the CSF space in this location and also it is an uncommon site for disc protrusion. This technique offers excellent reproducibility (coefficient of variation 0.79% compared with 6% as seen in manual methods).

Other cord area measurement techniques that have been employed include the Sobell technique, which uses a similar 3D sequence but detects partial volume boundary automatically between cord and CSF [54], and recent modifications to this which have attempted to minimize potential partial volume inaccuracy [87].
Cord volume has also been measured using a variation of the Sobell technique [26, 74] and using a semi-automatic method based on optimization of a B-spline active surface model of the cord [86]. At present these volume measures do not appear to confer any significant advantage over the less computationally intensive area techniques.

Studies have looked into differing clinical phenotypes of MS and have also attempted to delineate any relationships between the measured data and correlates of clinical disability (see below). One of the primary objectives of these studies is to determine whether atrophy as a quantitative measure is a suitable surrogate marker for disease progression in MS. The attractions of this are numerous, not least the potential to improve the reproducibility and sensitivity of outcome measures in clinical treatment trials [88]. However, in order for MR measures of atrophy to be considered for such a role, the measure should be functionally relevant and dynamically reflect clinical endpoints. Ongoing quantitative studies measuring atrophy aim, by improving the accuracy of findings, to satisfy these criteria. As brain and spinal cord tissue loss may be the result of a differing combination of pathological processes, as described earlier, it is logical that the relevance of these measures may differ depending on the stage of MS that is being quantified.

Study design is also important. Additional factors are known to be potentially associated to cord area values and therefore must be included in any statistical modeling when cohorts are compared. These include estimates of total intracranial volume, gender, and possibly patient height [70, 78, 79, 89].

**Previous Applications of Atrophy Measures in MS Treatment Trials**

Increasingly, brain atrophy measures are being employed as secondary endpoints in MS treatment trials. The correlations between this measure and clinical disability and the attraction of a quantitative measure in addition to clinical scales, as described earlier in this chapter, are key reasons for this. However, studies looking for an association between brain and cord tissue loss and their modification by disease-modifying therapies in MS, such as interferon β (IFNβ), have been unclear.

The picture regarding brain atrophy is somewhat mixed. Studies looking at the weekly administration of IFNβ-1a in RRMS patients have shown a possible slowing of rate of tissue loss in two longitudinal studies ranging between 2 and 3 years [90, 91] and significant benefit in a study investigating once weekly IFNβ-1a administration for 2 years [92]. Conversely, a study using IFNβ-1a on PPMS patients showed no benefit regarding measures of ventricular volume [93], whilst studies employing the more commonly used three times weekly administration of IFNβ-1a in RRMS patients have shown varied results; no significant benefit in two studies [94, 95] and a possible benefit in another [11]. IFNβ-1b studies in RRMS and SPMS have both shown no benefit regarding atrophy progression [96, 97]. Glatimer acetate studies in RRMS have shown differing results in four trials; two showing possible benefits and two not [75, 98-100].
Effects of disease-modifying therapy on spinal cord area are possibly even less clear. At present there is a paucity of such studies, and those undertaken have been hampered by small cohort numbers. A subset of a three times weekly IFNβ-1a study in 38 patients with either RRMS or SPMS did not show any statistical benefit of the drug on UCCA [78], whilst a study using IFNβ-1a on 50 PPMS patients again showed no benefit on the rate of tissue loss [93]. Of possible interest, a potential benefit has been shown in a pilot study on 16 patients with PPMS using riluzole on the rate of cord atrophy [101]. This requires further confirmation.

These varied results illustrate the uncertainty of the effect of disease-modifying therapy on tissue loss. The complexity of pathological mechanisms responsible for atrophy may in part be responsible for this. In addition, the effect of medication may, at least in the early stages of therapy, make atrophy more noticeable because of the potential resolution of inflammation and edema, and consequent reduction in tissue swelling associated with this. Further, trials measuring spinal cord atrophy are few and patient numbers small. This emphasizes the need for larger trials of longer duration in order to determine the effect of therapy on tissue loss.

As sample sizes are clarified for the numbers needed to treat to show a reduction in the rate of brain atrophy, proof-of-concept trials are anticipated that use brain atrophy as the primary outcome measure. Such a trial of neuroprotection in secondary progressive MS has recently got under way [102].

Conclusions

The mechanisms involved in atrophy are complex. They partly reflect axonal loss, whether it be through a secondary process such as anterograde or retrograde degeneration, primary neural pathology, or a combination of both. The process is almost certainly multifactorial, and is likely to reflect clinical variability in MS. Both brain and spinal cord measures of atrophy have proved to be clinically relevant, and there is a suggestion that measures of tissue loss in the brain and cord may be complementary, given that regional atrophy may have different clinical consequences. Brain atrophy measures appear to be more sensitive than equivalent cord values to significant tissue loss earlier in the course of the disease [16, 24, 38, 52, 79].

In general, correlations with EDSS are generally stronger with UCCA than with brain atrophy. This may reflect the nature of the EDSS as a measure of disability weighted towards lower limb function, and thus perhaps more directly influenced by cord pathology, while regional brain atrophy may in part result in deficits in cognition [103] and fatigue [104]. Newer treatment approaches will hopefully seek to address these distressing symptoms, and will almost certainly require quantitative outcome measures to evaluate their efficacy.

Both brain and cord imaging techniques are increasingly readily available, and accuracy of analysis is improving. With more potential therapies becoming available for MS in the future, the need for quantitative in vivo outcome measures, such as atrophy, has never been greater.
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Introduction

Magnetic resonance imaging (MRI) has become important in the early diagnosis and monitoring of various neurologic disorders including multiple sclerosis (MS). MRI has emerged as a key supportive therapeutic outcome measure in MS-related clinical trials. The limitations of conventional MRI surrogates have driven researchers to develop better biomarkers, including those capturing destructive aspects of the disease. In this chapter, we discuss the most recent data highlighting the role of hypointense lesions on T1-weighted images (black holes; BH) and gray matter (GM) damage in the MRI assessment of MS. We focus on the most relevant pathologic, MRI, and clinical correlation studies addressing BH and GM injury.

T1 Black Holes

MRI Findings

A subset of MS plaques seen on conventional T2-weighted and fluid-attenuated inversion-recovery (FLAIR) images in the brain may appear hypointense on corresponding T1-weighted images in comparison with the surrounding normal-appearing white matter (NAWM) (Fig. 1). These T1-hypointense foci are commonly referred to as “black holes” (BHs). T2 or FLAIR hyperintense areas may correspond to all or only a portion of a BH. The degree of T1-hypointensity is dependent on the scan parameters in the MRI pulse sequence, which may account for differences in the results reported by different investigators. BHs initially start as gadolinium (Gd) enhancing lesions, and evolve into two categories of lesions: transient (reversible) or chronic (persistent), as discussed below. BHs are rarely seen in the posterior fossa and spinal cord. Longitudinal studies have shown that the amount and duration of Gd-enhancement at baseline is predictive of the development of persistent BHs [1]. However, due to the variable natural history of evolution of BHs and Gd-enhancement, the predictive power is limited.
BHs most probably reflect variable combinations of inflammation, edema, demyelination, early remyelination, axonal transection, and glial (microglial/astrocyte) activation [2]. These pathological correlates are dependent on the extent of hypointensity and the age of the lesion. BHs that show profound
hypointensity on T1-weighted post-mortem images correlate pathologically with severe demyelination and axonal loss [3]. During the natural disease course, about half of the newly formed BHs disappear within 6-12 months and revert back to isointensity as a result of resolution of edema and remyelination (Fig. 1). BHs that persist for more than 12 months reflect severe demyelination and axonal loss [5] (Fig. 1). The tendency for newly formed lesions to develop into chronic persistent BH has been linked to the APOE-e4 allele [5]. Findings with advanced MRI techniques, such as decreased magnetization transfer ratio (MTR), can potentially predict the conversion from acute to persistent BHs [6].

**Clinical Correlation**

Various groups have shown moderate to strong clinical correlations in both cross-sectional and longitudinal studies between BHs and neurologic disability as measured by expanded disease severity status (EDSS) in patients with relapsing/remitting (RR) MS and secondary progressive (SP) MS. Global BH volume shows a somewhat better correlation with clinical status than does conventional T2 lesion load [7-9] (Table 1). The interpretation of whole brain BH volume in therapeutic studies is complicated by the potential for resolution of individual BHs. Longitudinal analysis of the evolution of each newly formed BH can overcome this limitation [10, 11].

**Role in Therapeutic Monitoring**

Investigators have assessed change in global BH lesion volume and the evolution of individual BHs in order to explore drug efficacy in clinical trials. In RRMS or SPMS patient cohorts from randomized, placebo-controlled, prospective studies, immunomodulatory agents such as interferon beta (IFNB) [12, 13] and glatiramer acetate (GA) [14] have shown modest effects on attenuating global BH

<table>
<thead>
<tr>
<th>Table 1. Correlations between MRI measures (atrophy and lesion load) and physical disability in patients with multiple sclerosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable</td>
</tr>
<tr>
<td>n</td>
</tr>
<tr>
<td>Global parenchymal volume</td>
</tr>
<tr>
<td>Global gray matter volume</td>
</tr>
<tr>
<td>Global white matter volume</td>
</tr>
<tr>
<td>Third ventricle width</td>
</tr>
<tr>
<td>Bicaudate ratio</td>
</tr>
<tr>
<td>Global T1 black hole lesion volume</td>
</tr>
<tr>
<td>Global FLAIR lesion volume</td>
</tr>
</tbody>
</table>

Partial correlations are shown expressing relationships after adjusting for intracranial volume and age. FLAIR = fluid-attenuated inversion-recovery; n = number of patients.

*$P < 0.05$; **$P < 0.01$ (adapted from [8])
volume increases. In addition, trials with GA [10] and natalizumab [11] have shown that Gd-enhancing lesions, which developed despite therapy, were less likely to develop as chronic BHs in patients with RRMS.

**Summary and Future Directions**

Research investigating the substrate and mechanisms underlying the development and evolution of BHs has made progress recently. Assaying for BHs in white matter (WM) improves correlation with neurological impairment when compared to T2-weighted conventional MRI lesion measures. However, these interpretations are complicated by the variable evolution of newly formed BHs. The conversion from newly formed to chronic BHs serves as a useful surrogate for disease progression and the effectiveness of treatment modalities. Additional studies uncovering the mechanisms involved in BH evolution should provide a better understanding of the destructive aspects of MS.

**Gray Matter Involvement**

**Neuropathology**

Although MS has been considered a WM disease, many studies have reported involvement of gray matter (GM), including the cerebral cortex and deep cerebral nuclei, beginning early in the disease course. Post-mortem brain histology studies show cortical lesions that tend to generally, but not exclusively, follow venous structures. Cortical lesions have been subdivided into morphologic subtypes based on histologic characteristics and location [15, 16]. GM lesions show demyelination, microglial activation, and neuronal apoptosis [16, 17]. There are proposed differences in the pathology of WM and GM lesions. GM lesions are thought to be less inflammatory than WM lesions, with a dominant effector cell population of ramified microglia in GM [16, 18]. A study from another group [17], using biopsied tissue in newly diagnosed patients with MS shows contrasting results, including the presence of immune cell infiltration in cortical lesions. A component of GM involvement also appears to include diffuse pathology affecting non-lesional areas (affecting non-lesional WM as well) that is dissociated from overt inflammatory demyelinating foci in the WM [19]. Finally, another manifestation of GM involvement is neuronal loss occurring secondary to axonal injury in WM, leading to Wallerian degeneration. Thus, it is likely that both primary and secondary mechanisms of injury affect the GM in patients with MS.

**Imaging Findings**

MRI studies have shown GM involvement in patients with MS, including lesions, atrophy, and T2 hypointensity. Cortical lesions are poorly seen on conventional MRI sequences but can be detected with more sensitivity by FLAIR (Fig. 2) and double inversion recovery [20, 21].
MRI segmentation techniques provide evidence for both global and regional GM atrophy in patients with MS [22]. In some - but not all - studies, global GM atrophy is selective (i.e., out of proportion) when compared to WM or global cerebral atrophy [8, 23]. The disproportionate loss of GM versus WM volume may relate in part to episodic inflammation and edema that increases WM volume and masks ongoing atrophy in WM [23]. A significant loss of GM volume is seen early in the disease course, such as in patients with a first attack of demyelination [23] and in mildly disabled patients with established RRMS [24]. Such global GM volume loss can be detected in as little as a 9-month observation period [24]. Using regional atrophy measurement techniques, volume loss of both cortical and subcortical GM areas has been documented in patients with MS as compared to normal controls, such as in the frontotemporal cortex, precuneus, anterior cingulated gyrus, caudate, and thalamus [25-27].

Fig. 2. Fluid-attenuated inversion-recovery (FLAIR) images (A, B) and fast-spin echo T2-weighted images (C, D) of a 53-year-old man with relapsing/remitting MS. Note cortical and juxtacortical lesions (arrows) are clearly visible on FLAIR images but poorly seen on T2-weighted images.
Advanced MRI techniques such as magnetic resonance spectroscopy (MRS), magnetization transfer ratio (MTR), and diffusion tensor imaging (DTI) provide potentially increased sensitivity for GM disease compared with conventional MRI methods in patients with MS. GM shows reduced N-acetylaspartate (NAA) [28] and decreased MTR [29] compared with normal controls. DTI changes in GM appear to be more sensitive than DTI changes in...
non-lesional WM when monitoring patients with clinically progressive disease [30].

Hypointensity of cortical and subcortical GM structures on T2-weighted images (T2-hypointensity) is another MRI manifestation of GM disease in patients with MS [31] (Fig. 3). T2-hypointensity most probably represents pathological iron deposition, as has been confirmed in studies of other neurodegenerative diseases [32]. It is not clear as yet whether this putative iron deposition is purely an epiphenomenon or whether it contributes directly to tissue injury through the generation of free radicals and lipid peroxidation [32].

**Gray Matter Involvement: Clinical Relevance**

Conventional MRI measures of WM damage have shown only weak to moderate correlations with physical disability, cognitive impairment, and fatigue in patients with MS [2, 9]. Initial studies indicate the clinical relevance of GM damage in helping to overcome this clinical-MRI paradox. Global GM atrophy shows stronger correlations with physical disability measures [8] (Table 1) and certain aspects of neuropsychological impairment than do conventional T1 hypointense and T2 hyperintense WM lesion and global WM atrophy measures [33]. Examination of regional GM involvement may help to uncover the structural or functional substrate underlying particular clinical manifestations of MS that have eluded conventional MRI-based WM correlation studies. For example, the involvement of specific areas of the cerebral cortex [34] and deep gray nuclei [35-38] has been linked to clinical features of MS.

**Summary and Future Directions**

Views concerning the involvement of GM in MS have undergone considerable evolution during the past decade. It is now clear that GM is involved to a considerable extent in MS. Such involvement begins early in the disease course and may occur, in part, independently of WM damage. GM changes assessed by MRI hold promise as new biomarkers in uncovering a component of the disease uniquely contributing to neurologic impairment and disease progression. Further studies are warranted in order to identify the mechanisms leading to GM pathology, to discover whether such mechanisms provide new therapeutic targets, to examine the relationship between GM and WM pathology, and to reveal how GM imaging adds to the search for the most sensitive and clinically relevant longitudinal biomarkers of the underlying disease process.
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Introduction

Although conventional MRI cannot establish the mechanisms of neurodegeneration, increasingly sophisticated imaging techniques are making it possible to study these processes in vivo. Among the quantitative MRI techniques, magnetization transfer imaging (MTI) has been the most extensively applied to the assessment of multiple sclerosis (MS), due to its sensitivity to the most destructive pathological substrates of the disease. This chapter outlines the major contributions of MTI in detecting and monitoring neurodegeneration in MS and other CNS diseases.

Basic Principles of MT-MRI

MTI refers to an application of MRI designed to explore the characteristics of non-water components in tissue [1]. Protons contained in macromolecules are relatively immobile and hence are not accessible using conventional MR sequences. However, the addition of a radiofrequency pulse that selectively saturates macromolecular protons allows an indirect assessment of this proton pool, since its normal exchange of magnetization with water-mobile protons is modified. Calculation of the effect of the MT saturation, known as magnetization transfer ratio (MTR), represents the fractional signal loss due to the complete or partial saturation of the bound proton pool, and ranges from near zero in the cerebrospinal fluid (CSF) to 50% or more in tissue with a high proportion of poorly mobile macromolecules [2].

Histopathologic Correlate of MT-MRI Changes

There are several lines of evidence suggesting that a marked reduction in MTR values in MS lesions indicates severe tissue damage [3-5]. Axonal loss is likely to be an important contributor to MTR decreases in MS for several reasons. First, in a post-mortem study, MTR reduction in both lesions and normal-appearing white matter (NAWM) was correlated with the percentage of residual axons and the degree of demyelination [5]. Second, MTR reduction has been found to correlate well with the ratio of N-acetylaspartate to creatine (an accepted marker of neuro-axonal integrity and viability) measured in MS lesions [6]. Third, low
MTR values have been found in animal models of Wallerian degeneration and diffuse axonal injury [4].

More recently, in order to determine whether demyelination and axonal loss have differential effects on MTR, Schmierer et al. [7] regressed both measures on MTR of co-registered post-mortem tissue, and found that there was a robust correlation of MTR with myelin content alone ($r = 0.74$). MTR was significantly higher in remyelinated than demyelinated lesions in two recent studies with post-mortem correlation [7]. This suggests that MTR could also be used to monitor remyelination in selected white-matter lesions during disease progression and treatment.

**MT-MRI in Multiple Sclerosis**

**Lesions**

Established MS lesions have a wide range of MTR values, with lower MTR in lesions that are hypointense on T1-weighted (T1-W) images compared with those that are isointense to NAWM [8, 9]. This suggests that low MTR is a marker of more severe, and possibly permanent, tissue damage. In a longitudinal study with monthly MT-MRI and T1-W scans, van Waesberghe et al. [9] found that MS lesions which evolved from T1-hypointense to T1-isointense when gadolinium enhancement ceased, showed a significant MTR increase, whereas a markedly decreased MTR at the time of initial enhancement was predictive of a persistent T1 hypointensity and lower MTR after 6-month follow-up. This suggests a highly variable balance between damaging and reparative mechanisms with different lesion subsets, and with different degrees of structural damage contributing to the evolution of the disease.

**Normal-Appearing White Matter (NAWM)**

Decreased MTR has also been found in the NAWM of MS patients, and although these changes are more pronounced in NAWM areas adjacent to focal T2-weighted (T2-W) lesions they can also be found in the absence of lesions [10]. The abnormalities seen on MTR are quantitatively small, and unlike the large changes seen in lesions, are likely to be less specific for variations in myelin content per se. There is experimental evidence that inflammation alone slightly reduces MTR [3], and axonal degeneration will also contribute to MTR decrease. MTR is perhaps the most robust quantitative measure of NAWM abnormality. Reduced MTR is already present in patients with clinically isolated syndromes (CIS) [11], increases progressively in individuals with early relapsing/remitting (RR) MS [12], and is most abnormal in patients with secondary progressive (SP) disease [10]. MT-MRI can also be used to assess global MS tissue burden by means of MTR histogram analysis [13]. This is a highly automated technique capable of providing several metrics reflecting both macroscopic and microscopic MS pathology. MS patients typically have lower average MTR, and lower histogram peak height and position,
than normal subjects. MTR histogram parameters can be different in the various clinical forms of MS [14]. Primary progressive MS (PPMS) patients have significantly lower histogram peak height with normal peak position and only slightly reduced average MTR, suggesting the presence of a subtle but widespread damage of the NAWM. RRMS patients have lower average MTR and peak height than benign MS patients, whose histograms are similar to those of healthy individuals. Patients with SPMS had the lowest MTR histogram metrics. In addition, in a cohort of 73 MS patients with various clinical subtypes, whole brain MTR histograms were related to development of disability over the next 4.5 years [15].

**Normal-Appearing Gray Matter (NAGM)**

It is noteworthy that, although axonal damage has been reported in classical neuropathology for over a century, only recently have post-mortem studies shown that neurons and axons are also targets of the MS process [16] and that their dysfunction may contribute to clinical disability [17]. Indeed, Peterson at al. [18] reported that cerebral cortex MS lesions are characterized by demyelination, axonal and dendritic transaction, and apoptotic loss of neurons. In addition, subcortical lesions which result in axonal transection might also be accompanied by retrograde neuronal degeneration. Unfortunately, such lesions are frequently missed by conventional T2-W images, due to their small size, poor contrast with surrounding gray matter (GM), and partial volume effects with adjacent WM. However, recent studies have shown reduced MTR values in the GM from patients with MS, using region of interest (ROI) [19] or histogram [19, 20] analysis (see Fig. 1). Interestingly, in

![Fig. 1. Average gray matter MTR histograms from relapsing/remitting MS patients (dotted line) and age-matched healthy controls (solid line). Note that, although the peak height is similar in the two groups of subjects, the whole body of the histogram is shifted to the left in MS patients.](image-url)
one study, the average percentage reduction of the peak height of the GM-MTR histo-
gram from MS patients was of the same magnitude (about 20%) as the average
percentage reduction of the peak height of the cortical GM-MTR histograms from
patients with Alzheimer’s disease (AD) [21]; and in another [20], the peak height of
the GM-MTR histogram was inversely correlated with the severity of clinical dis-
ability ($r = -0.65$). Significant correlations have also been reported between GM-
MTR histogram-derived changes and T2 lesion volume [19, 20]. This fits with the
notion that at least part of GM pathology in MS is secondary to retrograde degen-
eration of fibers traversing white-matter lesions. Very importantly, reduced GM
MTR has also been seen in CIS patients [11], suggesting that early GM abnormali-
ties are more common than would be expected from neuropathological studies,
which are more likely to sample patients with late progressive disease [22]. In addi-
tion, in a cohort of 73 MS patients with various clinical subtypes, GM MTR his-
tograms were related to development of disability over the next 8 years [23].

**MT-MRI of Spinal Cord**

Much of the locomotor disability in MS comes from spinal cord pathology but,
as in the brain, there is a poor correlation between the number of spinal cord T2
lesions and disability [24]. On the other hand, average cervical cord MTR is low-
er in MS patients with locomotor disability than in those without [25]. Post-
mortem studies have shown both focal and diffuse regions of demyelination and
axonal loss in MS spinal cord, with involvement of both GM [26, 27] and WM.
Diffuse hyperintensity may be seen on proton density-weighted images of the
cord, especially in primary progressive (PP) MS. A recent study has compared
cervical cord MTR histogram metrics of patients with PPMS and secondary pro-
gressive (SP) MS and found no significant difference between these two groups,
even though SPMS patients had higher MRI-visible lesion burdens [28]. These
data indicate the presence of diffuse tissue damage undetectable by conventional
MRI in PPMS patients, the extent of which seems to match that of SPMS patients
with similar levels of disability. While routine T2-weighted images detect foci of
demyelination, they are insensitive to the extent of axonal loss [29]. The global
measures of MTR may more closely reflect diffuse pathology and axonal loss.

**MT-MRI of the Optic Nerve**

Optic nerve imaging is challenging because of the small size of the nerve, con-
 founding signals from the surrounding cerebrospinal fluid (CSF) in the nerve
sheath and from orbital fat, and the potential for motion artifacts. Optic nerve
MTR has been measured on 2D and 3D sequences [30], and a correlation made
with visual evoked potential latency [31] and with the degree of visual function
recovery after an acute episode of optic neuritis [30]. In a recent study, optic
nerve (ON) volume and MTR from MS patients who had incomplete or no visu-
al recovery after optic neuritis were compared with those from MS patients who
showed a marked clinical recovery, and with those from patients with Leber
hereditary optic neuropathy (LHON), whose major histopathological hallmark of impaired vision is neuronal and axonal loss [30]. Interestingly, volumes and MTR values of the ONs from patients with MS and incomplete or no recovery were lower than those of the ONs from patients with MS and recovery, but no different from those of patients with LHON, thus suggesting that markedly low MTR may be a marker of permanent tissue damage.

**MT-MRI of Other Neurological Diseases**

Although MT-MRI has been mainly applied to the study of MS and other white-matter diseases, brain pathology of patients with neurodegenerative diseases has also been quantified using this technique. Patients with Alzheimer’s disease (AD) have a markedly reduced MTR histogram peak height of the cortical GM and temporal lobe GM [21]. In these patients, a composite MR score based on brain volume and cortical GM-MTR histogram peak height was correlated with patients’ cognitive impairment (r = 0.65). These results have been confirmed by other two studies [32, 33], which also showed decreased MTR values of the cortical GM and temporal lobe GM from patients with mild cognitive impairment (MCI), in the absence of significant volumetric changes. This suggests that MTR has the potential to detect the progression of MCI to AD before CNS atrophy is seen on conventional MRI scans. Patients with AD have also been found to have reduced MTR values of the hippocampus [34]. Interestingly, hippocampus MTR yielded a relatively high discrimination rate between the very mild AD group and the control group, with a sensitivity of 75% and a specificity of 90%, resulting in an overall discrimination rate of 85%. This suggests that MTR values may be useful for the early detection of AD. Reduced MTR values have also been found in the cortical spinal tracts of patients with amyotrophic lateral sclerosis [35]. This has led to the speculation that MTR decrease reflects pyramidal tract degeneration and that MTR may provide objective and quantitative information on the severity of neurodegeneration.

**Conclusions**

The evidence of a relevant neurodegenerative component in MS pathology has prompted the need for neuroprotective treatments and imaging markers able to quantify neurodegeneration and its response to current and experimental treatments. MTI can provide relevant information on the structural changes occurring within and outside macroscopic lesions. The application of this technique in patients with MS and other neurodegenerative diseases should improve the understanding of the mechanisms leading to irreversible disability and improve our ability to monitor the effect of new treatments in clinical neurology.
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Introduction

There has been an increasing interest in studying microvascular and brain perfusion abnormalities in multiple sclerosis (MS) due to the accumulating evidence regarding the primary vascular pathogenesis in MS [1-4]. Early microscopic investigations demonstrated perivascular inflammatory infiltrates, including macrophages, often found in close contact with the disintegrating myelin sheath [5], which were later described as a T-cell-mediated immune reaction causing the activation of macrophages that contained intracytoplasmic, myelin-reactive degradation products [6]. The intravascular fibrin deposition [7, 8] and venous occlusive changes with hemodynamic impairment have also been demonstrated in active MS lesions [9]. Therefore, not surprisingly, these essential vascular pathologies have effects on the cerebral blood perfusion, which may cause mitochondrial dysfunction and axonal degeneration. However, only recently, due to the major achievements of in vivo perfusion imaging, have we started to understand the mechanisms of hemodynamic changes and neurodegeneration occurring in MS. This chapter focuses on some of the recent developments in the field of vascular pathology and on some ongoing research using perfusion MRI, particularly dynamic susceptibility contrast-enhanced MRI (DSC-MRI), to investigate vascular neuropathology in MS.

Vascular Pathology and Ischemic Hypothesis

Lesion Heterogeneity

The perivascular (mostly perivenular) inflammation, in which the cell infiltration from blood to parenchyma is mainly composed of lymphocytes and macrophages, has long been described as a critical event in tissue injury in MS [2]. The T-lymphocyte-mediated inflammation can be associated with a zone of demyelination which surrounds the venules in the early stages of the disease. However, the inflammatory basis of demyelination during lesion formation is not constant in all acute MS lesions; recent histopathologic studies have suggested that MS is best characterized as a heterogeneous disease. By studying over 200 MS cases with biopsy and autopsy examination, Lucchinetti et al. [10, 11] described four patterns
of MS lesion pathology, which include T-cell/macrophage toxins (Pattern I), antibody/complement associated (Pattern II), distal oligodendrogliopathy (Pattern III), and oligodendrocyte degeneration in the periplaque white matter (Pattern IV). This is consistent with the heterogeneity, a striking feature in MS, with respect to the clinical course, neuroradiological appearance, and response to therapy. The different patterns suggest different pathways to myelin injury and the underlying pathology, which in turn can be either due to direct inflammation cell-mediated mechanisms accompanied by inflammatory activators such as macrophages or antibodies (Patterns I and II) or as a result of primary or secondary dysfunction of oligodendrocytes (Patterns III and IV). This will, at least, lead to two histopathologic scenarios: one in which the remyelinated shadow plaques are common, and another in which the remyelination is absent [12].

Pattern-III demyelination is defined as distal “dying-back” oligodendrogliopathy [11], in which the typical findings are preferential loss of myelin-associated glycoprotein, apoptotic oligodendrocytes resulting in limited remyelination, and ill-defined inflammatory lesion borders. Pattern III has attracted particular interest in the search for a better understanding of the pathogenetic heterogeneity of MS, because this characteristic disturbance of oligodendrocytes closely mimics the tissue pathology in the early stages of white-matter ischemia, suggesting a hypoxic white-matter injury as a pathogenetic component in a subset of MS patients [4]. Barnett and Prineas [13] have confirmed this pattern-III tissue injury in a group of patients who died shortly after the onset of a relapse, by showing an extensive oligodendrocyte apoptosis in the absence of inflammatory cells, indicating an abnormality in the local environment, to which oligodendrocytes are susceptible, initiating apoptosis. This has not been seen in any experimental allergic encephalomyelitis model but is reported in hypoxic stress secondary to ischemia or an immune-mediated vasculitis [2]. The authors conclude that this probably represents a very early stage in most, if not all, MS lesions. Although it is well recognized that there is vascular injury in MS, it has attracted particular attention recently by showing hypoxia-like tissue injury in histopathologic studies of MS [4].

**Inflammation and Thrombosis**

There are several mechanisms by which a primary vascular pathology could lead to disease progression in MS. Given the close histopathologic relationship between MS lesions and cerebral veins [14] and the fact that central veins are almost invariably found in MS lesions on MR venography [15], it has become increasingly clear that vascular inflammatory pathology could represent an early phase in the formation of acute enhancing lesions. The luminal endothelial surface becomes actively prothrombotic under the influence of inflammatory mediators, which not only induces microvascular procoagulant activity but also expresses platelet-activating factor and inhibits fibrinolysis [16], leading to microvascular fibrin deposition and thrombosis. The histopathologic evidence of
vascular occlusion was described in early histopathologic studies [17] showing vascular inflammation contributing to vascular thrombosis. Using immunohistochemical techniques, Wakefield et al. [3] later confirmed these findings in three acute cases of MS, demonstrating fibrin deposition and thrombosis of vessels associated with endothelial cell activation, suggesting that thrombosis of small veins and capillaries could represent an ischemic basis for disease. These vascular changes were seen prior to cerebral parenchymal reaction and demyelination, and were not seen in control cerebral tissues. Adams [18] reviewed tissue from 70 cases of MS and found evidence of vascular (venous) damage in 41%, including fibrinoid deposition, hemosiderin, thrombosis, and thickened veins. Occlusive changes have also been found clinically in the retinal venules of patients who later developed MS [9].

Despite the role of inflammation in vascular occlusive changes, it is still not known whether inflammation or thrombosis is the primary insult in MS. Researchers in stroke studies have demonstrated that experimental ischemia can induce a massive inflammatory response through upregulating proinflammatory genes and activating transcription factors [19, 20]. These factors promote expression of adhesion molecules and allow infiltration of inflammatory cells including macrophages and T-cells into the brain, thereby promoting further injury including neurodegeneration [21]. Thus, taken together with the hypoxia-like tissue injury found recently, it seems possible that a primary ischemic pathology could be an initial event in MS, which leads to a subsequent inflammatory reaction in MS.

Mitochondrial Dysfunction and Energy Failure

Neurons are susceptible to ischemic injury because of their low tolerance to local oxygen deprivation. In the deep watershed white-matter region, the relatively lesser and slower blood flow often leads to ischemic lesions [22]. Cerebral perfusion decrease is not only found in stroke, but also in many neurodegenerative diseases. In ischemic injury, failure of the Na-K-ATPase pump, due to inadequate delivery of oxygen and glucose, leads to Ca2+ overload, which can cause a fatal cascade of Ca2+-mediated transient or permanent injury of neurons. In MS, although endothelial damage and microvascular thrombosis are common, there is no proven significant association between vascular pathology or occlusive changes and hypoxia-like tissue injury [23]. However, mitochondria are the most vulnerable cellular organelles and are highly susceptible to hypoxia/ischemia. Oxidative damage of mitochondria DNA can be seen in both active and chronic MS lesions, with a subsequent reduction in the activity of mitochondrial enzymes [24]. In addition, many inflammatory mediators and products, such as reactive oxygen and nitric oxide intermediates, can provoke mitochondrial dysfunction by causing ATP depletion, leading to axonal injury even in the absence of demyelination [25]. Current evidence indicates that mitochondrial impairment is a universal contributor to neurodegeneration. What is fascinating is the similarity between MS lesions and acute white-matter stroke,
hypothesizing a hypoxia-like injury in MS, as pointed out by Lassmann [4]. Although the ischemic hypothesis may still be best described as a working model in MS, assessing changes in cerebral perfusion due to vascular inflammation and hypoxia is intriguing. However, such microcirculation abnormalities were difficult to detect and appreciate until the application of perfusion imaging technology.

**Dynamic Susceptibility Contrast-Enhanced Perfusion MRI**

Dynamic susceptibility contrast-enhanced MRI (DSC-MRI) is a clinically proven perfusion method and has been validated and utilized in routine clinical practice in many institutions. DSC-MRI is based on the acquisition of a series of images during the transit of a bolus of gadolinium-based contrast material through the brain vasculature. Cerebral perfusion can be visualized by the dynamic fast imaging (typically echo planar imaging) with a temporal resolution of 1 or 2 seconds. DSC-MRI provides comprehensive neurovascular information by producing parametric perfusion maps including cerebral blood flow (CBF), cerebral blood volume (CBV), and mean transit time (MTT). Perfusion assessment adds novel pathophysiologically relevant information in a variety of situations, such as acute cerebral ischemia, tumors, and chronic vascular disease. Arterial spin labeling (ASL), another perfusion MRI technique, which does not use extrinsic contrast agents, applies a spatially selective inversion pulse to invert the spins that flow into tissue, causing a change within the tissue which is proportional to perfusion. Compared to ASL, DSC-MRI has much higher spatial resolution and can measure CBF, CBV, and MTT simultaneously, while ASL can only quantify CBF. In addition, DSC-MRI allows a larger coverage of the brain in one acquisition and uses a much shorter scanning time. All these features ensure that DSC-MRI is gaining more favor in clinical practice for measuring blood perfusion without the radiation effects that are found when using positron-emission tomography or single photon emission computed tomography (SPECT). Since patients with MS are typically undergoing gadolinium contrast injection, the addition of the DSC-MRI adds essentially no risk or expense beyond that of the routine MR examination.

The quantification of perfusion using DSC-MRI is based on intravascular indicator dilution theory [26], which is applied straightforwardly to show that the area under the concentration-time curve is proportional to CBV. Since, however, the proportionality constant is not known, this value is expressed relative to a tissue standard, typically the contralateral white matter. The measurement is then known as relative CBV (rCBV). The drawback is that this relative measurement is not appropriate in diseases that affect the brain globally, including the contralateral side. However, this approach assumes that the contrast agent remains intravascular and makes no estimate of vascular permeability, a parameter that may allow characterization of blood-brain barrier (BBB) compro-
mise in lesions. In MS, this is generally not the case, since BBB can be disrupted in some acute lesions and the contralateral normal-appearing white matter (NAWM) is actually abnormal. By measuring the concentration of contrast in the blood (intravascular space) and in the lesion (extravascular space), it is possible to measure vascular permeability and make corrections for blood perfusion measurements [27]. The algorithm does not assume an intact BBB and avoids the overestimation of CBV that occurs with an approach based on intravascular indicator dilution theory when the BBB is actually damaged. A gamma variate function fit can be applied to partially correct for these effects. With further modification of this method using arterial input function (AIF) [28], CBV, CBF, and MTT can be quantified in a more absolute and direct manner. The AIF can be found using either an automated or a manual method [28]. Although the contrast bolus is not instantaneous, an approximation to the idealized response can be found by deconvolving the measured tissue concentration with the AIF.

**Insights into Hemodynamic Abnormalities in MS Using DSC-MRI**

**Normal-Appearing White Matter**

A limited number of studies have examined the DSC-MRI of MS and little is known about the hemodynamic changes in MS [29-31]. Law et al. [32] demonstrated a significantly decreased CBF and prolonged MTT in periventricular regions of NAWM in patients with MS compared with controls. This occurred in the setting of normal CBV, suggesting that the degree of hypoperfusion was not severe enough to produce either infarction or significant ischemia. Adhya et al. [33] showed a decrease in CBF and CBV in several regions of NAWM in both primary progressive (PP) and relapsing/remitting (RR) MS patients. Compared with RRMS patients, PPMS patients showed significantly lower CBF in the periventricular NAWM and lower CBV in the periventricular and frontal NAWM [33]. Indeed, CBV can be either elevated or decreased in stroke, depending on the level of hypoperfusion and collateral or autoregulated blood flow [34, 35]. It is likely that a modest reduction in CBF would stimulate autoregulatory mechanisms such as vasodilatation and enhancement of the collateral circulation, which would tend to increase CBV and further prolong MTT [36]. Since cerebral ischemia can induce local inflammatory processes, as in other inflammatory diseases, inflamed vessels cause vasodilatation, leading to increased perfusion (CBV). It is also noted that in the periventricular NAWM, where lesions are more prone to occur, there was significantly higher CBF and CBV than intermediate and subcortical NAWM at the level of the lateral ventricle, further supporting a vascular pathogenesis in MS. Using an ASL technique, Rashid et al. [37] found increased perfusion in some NAWM regions in patients with MS. These inconsistent findings may be due to not only the different techniques
applied in these studies but also the high variability of normal blood perfusion in white matter [32].

**Lesions**

Studies have shown that most MS lesions demonstrate hypoperfusion characterized by decreased CBF and CBV [29, 30], which is consistent with the venous occlusive changes in MS lesions observed in histopathologic studies [3, 17]. Although hypoperfusion in MS lesions has been identified, it is unknown when these perfusion deficits start to occur and how they progress. The chronic plaques lack perivenular inflammation, but often contain evidence of vascular injury such as thickening or hyalinization of vein walls [8]. MS is a white-matter disease and white-matter ischemia is exacerbated by the microvascular abnormalities and marginal blood supply compared with gray matter. The tissue injury related to ischemia, which is associated with the histopathological type of pattern-III demyelination, may occur before inflammatory events. However, lesions formed with this mechanism may not have typical enhancement such as those with an autoimmune basis in the initial developmental stage. Lucchinetti et al. [10] have indicated that the sharp border at the active lesions with acute inflammatory basis is strictly associated with the presence of ring enhancement and hypointense T2 rims, whereas these imaging features are not found in pattern-III lesions. In MS, such tissue injury with an ischemic basis can occur independently of inflammation or other parenchymal abnormalities [13].

In MS lesions, the extent of vascular injury can be assessed with gadolinium-enhanced T1-weighted imaging. The acute inflammatory lesions show enhancement due to a local disrupted BBB, which is considered as the initial event ultimately responsible for lesion formation and axonal transection. Recently, microvascular abnormalities in MS lesions have been further appreciated with the utilization of perfusion MR technology. Several perfusion studies have shown increased blood perfusion in acute MS lesions [29-31] relative to contralateral NAWM, suggesting that a local inflammation induced vasodilatation in the brain. This is because the vasculitis-mediated injury within vessel walls can stimulate perivascular cells to secrete a number of vasoactive factors, which could modulate vascular tone and CBF [38]. However, it is still unknown how this perivascular inflammation is initiated and triggered. Studies of stroke have suggested that experimental cerebral ischemia can induce local inflammatory processes [20, 39], which in turn may cause vasodilatation and increased perfusion.

Perfusion studies of both the clinical [31] and animal models of MS [40] have shown that local perfusion changes (i.e., CBV) preceded overt changes in BBB permeability, T2 signal, and diffusion imaging metrics, suggesting that perfusion changes may be a more sensitive indicator of lesion onset than conventional indices. Non-enhancing lesions often have thickened hyalined vein walls and are less likely to demonstrate perivenular inflammation; however, new inflammatory
activity can be found around these chronic lesions. Interestingly, not all non-enhancing lesions have hypoperfusion; Ge et al. [30] have shown that some non-enhancing lesions also have increased perfusion, as seen in enhancing lesions, reflecting renewed inflammatory activity in these lesions, which are not detected on conventional MRI. These observations indicate that DSC-MRI has the potential to identify the new or renewed lesion inflammatory activity before BBB disruption, potentially a marker of early vascular activity.

**Gray Matter**

A study using DSC-MRI to study deep gray-matter nuclei, including putamen and thalamus, has shown significantly decreased perfusion in patients with RRMS compared with normal controls [41]. Using ASL, Rashid et al. [37] also demonstrated decreased perfusion in cortical gray matter, which is apparent in primary and secondary progressive MS. These observations are consistent with an early study using SPECT [42], in which a significantly reduced regional CBF was found in frontal gray matter of progressive, but not RRMS, patients. N-acetylaspartate (NAA), which is synthesized in the mitochondria, is almost exclusively found in neuronal cells and their processes. A recent report [43] has indicated a 3.6-fold disparity between NAA loss (faster) and brain parenchyma loss, indicating that neuronal/axonal loss is not the only cause of NAA reduction; mitochondrial dysfunction on a mild diffuse ischemic basis (rather than neuronal loss) may therefore play an important role in this context. On metabolic imaging with MRS, a high concentration of lactate observed in acute demyelinating lesions [44], along with decreased NAA and restricted diffusion [45], may possibly suggest an ischemic injury.

The hypoperfusion in the deep gray matter may also contribute to the increased iron deposition in these regions with iron-enriched nucleus [46]. T2 shortening, a result of nonheme iron deposition, has been reported in the basal ganglia and in the cortical regions [47] and can be associated with brain atrophy. Excessive unconjugated ferrous iron is toxic to neuronal cells, mediated through the production of hydroxide radicals [48]. The oxidative damage produced by iron has been implicated in the injury of both oligodendrocytes and neuronal cells [49]. Therefore, the study of hemodynamic impairment and abnormal iron accumulation may have clinical implications for neuroprotective therapy and improved treatment strategies.

**Conclusions**

Cerebral perfusion is critical in maintaining the normal brain function, and altered perfusion is associated with abnormal parenchymal metabolism and the extent of neuronal dysfunction. Perfusion data complements conventional MRI and provides comprehensive neurovascular examination. Perfusion studies indi-
cate that vascular hemodynamic abnormality is a significant component in the pathophysiology of MS which may lead to neurodegenerative changes. Assessment of cerebral blood perfusion might not only provide a more sensitive marker of tissue ischemia, but may also bring new insights into the inflammation-mediated vascular pathology occurring in MS, which in turn may offer new targets for intervention.
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Chapter 7

Diffusion-Weighted Imaging

M. ROVARIS, E. PEGRETO, M. FILIPPI

Introduction

Conventional magnetic resonance imaging (MRI) is widely used for the diagnosis and monitoring of multiple sclerosis (MS), because it is more sensitive than clinical assessment in detecting disease dissemination over space and time [1] and for revealing the occurrence of disease activity and the accumulation of disease burden over time. Nevertheless, the discrepancies between clinical and conventional MRI findings in patients with established MS [2] highlight the fact that conventional MRI is unable to reliably assess the more disabling pathological features of the disease, including axonal and neuronal loss.

During the last decade, diffusion-weighted imaging (DWI) is increasingly being applied to the study of MS, because of its ability to detect and quantify disease-related changes in the tissue microstructure within and outside T2-visible lesions. Since diffusion can be defined as the microscopic random translational motion of molecules in a fluid system, in the central nervous system (CNS), this parameter is influenced by several tissue components, including cell membranes and organelles. The MRI-measured diffusion coefficient of healthy biological tissues is, therefore, lower than that in free water and is called the apparent diffusion coefficient (ADC) [3]. Pathological processes which result in a loss or increased permeability of “restricting” barriers can determine an increase in the ADC values. Since the magnitude of diffusion is dependent on the direction in which it is measured, DWI can also give information about the geometry of tissue structures [4]. A full characterization of diffusion can be obtained in terms of a tensor [5], a 3x3 matrix which accounts for the correlation existing between molecular displacement along orthogonal directions. From the tensor, it is possible to derive the mean diffusivity (MD), which is a measure of diffusivity independent of the spatial orientation of tissue structures, and some other dimensionless indices of anisotropic diffusion, including fractional anisotropy (FA) [6, 7], which reflect the prevalence of diffusivity along one spatial direction (e.g., along axonal fibers rather than perpendicular to them). Against this background, the pieces of evidence supporting a role for DWI in the study of neurodegeneration in MS and in monitoring its evolution over time will be reviewed critically.
DWI and Neurodegeneration in MS

Pathological Specificity

In principle, both demyelination and axonal degeneration have the potential to alter the permeability or geometry of structural barriers to water molecular diffusion in the brain, thus leading to DWI-detectable changes. A high-field ex vivo DWI study of post-mortem MS spinal cord (four cases) has revealed abnormalities of ADC and an index of anisotropy when compared with one healthy control sample [8]. The anisotropy measure provided a better correlation with axonal density ($r=0.61$, $p<0.001$) and myelin content ($r=0.51$, $p<0.001$) than did ADC ($r=-0.32$, $p=0.017$ and $r=-0.45$, $p=0.001$, respectively). Moreover, the results of DWI studies of aging [9] and Alzheimer’s disease [10, 11] also support the notion that this technique has the potential to quantify the severity of degenerative changes in the human brain.

The pathological specificity of DWI for neurodegeneration is also highlighted by the available studies of T2-visible MS lesions [12-24] (Fig. 1). Despite always

![Fig. 1. Axial proton density-weighted spin-echo image (A), MD map (B), and FA map (C) from the brain of a patient with CIS suggestive of MS at the level of the lateral ventricles. The patient fulfilled MRI criteria for disease dissemination in space. Within the white circle, one periventricular, hyperintense lesion is visible in a. Diffusivity is increased within this lesion, which also appears hyperintense on the MD map in b. Conversely, this lesion is visible as an area of decreased signal on the FA map in c, indicating a local decrease of tissue anisotropic diffusion (Reproduced with permission from [31])](image-url)
being more pronounced than those found in the normal-appearing brain tissues, water diffusion abnormalities do vary in different types of MS lesions. All investigators have shown higher ADC or MD and lower FA values in T1-hypointense than in T1-isointense lesions [13, 14, 16, 17, 21-24]. Since the former lesions represent areas of irreversible tissue disruption and axonal loss [25], this finding confirms that DWI may have a role in quantifying the extent of neurodegenerative changes associated with MS lesions. On the other hand, conflicting results have been obtained when comparing ADC or MD values in enhancing versus non-enhancing lesions [13, 14, 16, 17, 21, 23]. Several studies have shown that water diffusivity is markedly increased in ring-enhancing lesions when compared to homogeneously enhancing lesions [21-23]. Markedly reduced FA values have also been found in ring-enhancing lesions [21]. Since ring-enhancing areas almost always correspond to chronic, re-activated MS lesions, these findings also suggest that DWI is sensitive to the more destructive aspects of MS pathology. A DWI study of large MS lesions which were followed-up for 1-3 months [26] has shown that MD values were increased in all acute lesions at baseline, but they continued to increase during follow-up only in a subgroup of these lesions, which might represent those with more pronounced tissue damage. Additional longitudinal studies are needed in order to address the important issue of how much of this DWI-detectable tissue disorganization of enhancing lesions is permanent (i.e., related to neurodegeneration) and how much is transient (i.e., related to edema, demyelination, and remyelination).

Sensitivity

Numerous region-of-interest and histogram-based DWI studies of MS have consistently shown the presence of diffusion abnormalities in the normal-appearing white matter (NAWM) and gray matter (GM) of patients with MS (see [27] for a review), which can even precede the development of T2-visible lesions by several weeks [15, 20]. An exception to this is the study by Griffin et al. [28], who did not find any significant difference in MD and FA values of NAWM regions between patients with early relapsing/remitting (RR) MS and controls. However, a subsequent study of this cohort using segmented histogram analysis did report subtle abnormalities of FA in the normal-appearing brain tissue [29]. A preliminary study of patients at presentation with clinically isolated syndrome (CIS) suggestive of MS [30] also failed to detect significant differences of NAWM ADC between patients and healthy controls. However, Gallo et al. [31], using histogram-based analysis of segmented diffusion maps of the brain, reported a significant increase in MD and decrease in FA values in the NAWM of CIS patients with paraclinical evidence of disease dissemination in space, although the changes did not predict the short-term occurrence of conventional MRI disease activity. The results of other studies conducted in patients with progressive MS indicate that diffusion abnormalities become more pronounced with increasing disease duration and neurolog-
ical impairment [32-34], thus supporting the notion that DWI is particularly sensitive to the more disabling features of MS pathology. The observed limited correlations between DWI findings, the corresponding lesion burden, and other MRI measures of tissue damage in the NAWM/GM suggest that diffusivity changes do not merely depend upon neuronal/axonal retrograde degeneration, but may reflect the presence of pathological features (e.g., microscopic lesions), which may go undetected when using conventional MRI. These findings also suggest that DWI may complement other techniques when assessing the actual burden of the disease in MS patients.

The sensitivity of DWI to the evolution of irreversible MS damage over short-term periods of time has been highlighted by several studies. A 1-year follow-up study of CIS patients [30] found that NAWM ADC values become significantly higher than those of healthy controls only on follow-up imaging and are significantly correlated with T2 lesion load at the same time-point. In another study of untreated patients with RRMS, a significant decrease in average GM FA and a significant increase in average GM MD were observed over 18 months of follow-up [35]. No correlation was found between changes in average GM MD, GM volume, and T2 lesion load. A significant worsening of GM DWI histogram-derived parameters after 1 year of follow-up has also been described in a large cohort of progressive MS patients [34], without any relationship with the concomitant lesion load accumulation. In contrast with this, however, Schmierer et al. [36] observed an increased diffusivity of NAWM regions, but not of the thalamus, in a small cohort of primary progressive (PP) MS patients who were followed up for 1 year.

**Correlation with Clinical Findings**

Significant correlations between DWI findings and MS clinical manifestations or disability were not found in several studies [12, 13, 16, 18, 28], perhaps because of the relatively small samples studied [12], the limited brain coverage [12-13], or the narrow range of disabilities that was considered [18, 28]. With improved DWI acquisition schemes and greater numbers of patients studied, correlations between DWI and clinical findings in MS are now emerging [17, 37-45]. Interestingly, the strongest clinical/DWI relationships were found for the diffusion characteristics of T2-visible lesions [17, 38] and GM [32, 42, 43]. In an exploratory study, Rovaris et al. [42] found a moderate correlation between a global cognitive impairment index and MD of the GM in mildly disabled RRMS patients. On the other hand, Ciccarelli et al. [38] found a strong correlation between FA in the supratentorial and infratentorial NAWM and neurological disability in patients with RRMS. Moreover, patients with different MS phenotypes showed a relationship between MD and FA changes in the cerebral peduncles and pyramidal functional scores [38]. In another study [44], a moderate correlation was found between anisotropy indexes from the corpus callosum and disability scores in patients with PPMS. These findings indicate that the pathologic damage
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detected by DWI in clinically eloquent brain regions is a significant factor contributing to disability in MS. Two preliminary cross-sectional studies [45, 46] also suggest that DWI may contribute to the generation of composite MR-based scores able to explain a great part of the variance in MS-related disability. Moreover, that DWI may be sensitive to the more disabling features of MS pathology is indicated by the results of a prospective study of patients with PPMS [47], for whom the severity of diffusion abnormalities in the GM was found to be a significant predictor of disability worsening 5 years later.

Optic Nerve and Spinal Cord Studies

DWI of the optic nerve and spinal cord presents more technical difficulties than that of the brain, and studies of these structures have therefore been limited. In a study of 16 patients, 1 year after an attack of optic neuritis, the mean ADC from diseased optic nerves was significantly higher than those from healthy contralateral ($p=0.005$) and control optic nerves ($p=0.006$) [48]. The ADC was strongly correlated with both visual acuity and visual evoked potential (VEP) parameters. A recent, histogram-based DWI study [49] of the cervical cord of 44 patients with RRMS and secondary progressive (SP) MS has shown that, compared with controls, MS patients had significantly higher average MD and MD histogram peak location and lower average FA and FA histogram peak location. SPMS patients also had significantly higher average MD and MD histogram peak location than controls and lower average FA than RRMS patients. A multivariate linear regression model retained cord average FA and brain average MD as variables independently influencing patients’ clinical disability. The same acquisition and post-processing techniques were also used to study a sample of 24 PPMS patients [50], in whom a significant decrease in average FA and increase in average MD was found when compared with healthy subjects. All these findings indicate that DWI of the optic nerve and the spinal cord may allow us to study neurodegeneration in these clinically eloquent CNS regions.

Future Perspectives

Due to the different tissue anisotropies, DWI is also able to elucidate the macroscopic volume-averaged orientation of the microstructure therein. The examination of diffusion tensor (DT) eigenvectors [51], which represent the diffusion coefficients along the axes of the diffusion ellipsoid, may provide a signature of Wallerian degeneration in the NAWM of RRMS patients. This pathological feature is associated with an increased diffusion transverse to the fibers, but not along them. The anisotropy also provides the basis of DT tractography methods, developed to determine in vivo the pathways of anatomical CNS connections. Recently, several authors have developed different tractography techniques that utilize the directional and anisotropy information contained in a given voxel to connect neighboring voxels and to visualize brain white-matter
tracts [52-54] (Fig. 2). The application of tractography methods to segment the different functional white-matter structures in MS patients might allow the strength of the correlations between clinical and MRI findings to be improved. Wilson et al. [55] produced maps of corticospinal tracts (CST) from DWI scans of 25 patients with RRMS and measured the relative anisotropy along these pathways. Significant correlations were found between the latter parameter and patients’ EDSS and pyramidal functional system scores, whereas T2 lesion burden and diffusion histogram parameters did not correlate with clinical findings. Vaithianathar et al. [56] used DT-based tractography to map the CST of 25 patients with RRMS. They then sampled T1 relaxation time values along the corresponding trajectories on co-registered whole-brain T1 maps. CST T1, but not total white-matter T1 values, correlated significantly with the severity of patients’ neurological disability. Pagani et al. [57] using an ad hoc post-processing technique for DT fiber tracking of the CST in CIS patients, found that a regional increase in transverse diffusion eigenvalues was correlated with the presence of motor impairment. In patients with RRMS, Lin et al. [58] mapped the CST and the corpus callosum using DT tractography and correlated the ADC values in these regions with clinical measures thought to specifically reflect their functioning. These measures were the patients’ scores on the pyramidal functional system and paced auditory serial addition test (PASAT), the latter being an index of short-term memory and sustained attention. Correlation analysis showed that ADC of the CST explained about 25% of the pyramidal score variance, while ADC of the corpus callosum explained more than 33% of the PASAT score variance. The results of the latter studies [57, 58] support the notion that, thanks to the application of DT tractography, the strategy of “critical sampling” in MS may enable us to quantify in vivo the severity of neurodegenerative features related to specific clinical impairment.

Newer acquisition schemes for DWI, such as high b-value q-space images [59, 60], may further increase the sensitivity of “conventional” low b-value DWI in the detection of NAWM abnormalities. This might be particularly relevant for pathological features related to axonal dysfunction or degeneration, as suggested

![Fig. 2. 3D projections of DT tracking of the corpus callosum (A) and optic radiation (B) fibers in a right-handed, 28-year-old healthy woman](image)
by the results of a study [61] showing that q-space diffusion displacement values were correlated with the levels of N-acetylaspartate (an MR spectroscopy marker of axonal viability) in the brain white matter of MS patients and healthy controls.

Conclusions

DWI is sensitive to the more destructive aspects of MS pathology, including neurodegeneration, and enables us to quantify their severity both within and outside T2-visible lesions. The preliminary results of longitudinal studies indicate that DWI may also be able to track the short-term changes in MS-related damage within lesions and in the GM. Thanks to the application of DT tractography and to the availability of acquisition schemes for studying the optic nerve and the spinal cord, DWI may well be able to characterize the patterns of MS neurodegeneration in clinically eloquent CNS regions. Such a strategy of “critical sampling” [62], which would also include the DWI study of GM damage, although it might contribute to overcoming the “clinical/MRI paradox” of MS, should nevertheless be viewed as a component of a more comprehensive approach to the disease work-up.

Little is still known about the actual features underlying diffusion changes in MS. On the other hand, however, several pieces of evidence suggest that the various (and often concomitant) pathological changes occurring in the MS brain might affect the diffusivity and anisotropy characteristics of tissues in opposite ways, thereby reducing the sensitivity and specificity of DWI findings. The best acquisition and post-processing strategies for MS studies remain a matter of debate, and the contribution of newer and more sophisticated techniques to DWI investigations in MS needs to be evaluated further. Finally, the stability and sensitivity to longitudinal, MS-related changes in DWI scans need to be tested and confirmed. All of this underpins the need for designing ad hoc protocols for diffusion imaging acquisition and post-processing in MS studies, which should be validated by post-mortem investigations correlating pathological and diffusion findings in MS.
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Introduction

In the last few years, there has been an increased appreciation of the apparently primary role of neuronal and axonal injury in the pathogenesis of multiple sclerosis (MS) [1, 2]. This has been driven to a significant degree by the results of proton magnetic resonance (MR) spectroscopy ($^1$H-MRS) studies, which have emphasized that substantial neuroaxonal damage occurs inside the demyelinating lesions as well as in the normal-appearing white matter (NAWM) and gray matter (GM) of the brain of patients with MS [2, 3]. All this has been confirmed pathologically [1, 4, 5] and has led to a reconsideration of the role of axonal damage in MS [6].

Despite the specificity of $^1$H-MRS and the relatively large number of clinical $^1$H-MRS studies on patients with MS, measures provided by this technique are rarely used as MR endpoints in trials with disease-modifying agents. By contrast, findings of recent in-vivo and ex-vivo studies have shed new light into the pathogenesis of MS [7-9] and have pinpointed the need for pathologically specific surrogate markers that can monitor disease changes beyond focal demyelination.

Basics of Proton MR Spectroscopy

$^1$H-MRS is fundamentally similar to magnetic resonance imaging (MRI). However, while conventional MRI provides structural information based on signal from water, proton $^1$H-MRS is adapted to record signals from metabolites present in tissues. Resonances in MR spectra are identified primarily by their frequency (i.e., position in the spectrum) and expressed as the shift in frequency in parts per million (ppm) relative to a standard. For spectroscopic data to be clinically useful, it is important to localize the source of the signals in order both to collect the signal exclusively from a given brain region and to eliminate unwanted signal from the fat that is present in the scalp and skull. The most frequently used $^1$H-MRS localization techniques can be divided into single-voxel and multi-voxel types. In the single-voxel localization, the signals are acquired from a “brick-shaped” single volume of various sizes (minimum 2-3 cc). In contrast, the multi-voxel approach generates individual spectra from multiple volume elements (voxels, minimum volume 0.5-1 cc) at the same time. Most commonly, multi-
voxel $^1$H-MRS is done in 2-D for one or more slices in the so-called MR spectroscopic imaging ($^1$H-MRSI). A third, newer, approach, which is reminiscent of one of the earliest in-vivo localization techniques (the topical MR [10]), relies on the homogeneity of the static magnetic field to collect the signal of a given metabolite from those parts of the brain, brainstem, and spinal cord that are within a sufficiently homogeneous static magnetic field and within the sensitive volume of the coil [11].

As water may be present in brain tissues at a thousand times greater concentration than any other metabolite and produces signals a thousand times greater than metabolite signals, it is common in $^1$H-MRS studies to use special sequences to suppress the excessively large signals from water. Water-suppressed localized $^1$H-MRS of the brain can be performed at long or short echo times. At long echo times, the human brain reveals four major resonances [12]: (i) at 3.2 ppm, arising mainly from tetramethylamines, especially choline-containing phospholipids (Cho); (ii) at 3.0 ppm, arising primarily from creatine (Cr), either alone or as phosphocreatine; (iii) at 2.0 ppm, arising from N-acetyl groups, especially N-acetylaspartate (NAA); and (iv) a doublet at 1.3 ppm, arising from the methyl resonance of lactate (Lac), which is normally barely visible above the baseline noise. Long echo time $^1$H-MRS tends to be less influenced by gradient-induced distortions and provides a better defined baseline than short echo time measurements. Despite this, due to their relatively short T2 relaxation times, signals from lipids, myo-inositol (mI) and macromolecules are preferably obtained with short echo time measurements.

The quantification of individual metabolite concentrations from MR spectra obtained in vivo is challenging. One approach is simply to normalize signal intensities to an intravoxel standard such as Cr, in order to obtain an estimate of relative concentration. The main limitation of this approach is that Cr may not remain unaffected by MS pathology. Absolute quantification of $^1$H-MRS metabolites can be achieved by quantifying the metabolites in the spectra with reference to a known internal standard (e.g., water) or to a known external standard (e.g., a phantom that contains a known concentration of a molecule of interest). Metabolite concentrations can then be expressed in arbitrary units or molar units. Unfortunately, tissue water does not provide a reliable reference, as it may vary between individuals (e.g., with nutritional or hydration state) and in response to pathology. The most common method for absolute quantification, therefore, uses an exogenous (phantom) reference [13].

**Metabolic Changes in MS Brains as Detected by $^1$H-MRS**

In demyelinating lesions, $^1$H-MRS at both short and long echo times reveals increases in Cho and Lac resonance intensities from the early phases of the pathological process [14, 15]. Changes in the resonance intensity of Cho result mainly from increases in the steady state levels of membrane phospholipids that are released during active myelin breakdown. Increases in Lac are likely to reflect
the metabolism of inflammatory cells. In large, acute, demyelinating lesions decreases in Cr can also be seen [15]. Short echo time spectra give evidence for transient increases in visible lipids (released during myelin breakdown) and mI [16]. All these changes consistently include substantial decreases in NAA [2] and, since NAA is a metabolite detected almost exclusively in neurons and their processes in normal mature brains [15], the decreases in NAA have been interpreted as being due to axonal injury. Recently, glutamate levels were found to be elevated in acute lesions, suggesting a link between axonal injury in active lesions and impaired glutamate metabolism [17].

After the acute phase and over a period of days to weeks, there is a progressive reduction in raised Lac resonance intensities to normal levels in the lesional tissue [15]. Resonance intensities of Cr also seem to return to normal within a few days [15] or may show small increases, probably due to the presence of gliosis. This may also cause the persistence of increased mI resonance intensity in chronic lesions [18]. Resonance intensities of Cho and lipids seem to return to normal over a period of months [15, 16]. The signal intensity of NAA may remain decreased or show partial recovery, starting soon after the acute phase and lasting for several months [19]. The recovery of NAA may be related to resolution of edema, increases in the diameter of previously shrunk axons secondary to remyelination, and reversible metabolic changes in neurons [19].

Recent studies exploiting the greater coverage and resolution of 1H-MRSI have shown that metabolic abnormalities in MS patients are not restricted to lesions [16, 20-24]. Thus, large NAA decreases were found in the NAWM of MS patients and interpreted as being due to diffuse axonal damage [25]. The extent of this NAA reduction decreases with the distance from the core of a lesion [26], consistent with the notion that the diffuse changes are, at least in part, related to dying-back of axons transected within plaques [1]. However, decreased levels of NAA seem to occur in the cerebral NAWM even without any obvious relation with T2-visible lesions [27-29].

In addition to NAA abnormalities, recent 1H-MRS studies of patients both with clinically isolated syndrome suggestive of MS [30] and with established MS [18, 31] have demonstrated large increases in mI well outside the T2-hyperintense lesions, suggesting a significant increase in glial cell activity in apparently normal white matter of MS patients. Moreover, other 1H-MRS data, by showing signals from lipids [16] or Cho [32] in regions that only later will develop new T2-hyperintense lesions, add to other quantitative MR data [33] in suggesting that focal myelin pathology may antedate the development of acute, severe inflammation. In this brain region, the intense gliosis may sometimes cause increases in Cr [34]. Glutamate may also be found to be increased [17].

As more sensitive MR techniques have been used, the contribution of GM to the total brain pathology in MS has also been shown to be substantial [35]. In this context, 1H-MRS studies have shown significant decreases of NAA in the neocortical and subcortical GM of MS patients, consistent with neuronal or axonal injury [36-38]. In some studies [36, 39], 1H-MRS and histopathologic
methods have been used in combination, and the amount of ex-vivo total loss of thalamic neurons was largely comparable to the extent of neurodegeneration measured in vivo by the decrease in relative NAA concentration.

\( ^1\text{H-MRS to Assess Neurodegeneration in MS} \)

Results of clinical \(^1\text{H-MRS}\) studies have consistently reported decreases of NAA in lesions and/or in normal-appearing tissues in patients with the different forms of MS [35]. Brain NAA is synthesized in neuronal mitochondria from L-aspartate and acetyl-CoA and, although a number of possible functions have been suggested for NAA [40, 41], its physiological role is still not known. The fact that NAA is present almost exclusively in neurons of the mature human brain [42, 43] makes it a powerful surrogate marker of neuronal integrity in the brain, and decreases in NAA have been widely used as an indicator of brain pathology and disease progression in a variety of central nervous system diseases, including MS [35].

Most of the aforementioned clinical \(^1\text{H-MRS}\) studies, however, report cerebral NAA normalized for intravoxel Cr (collected from large brain volumes located so as to obtain signal mainly from WM). This implies that changes of Cr may be, at least in part, responsible for the observed NAA/Cr changes [44-46]. As Cr is present in both neurons and glial cells [47], Cr changes can be indicative of neuroaxonal alteration (which is probably associated with decreases in both NAA and Cr signals), oligodendroglial disturbance (which is probably associated with decreases in Cr signals), and astrocytic proliferation (which is probably associated with increases in Cr signals) [34]. Thus, decreases in brain NAA/Cr could be interpreted as an indicator of an overall disturbance in the “cerebral tissue integrity” of that particular brain region [34]. In agreement with this, a number of spectroscopic studies have demonstrated highly significant correlations between NAA/Cr and clinical disability in patients with isolated acute demyelinating lesions and in patients with established MS [see, e.g., 15, 48, 49]. In general, this correlation is far from perfect and is often reported in relapsing/remitting (RR) MS patients or in patients at early disease stages, but is somewhat less close in patients with the progressive phase of MS [50].

In addition to NAA and Cr, other metabolites seem to have clinical importance. As well as the previously mentioned importance of Cho and lipid signals as predictors of the development of acute, severe inflammation [16, 32], diffuse increases of mI reported in the brain tissues of patients with different forms of the disease suggest that an intense glial proliferation process occurs in the MS brain [51] and can have relevance to clinical disability [30, 31, 52]. In contrast, increases of glutamate in lesional and non-lesional brain tissue seem to be related, at least in part, to the ongoing neurodegeneration, based on the hypothesis that an excess of glutamate in active lesions can be an important predictor of axonal injury, brain atrophy, and long-term accumulation of clinical disability [17, 53].
\textbf{\textsuperscript{1}H-MRS to Monitor Neurodegeneration in MS}

The above results strongly suggest that \textsuperscript{1}H-MRS has the potential to monitor the temporal evolution of metabolite changes in both demyelinating lesions [15] and normal-appearing brain tissues [23, 26]. It is true, however, that longitudinal studies exploiting these unique \textsuperscript{1}H-MRS characteristics are, in general, very rare.

Most of the longitudinal studies have concentrated on monitoring NAA or NAA/Cr changes (see [2] for a review), as the earliest studies of patients with demyelinating disease have emphasized that a substantial proportion of the decreases in NAA are transient in the acute phase of demyelination [14, 19]. Thus, changes over time of NAA or NAA/Cr levels have been shown to be closely correlated with changes in clinical disability in both patients with isolated acute demyelinating lesions [15] and in those with established MS followed through periods of relapse and remission [54]. Interestingly, this was also true in a single relapsing patient who was followed up for 6 years [55]. Consistent with other evidence of widespread pathology in MS, a strong correlation has also been found between changes in clinical disability and longitudinal changes in NAA/Cr in NAWM [23]. The latter, however, was not found in a more recent study of 20 patients with RRMS, which showed no correlations between NAA values and clinical scores over a 2-year follow-up period [56]. Overall these data provide evidence for the use of NAA or NAA/Cr as specific measures of pathological changes. Although these are probably less sensitive to changes with time than other MR indices (i.e., T2-weighted lesion volumes), they nevertheless seem appropriate for monitoring the progression of disability [57].

\textsuperscript{1}H-MRS has been used in a few small longitudinal studies to test whether disease-modifying therapies can reverse or arrest the progression of brain tissue injury [58-62]. These studies have reported conflicting results regarding the beneficial effects of the drug therapy, probably also due to the small cohorts of patients studied.

Despite this, however, there are rare examples of multicenter studies [27, 63] that, by reporting comparable cross-sectional \textsuperscript{1}H-MRS values in normal controls at different centers, suggest that differences between sites can be minimized by standardizing the acquisition protocol and the post-processing procedures. In agreement with this, the reproducibility over time of \textsuperscript{1}H-MRS measurements in healthy subjects suggests that metrics derived from \textsuperscript{1}H-MRS could be used in treatment trials [64].

Thus, a standardized \textsuperscript{1}H-MRS protocol has been used in some of the most recent, large, phase-III clinical trials, where a small proportion of the MR participating centers arranged the acquisition of a uniform single-voxel \textsuperscript{1}H-MRS that was then analyzed in a centralized fashion. Preliminary results of one of these trials [65], which showed no changes over time in NAA/Cr after ineffective therapy, confirm that the use of brain metabolite levels as an index of disease outcome in clinical trials is feasible.
Conclusions

Evidence from $^1$H-MRS studies indicates that the progression of axonal injury in MS is diffuse, inexorable, and accompanies even the earliest inflammatory changes. These results, confirmed by modern histopathology [66], have led to a reconsideration of the importance of neuronal and axonal pathology in this disease.

Despite its greater pathological specificity for axonal integrity compared with conventional MRI, the advantages of using outcome measures derived from $^1$H-MRS in MS clinical trials have yet to be proven. Future studies and the few clinical trials that are currently incorporating $^1$H-MRS into their imaging protocols will reveal whether $^1$H-MRS has a role in quantifying the impact of therapeutic intervention on tissue damage in MS.
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Introduction

Over the past decade, modern structural magnetic resonance imaging (MRI) techniques have been extensively used for the study of patients with multiple sclerosis (MS) [1] with the ultimate goal of increasing our understanding of the mechanisms responsible for the accumulation of irreversible disability. The application of these techniques has provided important insights into the pathobiology of MS. First, it has been demonstrated that MS-related damage is not restricted to T2-visible lesions, but also involves, diffusely, the normal-appearing white matter (NAWM) and gray matter (GM) [1]. Secondly, it has been shown that the neurodegenerative component of the disease is not a late phenomenon and that it is not completely driven by inflammatory demyelination [2]. Finally, the contribution of axon damage to the clinical manifestations of the disease and to its clinical worsening over time has been confirmed [3, 4]. Despite these improvements, the correlation between the results of MRI and clinical findings remains suboptimal. This might be explained, at least partially, by the variable effectiveness of reparative and recovery mechanisms following MS-related tissue damage.

Although resolution of acute inflammation, remyelination, and redistribution of voltage-gated sodium channels in persistently demyelinated axons are all likely to limit the clinical impacts of damaging MS pathology [5], cortical reorganization has recently been suggested as an additional potential contributor to the recovery or to the maintenance of function in the presence of irreversible MS-related tissue damage. Brain plasticity is indeed a well-known feature of the human brain, which is likely to have several different substrates (including increased axonal expression of sodium channels, synaptic changes, increased recruitment of parallel existing pathways or “latent” connections, and reorganization of distant sites), and which may have a major adaptive role in limiting the functional consequences of axonal loss in MS [6].

This chapter provides an update of the current “state-of-the-art” of the application of functional MRI (fMRI) to the study of MS pathophysiology.

Technical Aspects

fMRI is a relatively new technique that is non-invasive, well tolerated, and widely used to study the neuronal mechanisms of central nervous system (CNS) functioning, and to define abnormal patterns of brain activation resulting from disease.
The signal changes seen during fMRI studies depend on the blood oxygenation level-dependent (BOLD) mechanism, which, in turn, involves changes in the transverse magnetization relaxation time (either T2* in a gradient-echo sequence, or T2 in a spin-echo sequence). These changes are attributable to differences in deoxyhemoglobin concentration subsequent to variations in neuronal activity [7]. The correlation between local deoxyhemoglobin levels and neuronal activity is thought to result from changes in oxygen extraction, cerebral blood flow (CBF), and cerebral blood volume (CBV) [7], all of which change with neuronal activity [8-10]. Activation of a cerebral tissue determines an increase in local synaptic activity, which results in a rise in blood flow and oxygen consumption. The increase in blood flow is greater than that in oxygen consumption, thus producing an increase in the ratio between oxygenated and deoxygenated hemoglobin, which enhances the MRI signal [10]. Because these signal changes are very small (usually ranging from 0.5% to 1.5%), a large number of brain images need to be acquired during alternating periods of activation (i.e., motor, sensorial, and cognitive) and rest [10]. By analyzing these data with the appropriate statistical methods, it is possible to obtain information about the location and extent of specific areas involved in the performance of a given task in healthy subjects and in patients [11, 12].

The main problem in the interpretation of fMRI studies is that the observed changes might be biased by differences in task performance between patients and controls. Clearly, this is a major issue in MS, which typically causes impairment of various functional systems. Therefore, despite providing several important pieces of information, the value of the earliest fMRI studies of patients with MS [13-19] has to be considered against this background.

For this reason, the most recent fMRI studies in MS have been based on larger and more strictly selected groups of patients than those used in the seminal studies. These studies have investigated the brain patterns of cortical activations during the performance of a number of motor, visual, and cognitive tasks in patients with all the major clinical phenotypes of the disease. One of the most solid conclusions that can be drawn from these fMRI studies is that cortical reorganization does occur in patients with MS. Indeed, the correlation between various measures of structural MS damage and the extent of the cortical activation suggests an adaptive role for cortical changes in contributing to clinical recovery and maintaining a normal level of functioning in patients with MS, despite the presence of irreversible axonal/neuronal loss.

**Visual System**

The method usually applied to investigate the visual system consists of the application of an 8-Hz photic stimulation to one or both eyes [14, 18, 19-21]. A study of the visual system [18] in patients who had recovered from a single episode of acute unilateral optic neuritis demonstrated that these patients, relative to healthy volunteers, had extensive activation of the visual network, including the claus-
Brain activation maps from seven control subjects (A, B) and seven patients with MS (C, D) showing areas of significant response to monocular photic stimulation compared with binocular darkness. In the control subject group, there is activation only in the visual cortex, bilaterally, after stimulation of either the left (A) or the right (B) eye. In the patient group, after stimulation of the unaffected eye there is an additional focus of activation in right insula-claustrum (C). In the patient group, after stimulation of the affected eye there is additional activation of a network of multimodal processing areas including bilateral insula-claustrum, lateral temporal cortex, posterior parietal cortex, thalamus, and corpus striatum (D). Note that the activations are color-coded according to their t values. Images are in radiological convention. Reproduced with permission from [18].
strong correlation was found in these patients between the volume of the extrac- 
cipital activation and the latency of the visual evoked potential (VEP) P100, sug-
gesting that the functional reorganization of the cortex might represent an adap-
tive response to a persistently abnormal visual input. Rombouts et al. [14] also 
examined the visual system using fMRI and showed that patients with established 
MS with unilateral optic neuritis activated a smaller volume of the visual cortex 
after stimulation of either the affected or the unaffected eye, compared with 
healthy individuals. On average, patients with optimal clinical recovery showed 
increased visual cortex activation in comparison with those with poor or no 
recovery, although activation remained reduced compared with controls [14]. A 
subsequent study of nine patients with previous optic neuritis confirmed these 
findings [19] and showed that patients with optic neuritis not only have a low 
activation of the primary visual cortex but also have a reduced fMRI signal change 
in this region, suggestive of an abnormality of the synaptic input.

To clarify how early cortical reorganization occurs in the course of MS, and to 
determine its role in limiting the clinical outcome of the disease, other studies 
used fMRI to assess the visual system of patients with a single episode of optic 
neuritis [20, 21]. Toosy et al. [20] replicated the study of Werring et al. [18] using 
a longer photic stimulation epoch to clarify the nature of the abnormal extraoc-
cipital response observed. The results of this study confirmed the original find-
ing, thus suggesting that cortical functional changes might have a role in com-
penstating for a persistently disordered visual input [20]. Russ et al. [21] used 
fMRI and VEP to monitor the functional recovery after an acute unilateral optic 
neuritis. They found a strong relationship between fMRI and P100 latency, sug-
gesting that fMRI might contribute to the assessment of the temporal evolution 
of the visual deficits during MS recovery or therapy [21].

**Motor System**

The investigation of the motor system in patients with MS has mainly focused on 
the analysis of the performance of simple motor tasks with the dominant right 
upper limbs [15-17, 22-36]. Such tasks were either self-paced or paced by a 
metronome. A few studies have assessed the performance of simple motor tasks 
with the dominant right lower limbs [25, 28, 34], while even fewer studies have 
investigated the performance of more complex tasks, including phasic move-
ments of dominant hand and foot [28, 34] or object manipulation [37].

An altered brain pattern of movement-associated cortical activations, charac-
terized by an increased recruitment of the contralateral primary sensorimotor cortex 
(SMC) during the performance of simple tasks [24, 28] and by the recruitment of 
additional “classical” and “higher-order” sensorimotor areas during the perfor-
mance of more complex tasks [28] has been demonstrated in patients with clinically 
isolated syndrome (CIS) suggestive of MS. In these patients, the extent of func-
tional cortical changes has been related to the severity of brain axonal damage/dys-
function, measured using whole-brain proton MR spectroscopy ($^1$H-MRS) [24]. This finding suggests that functional cortical reorganization might contribute to the maintenance of normal functional capacities from the earliest clinical stage of MS [24]. The clinical and conventional MRI follow-up of the patients of these two studies has shown that, at disease onset, CIS patients with a subsequent evolution to clinically definite MS tend to recruit a more widespread sensorimotor network than those without short-term disease evolution [29]. These findings suggest that, in CIS patients, the extent of early cortical reorganization following tissue injury might be a factor associated with a different disease evolution. This would support the notion that whereas increased recruitment of widespread sensorimotor network contributes to limiting the impact of structural damage during the course of MS, its early activation could be counterproductive, as it might result in an early exhaustion of the adaptive properties of the brain. This notion is also supported by studies on stroke patients, where a persistent overactivation and overrecruitment of a widespread cortical network has been related to an unfavorable clinical outcome [38].

Pantano et al. [30] studied a group of patients with early MS [39] and a previous episode of hemiparesis. Using a simple motor task, they found that patients had increased activations of several cortical areas mainly located in the ipsilateral hemisphere. Since the patients included in this study had had a previous episode of hemiparesis, interference of task performance on the results [30] could not be ruled out completely. As a consequence, these authors extended their investigations to a group of patients who had experienced a previous episode of optic neuritis [31] as their first clinical manifestation. They found that, during right-hand movement, cortical activations in patients with optic neuritis were mainly located in the contralateral hemisphere, whereas in patients with a previous episode of hemiparesis, increased motor system recruitment was bilateral, with a marked activation of areas located in the ipsilateral hemisphere. The extent of the ipsilateral activations in these patients was correlated with the presence of lesions in the corticospinal tracts [31].

While performing a simple motor task, prominent changes were found in the recruitment of the contralateral and ipsilateral primary SMC and supplementary motor area (SMA) during recovery from an acute relapse in a patient with relapsing/remitting (RR) MS [16]. A strong correlation was also found between the extent of functional cortical changes and N-acetylaspartate (NAA) levels, indicating that dynamic reorganization of the motor cortex can occur in response to an axonal injury associated with MS activity [16].

In patients with clinically stable MS with a varying degree of hand motor impairment, Lee et al. [15] found that the pattern of cortical activations during a simple motor task was significantly different from that of healthy controls. In patients with MS, the increase in the ipsilateral motor cortex activation was significantly related to the T2 lesion load in the contralateral hemisphere. Similarly, by using $^1$H-MRS, Reddy et al. [17] found that increased activation of the ipsilateral SMC during finger movement was strongly associated with decreased NAA concentration in the brain. These findings suggest that with brain tissue damage,
and in particular injury of the motor pathways, there is an increased recruitment of a widespread sensorimotor network, which is likely to contribute to reducing the clinical manifestations of the disease. This has indeed been confirmed in recent work by Rocca et al. [32], who assessed the influence of tissue damage of the brain portion of the left pyramidal tract on the corresponding movement-associated patterns of cortical activation in a sample of 76 right-handed patients with MS when performing a simple motor task with their fully normal-functioning right upper limbs. Lesions along the left pyramidal tract were identified in 43 patients who had more significant activations of the contralateral primary SMC and secondary sensorimotor cortex (SII), inferior central sulcus, and cingulated motor area (CMA), when compared to patients without corticospinal tract lesions. They also showed more significant activations of several regions of the ipsilateral hemisphere, including the primary SMC and the precuneus (Fig. 2). While the T2 lesion load of the corticospinal tract in these patients was correlated with the extent of activation of the contralateral primary SMC, no correlations were found between the extent of activations and the severity of intrinsic lesion damage, as well as with left corticospinal tract NAWM damage.

Despite the presence of irreversible axonal damage [40, 41], quite a large number of patients with RRMS experience relapses and accumulation of an MRI lesion burden without being left with any major residual neurological deficits. To determine whether adaptive cortical reorganization has a role in limiting the impact of irreversible tissue loss in these patients, a study investigated the brain pattern of cortical activations during the performance of a simple motor task in non-disabled patients with RRMS [23]. Compared with healthy controls, these patients showed increased activations of several regions mainly located in the contralateral cerebral hemisphere, including the primary SMC, the SII, and the intraparietal sulcus. In addition, they also showed increased bilateral activations of the SMA and the CMA. Strong correlations were found between the extent of fMRI activations and several magnetization transfer (MT) and diffusion tensor (DT) MRI metrics of structural brain damage. This study demonstrated that cortical activation occurs over a rather diffuse sensorimotor network in non-disabled patients with RRMS, and provided additional evidence showing that an increased recruitment of this cortical network contributes to limiting the functional impact of MS damage associated with macroscopic lesions and subtle normal-appearing brain tissue (NABT) changes. Interestingly, in a group of patients with clinical characteristics similar to those recruited in the previous study, but who complained of fatigue, a reduced activation of a complex movement-associated cortical-subcortical network, including the cerebellum, the rolandic operculum, the thalamus, and the middle frontal gyrus, was detected when compared to matched non-fatigued MS patients [42]. A strong correlation between the reduction of thalamic activity and the clinical severity of fatigue was also found [42], which indicates that a “pseudo-reduction” of brain functional recruitment might be associated with the appearance of MS symptomatology. The notion that fatigue in MS is related to the dysfunction of specific brain networks has been
supported by the findings of a recent study, which showed reversible changes in the movement-associated brain pattern of cortical activations in RRMS patients complaining of fatigue after interferon β-1a (IFNβ-1a) administration [43]. In this study, the pattern of cortical activations during the performance of a simple motor task was assessed in a group of 10 patients treated with weekly injection of IFNβ-1a who did not complain of fatigue after treatment administration, and in 12 patients with reversible fatigue after the same treatment was given. fMRI examinations were performed on the same day as IFNβ-1a injection (no fatigue),

Fig. 2. Brain patterns of cortical activations on a rendered brain from MS patients without (A, C) and with (B, D) lesions in the left corticospinal tract, during the performance of a simple motor task with the clinically unimpaired and fully normal functioning, dominant right hand. In patients with corticospinal tract lesions, a more bilateral pattern of activations is visible. Note that the activations are color-coded according to their t values. Images are in neurological convention. (See [32] for further details)
the day after IFNβ-1a injection (fatigue), and 4 days after IFNβ-1a injection (no fatigue). In patients with reversible fatigue, an abnormal recruitment of the frontothalamic circuitry was observed, suggesting that the dysfunction of this pathway may be associated with IFNβ-1a-induced fatigue in MS patients (Fig. 3).

**Fig. 3.** Relative cortical activations of MS patients with reversible fatigue after IFNβ-1a injection during the performance of a simple motor task with their clinically unimpaired and fully normal functioning, dominant right hands. At entry (A, B) (when they did not complain of fatigue), compared with MS patients without reversible fatigue, these patients showed an increased recruitment of the contralateral primary SMC (A), the thalamus (B), the superior frontal sulcus (A, B), and the cingulate motor area (B). At time 1 (C, D) (when fatigue was present), compared with MS patients without fatigue, these patients showed increased recruitment of the ipsilateral thalamus (D), and contralateral middle frontal gyrus (C). Note that the color-coded activations have been superimposed on a high-resolution T1-weighted scan obtained from a single, healthy subject and normalized into standard statistical parametric mapping space (neurological convention). From [43], with permission.
Since subtle damage of the NABT is an established feature of RRMS [44], the impact of NABT damage, assessed using DT MRI, on movement-associated fMRI activations in patients with RRMS and nonspecific T2-weighted abnormalities on conventional MR images of the brain (i.e., less than three T2 lesions) has been investigated [26]. To assess the role of the non-dominant hemisphere and interhemispheric connections on the dominant hand movement-associated pattern of activations, patients were studied during the performance of simple motor tasks with the dominant and the non-dominant hand. Compared with healthy volunteers, during the performance of a simple motor task with their dominant hand, MS patients showed increased activation of several areas of the sensorimotor network, including the ipsilateral SMA, the ipsilateral superior frontal sulcus, and the contralateral thalamus. The increased recruitment of the SMA was correlated with the peak height and position of the mean diffusivity histogram of the GM. In contrast, when compared with MS patients, healthy subjects showed an increased activation of the ipsilateral primary SMC. When the results obtained from the analysis of the two tasks (i.e., with the dominant and the non-dominant hand) were combined, patients with MS showed an increased activation of the SMA and a reduced activation of the ipsilateral SMC. The most probable explanation for these findings might be an enhanced “transcallosal inhibition,” a mechanism that has been postulated to be responsible for the control of homologous hand muscle during unilateral movements. The role of the corpus callosum (CC) in interhemispheric connectivity and in eliciting functional cortical changes has been underpinned by a study by Lowe et al. [33], who showed, by measuring low-frequency BOLD fluctuations, reduced functional connectivity between the right and the left hemisphere primary motor cortices in patients with MS, and by a study of Lenzi et al. [45], who found a relationship between damage of the CC, measured using DT MRI, and the activation of the ipsilateral primary SMC in patients with RRMS.

In an early study by Reddy et al. [27] aimed at determining whether brain injury and disability lead to distinguishable patterns of activations with hand movement, 14 RRMS patients were classified on the basis of lesion load and hand functional impairment. The first group \((n = 6)\) had low diffuse central brain injury, as assessed from relative NAA concentration and normal hand function; the second group \((n = 4)\) had greater diffuse central brain injury and normal hand function; the third group \((n = 4)\) had greater diffuse central brain injury and impaired hand function. The ‘injury contrast’ (i.e., second vs first group) showed increased activation of the SMA and premotor cortex in patients of the second group, whereas the ‘impairment contrast’ (i.e., third vs second group) showed increased activation of the SMC and of the parietal cortex, bilaterally, in patients of the third group. Movement-associated cortical changes, characterized by the activation of highly specialized cortical areas, have also been described in patients with secondary progressive (SP) MS during the performance of simple motor tasks [25]. Such cortical changes have been related not only to the extent of T2-visible lesions, but also to the severity of NAWM and GM damage.
The results of all these studies suggest that there may be a “natural history” of the functional reorganization of the cerebral cortex in MS patients, which might be characterized at the beginning of the disease, by an increased recruitment of those areas “normally” devoted to the performance of a given task, such as the primary SMC and the SMA in the case of a motor task. At a later stage, bilateral activation of these regions is first seen, followed by a widespread recruitment of additional areas, which are usually activated in normal people when performing novel/complex tasks. This notion has been supported by the results of a recent study [37], which has provided a direct demonstration that MS patients, during the performance of a simple motor task, activate some regions, which are part of a frontoparietal circuit, whose recruitment occurs typically in healthy subjects during object manipulation. The concept that movement-associated cortical reorganization varies across patients at different stages of the disease has been also shown by a recent fMRI study of patients with different disease phenotypes [46]. The study compared data from 16 patients with a CIS suggestive of MS, 14 with RRMS and no disability, 15 with RRMS and mild clinical disability, and 12 with SPMS. Patients performed a simple motor task with their unimpaired dominant hand during fMRI. CIS patients had an increased activation of the contralateral primary SMC when compared to those with RRMS and no disability, whereas patients with RRMS and no disability had an increased activation of the SMA when compared to those with a CIS (Fig. 4). Patients with RRMS and no disability had an increased activation of the primary SMC, bilaterally, and ipsilateral SMA when compared to patients with RRMS and mild clinical disability. Conversely, patients with RRMS and mild clinical disability had increased activation of the contralateral SII, inferior frontal gyrus, and ipsilateral precuneus. Patients with RRMS and mild clinical disability had increased activation of the contralateral thalamus and ipsilateral SII when compared to those with SPMS. However, patients with SPMS showed increased activation of the inferior frontal gyrus, bilaterally, middle frontal gyrus, bilaterally, contralateral precuneus, and ipsilateral CMA, and inferior parietal lobule. The study suggests that early in the disease course more areas typically devoted to motor tasks are recruited, then a bilateral activation of these regions is seen, and late in the disease course, the areas that healthy people recruit to perform novel or complex tasks are activated [46].

In a longitudinal fMRI study by Pantano et al. [47], a group of MS patients and age-matched controls performed two fMRI scans investigating simple motor function with a time interval of 15-26 months. Patients exhibited greater bilateral activations than controls in both fMRI studies (Fig. 5). While no significant differences between the two fMRI scans were observed in controls, patients showed, at follow-up, a reduction in the functional activity of the ipsilateral SMC and the contralateral cerebellum (Fig. 5). Moreover, activation changes in ipsilateral motor areas correlated inversely with age, extent, and progression of T1 lesion load, and occurrence of a new relapse, suggesting that younger patients with less structural brain damage and benign clinical course demonstrate brain plasticity that follows
a more lateralized pattern of brain activation. The tendency towards a normalization of brain functional activity seems to be hampered in older patients and in those developing relapses or new irreversible brain damage [47].

At present, few studies have investigated the role of cortical plasticity in limiting the functional consequences of tissue damage in patients with primary progressive (PP) MS [22, 34, 48]. In one study, the patterns of brain activations following simple and complex motor tasks were assessed in PPMS patients with variable degrees of motor impairment, and in controls matched for sex and age [34]. Significant cortical activation changes during the performance of both the simple and the complex motor tasks were found in these patients, who showed different patterns of cortical activations with the varying degrees of their clinical impairment. During the performance of a simple motor task with the clinically
unaffected limbs, patients with PPMS had more significant activations of the contralateral SMA, the SII, bilaterally, and several regions of the frontal and temporal lobes (e.g., insula and superior temporal gyrus) in comparison with healthy volunteers. These findings indicate a marked cortical reorganization taking place in brain regions involved in different phases of movement planning and execution. Interestingly, the observed pattern of cortical activations involved a widespread network usually considered to function in motor, sensory, and multimodal integration processing (i.e., the frontal and temporal cortex and the insula) [49]. During the performance of a simple task with an affected limb, patients with PPMS showed increased activations of the ipsilateral CMA and the postcentral gyrus. Since CMA activation in healthy subjects has been related to the learning of new motor tasks, and since it is also thought to reflect task difficulty [50],

Fig. 5. Group maps generated from random effect analysis showing task-related activation at baseline (A), task-related activation at follow-up (B), and task-related activity decrease between the two fMRI studies during right-hand movement (C) in 18 patients with MS. Areas of decreased activity (baseline > follow-up) (C) included the right (ipsilateral) sensorimotor cortex and the left (contralateral) cerebellum. Note that the activations are color-coded according to their t values. Images are in neurological convention. Reproduced with permission from [47]
a possible explanation for the increased CMA recruitment found in patients with PPMS might be that the patients tended to perceive the simple experimental task as a sort of a novel task, which, as a consequence, had to be “relearned.” Finally, during the execution of a more complex task, patients with PPMS showed increased activations of the ipsilateral thalamus, the middle frontal gyrus, bilaterally, and several other sensory regions, including an area located in the visual cortex. Visual-sensory interactions are known to occur in humans [51] and, again, they might be enhanced in patients with PPMS in an attempt to compensate for the functional impairment secondary to subcortical WM damage. The notion that multimodal integration areas might have a critical role in PPMS patients has been strengthened by another study, which showed increased activations of these regions in PPMS patients, in comparison with healthy controls, during passive movements [48]. In another fMRI study of a motor task, the hypothesis tested was that if cortical adaptive responses have the potential to limit the accumulation of disability in patients with PPMS after tissue injury, the extent of such changes should be greater with increasing MS-related pathology [22]. Consistent with this hypothesis, strong correlations between the extent of the fMRI activations of several sensorimotor areas and several MT or DT MRI metrics of structural damage of the brain and the cervical cord were found. This suggests that not only brain damage, but also cervical cord involvement, can cause adaptive cortical reorganization with the potential to limit the functional consequences of MS-related structural damage.

To assess the role of cervical cord pathology in isolation in eliciting brain functional reorganization, movement-associated cortical activations have been investigated in patients with a previous episode of isolated acute myelitis of probable demyelinating origin and lack of brain damage [35]. In this study, the relationship between the extent of cortical reorganization and the extent of cord pathology, measured using MT MRI, was also evaluated. Compared with healthy volunteers, patients with myelitis had increased recruitment of the ipsilateral primary SMC, SMA, and middle frontal gyrus. Several strong correlations were found between the extent of fMRI activations and MT MRI metrics of cervical cord damage. Recently, it has also been shown that patients with isolated myelitis have different patterns of movement-associated cortical activations according to the level of cord damage [52]. The relation between the presence and extent of spinal cord injury and an altered brain pattern of movement-associated cortical activations has also been shown in patients with Devic’s neuromyelitis optica [36].

A recent study used fMRI to analyze how the motor network responds to motor training in MS patients with mild motor impairment of the right upper extremity [53]. Before training, MS patients had a more prominent activation of the contralateral dorsal premotor cortex (BA6) during thumb movements, when compared with controls. After training, unlike the control group, MS patients did not exhibit task-specific reductions in activation of the contralateral primary somatosensory, motor and adjacent parietal association (BA40) cortices (Fig. 6). The absence of training-dependent reductions in activations supports the notion...
that a decreased capacity to optimize recruitment of the motor network with practice is present in MS patients. Further studies are now warranted in order to better understand training-dependent cortical plasticity in MS, which might help to optimize therapies and prolong preservation of motor functions.

Cognition

Recent fMRI studies have suggested that functional cortical changes might have an adaptive role in limiting MS-related cognitive impairment [54-66]. Therefore, brain “plasticity” might, in part, explain the weak relationship found in MS between neuropsychological deficits and conventional measures of disease burden [67].
Several cognitive domains have been investigated in MS patients, using fMRI. Among these cognitive domains, working memory has been the most extensively studied by means of the Paced Auditory Serial Addition Test (PASAT) and the Paced Visual Serial Addition Task (PVSAT) [54, 55-57, 61, 65], the n-back task [60, 62-64, 66], or a task adapted from the Sternberg paradigm [58]. Additional cognitive domains including attention [59] and planning [68] have also been investigated. The PASAT and its visual version, the PVSAT, involve working memory as well as sustained attention, information processing speed, and simple calculation. Using the PASAT, Audoin et al. [57] showed that relative to controls, patients with CIS suggestive of MS had significantly greater activations of the right frontopolar cortex, the bilateral lateral prefrontal cortices, and the right cerebellum. Both groups had similar performances on the task, confirming that compensatory cortical activations at the earliest stage of MS reflect active processes of neuroplasticity that are likely to contribute to reducing the cognitive outcome of brain MS pathology. During performance on the PVSAT, Staffen et al. [54] observed differences in the patterns of brain activations between RRMS patients and healthy controls, despite the fact that patients had intact performance on the task. These findings were again interpreted as compensatory mechanisms through neuronal plasticity during the early stages of the disease.

Other authors have investigated the relationship between functional adaptive changes and the extent of overall tissue damage on quantitative [69] and conventional MRI [61]. Audoin et al. [69] compared 18 patients with a CIS suggestive of MS with 18 controls on the PASAT. Structural abnormalities were revealed in the NAWM and GM of patients by means of MT ratio (MTR) histogram analyses. As a whole, patients performed more poorly than controls, and their PASAT scores correlated with the mean NAWM MTR, but not with the GM MTR. Relative to control subjects, patients showed increased activations of the BA45, bilaterally, and the right BA44. In patients, the activation of the right BA45 was inversely correlated with the mean NAWM MTR and the peak position of the GM MTR histograms. In a study by Mainiero et al. [61], patients with RRMS and no, or only mild, deficits at neuropsychological testing were compared to healthy subjects during the performance of attention and memory tasks. During both the PASAT, and a recall task, patients exhibited significantly greater brain activations than controls and recruited additional brain areas. In patients, task-related activations during performance of both tasks correlated with T2 lesion load, and were greater in patients with better cognitive functioning than in those with impaired cognition.

Using PASAT, altered functional [55] and effective [56] connectivities of the working memory network have been demonstrated in patients at the very early clinical stage of MS. Altered functional connectivity was found to be related to the extent of diffuse WM changes, assessed using MTR, and T2 lesion load [55].

The n-back task is another paradigm that has been commonly used to study working memory in MS. Wishart et al. [64] showed that, relative to healthy controls, patients with mild RRMS showed shifts in brain activation patterns within
(i.e., prefrontal and parietal regions) and outside (i.e., bilateral medial frontal, cingulate, parietal, bilateral middle temporal, and occipital regions) the typical components of the working memory circuitry. Using a 2-back verbal working memory task, Sweet et al. [62] showed that a shift toward increased activation of regions related to sensorimotor functions and anterior attentional/executive components of the verbal working memory system contributed to sustain normal performance of a challenging verbal working memory task among high-functioning MS patients. Posterior memory storage systems appeared unaffected, while portions of the visual processing and subvocal rehearsal systems were found to be less active. Although a shift in neural activity was noted relative to healthy controls, deviation from regions normally involved in verbal working memory function was not observed in this patient sample. Moreover, compensatory activity occurred predominantly in regions associated with verbal working memory, and this may decline relative to controls as task demands increase, which might explain why MS patients’ performance decreased as a function of effort on neuropsychological tests [63].

In a recent fMRI study conducted at 3.0 T [66], working memory was investigated with an n-back task and functional connectivity analysis in a group of 21 RRMS patients and 16 age- and sex-matched healthy control subjects. With similar performances on the task, activations were found in similar regions for both groups. However, patients had relatively reduced activations of the superior frontal and anterior cingulate gyri. Patients also showed a variable, but generally substantially smaller, increase in activation than healthy controls with greater task complexity, depending on the specific brain regions assessed. These findings suggest that, despite the recruitment of similar brain regions for the task in both groups, patients have a reduced functional reserve for cognition relevant to memory. The functional connectivity analysis revealed greater correlations between right dorsolateral prefrontal and superior frontal/anterior cingulate activations in controls, and correlations between activations in the right and left prefrontal cortices in patients, suggesting that altered interhemispheric interactions between dorsal and lateral prefrontal regions may be an additional adaptive mechanism that could limit the clinical manifestations of the disease distinct from recruitment of novel processing regions [66].

**Conclusions**

Taken together, fMRI studies demonstrate the potential of this technique in providing important insights into the mechanisms of cortical reorganization following MS-related tissue injury. This should improve our understanding of the factors associated with the accumulation of irreversible disability in MS. Although the role of cortical reorganization in limiting the functional impact of MS-related structural damage has still not been proved conclusively, the available data support the hypothesis that cortical adaptive responses may have an important
role in compensating for MS-related irreversible tissue damage, such as axonal loss. Thereby, it can be concluded that the presently available fMRI data suggest that the rate of accumulation of disability in MS might be a function not only of tissue loss but also of the progressive failure of the adaptive capacity of the brain.
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EVALUATION OF MRI OUTCOMES
Chapter 10

Validation of MRI Surrogates

M.P. Sormani, M. Filippi

Introduction

Traditionally, the clinical endpoints used to monitor clinical trials in multiple sclerosis (MS) are the occurrence of relapses (usually expressed as a rate over time), and the degree of disability, most commonly evaluated using the Expanded Disability Status Scale (EDSS) [1].

Magnetic resonance imaging (MRI) is commonly used for studying MS, and MRI-derived endpoints are, at present, largely used as primary measures of outcome in phase-II trials and as secondary measures of outcome in phase-III trials of MS. So far, statisticians working in this field have been asked to assess the precision, accuracy, sensitivity to change, cost-effectiveness, and correlation between clinical and MRI-derived endpoints; however, the central issue that needs to be clarified in order to use MRI in studies of MS as a surrogate outcome for clinical measures still remains controversial [2].

Surrogate endpoints (SE) are defined as instrumental or laboratory variables with the potential to be used in clinical trials instead of the “true” clinical outcome of interest. An SE is useful when it can be measured earlier, more conveniently, or more sensitively than the outcome of interest. Under these circumstances, the use of an SE can result in significant reductions in the duration of the trial and the size of the sample studied. It might also be helpful when trying to anticipate the effect of a given treatment on the management of individual patients.

The criteria that an outcome measure must meet to be considered as a valid SE are stringent and often not fully acknowledged. In this context, the most common misconception is to consider as valid SEs those outcome measures found to be correlated with the “true” clinical outcome. Clearly, the demonstration of such a correlation is a prerequisite for validating surrogacy, but it is not sufficient on its own. The adoption of a valid SE also requires that the effect of a given treatment on the SE allows the prediction of the effect on the outcome of interest. Prentice [3], in a landmark paper, proposed a formal definition of SEs and outlined how potential SEs could be validated using data from individual clinical trials and four operational criteria. To consider a paraclinical measure as a valid SE for a clinical endpoint of interest, these criteria require that a given treatment is effective on the SE (*first criterion*) and on the clinical endpoint of interest (*second criterion*), that the SE and the clinical endpoints are significantly correlated (*third criterion*) and, finally, that the effect of a given treatment on the clinical endpoint
is mediated through an effect on the SE (fourth criterion) in such a way that the treatment effect “disappears” when adjusting for the SE.

At present, only two validation studies have been performed in MS [4, 5], which have investigated the role of MRI as an SE for clinical variables in relapsing/remitting multiple sclerosis (RRMS) patients treated with glatiramer acetate (GA) and in secondary progressive multiple sclerosis (SPMS) patients treated with interferon β-1b (IFNβ-1b). These studies used data from two randomized trials [6, 7] and the statistical methodology proposed by Prentice [3].

A Brief Introduction to the Prentice Criteria

The Prentice criteria can be formalized by building up appropriate models for the treatment effect, according to the nature of the dependent variable. In general, indicating the treatment variable with Z, the intercept with μ, and the error term with ε for each model, they can be summarized as follows:

1. **Z must be prognostic for S.** This condition can be tested by assessing the significance of the coefficient α in the following regression model:

   \[ S_j \mid Z_j = \mu_s + \alpha Z_j + \epsilon_{sj} \]

   where \( \alpha = \) treatment effect on \( S \).

2. **Z must be prognostic for T.** This condition can be tested by assessing the significance of the coefficient \( \beta \) in the following regression model:

   \[ T_j \mid Z_j = \mu_t + \beta Z_j + \epsilon_{tj} \]

   where \( \beta = \) treatment effect on \( T \).

3. **S must be prognostic for T.** This condition can be tested by assessing the significance of the coefficient \( \gamma \) in the following regression model:

   \[ T_j \mid S_j = \mu + \gamma S_j + \epsilon_j \]

   where \( \gamma = \) effect of \( S \) on \( T \).

4. **The full effect of Z on T must be explained by S.** This condition is satisfied when the coefficient \( \beta_s \) in the following regression model becomes equal to zero:

   \[ T_j \mid Z_j, S_j = \mu_{ts} + \beta_s Z_j + \gamma S_j + \epsilon_{tsj} \]

   where \( \beta_s = \) treatment effect on \( T \) adjusted for \( S \), and \( \gamma_s = \) effect of \( S \) on \( T \) adjusted for treatment.
Validating Conventional MRI Metrics as Surrogates for Relapses in GA-treated RRMS Patients

The study design of this randomized trial is reported elsewhere [6].

The total number of relapses over the 9-month follow-up period was considered the “true” (T) outcome for this validation study, whereas the number of new enhancing lesions seen on monthly post-contrast T1-weighted scans, the percentage lesion volume change between the baseline and the exit T2-weighted scans and a composite measure of these two quantities were considered as the surrogate (S₁, S₂, S₃) outcomes. The results of this validation study showed that the four Prentice criteria [3] were satisfied. GA significantly reduced the number of relapses: the relative risk (RR) was equal to 0.72 (RR = 0.72; 95% CI = 0.52-0.99), indicating that GA-treated patients experienced about 28% fewer relapses than patients on placebo. According to the second Prentice criterion, this indicates that the validity of the explored MRI metrics for being considered as SEs for clinical relapses could be investigated further.

As regards the number of new enhancing lesions, the first Prentice criterion was also satisfied, since the effect of treatment on this metric was statistically significant: RR = 0.60 (95% CI = 0.44-0.81), indicating that the treatment reduced the mean number of such lesions by about 40%. The third Prentice criterion was also satisfied, since a strong relationship between the number of new enhancing lesions and the number of relapses was found (P < 0.0001). Satisfaction of the fourth Prentice criterion requires that the reduction in the number of relapses due to treatment is mediated through a reduction in the number of new enhancing lesions. In other words, the treatment effect on relapses should “disappear” when adjustment for lesion number is applied. A strong decrease in treatment effect on relapses was observed after such an adjustment. Nevertheless, a residual treatment effect was still present: GA-treated patients still experienced about 17% fewer relapses than placebo patients after the adjustment (P = 0.28).

As regards the percentage T2 lesion volume change, similar results were obtained in terms of satisfaction of the Prentice criteria. The effect of treatment on the percentage T2 lesion load change was statistically significant: the percentage T2 lesion volume change induced by treatment was about 12% (first criterion). The third criterion was also satisfied, since a strong relationship between the percentage T2 lesion volume change and number of relapses was found (P = 0.002). Finally, adjusting for T2 lesion load change (fourth criterion) resulted in a decreased treatment effect on relapses. Nevertheless, a residual treatment effect was still present: GA-treated patients continued to experience about 15% fewer relapses than placebo patients (P = 0.36).

The composite MRI score was also different between GA-treated and placebo patients (P = 0.002), and was strongly correlated with the number of relapses (P < 0.0001). The composite MRI score accounted for a large proportion of the
treatment effect on relapses. After adjusting for the composite MRI score, it was found that GA-treated patients experienced about 9% fewer relapses than placebo patients ($RR = 0.91; 95\% CI = 0.6-1.28$).

Validating Conventional MRI Metrics as Surrogates for Clinical Disability in IFNβ-1b-treated SPMS Patients

The study design of this randomized trial is reported elsewhere [7].

The level of disability measured using the EDSS score at study exit (3 years), adjusted for the baseline EDSS, was the primary clinical outcome of this validation study. Two surrogate MRI variables were considered: the number of new and enlarging lesions (“active” T2 lesions) seen on the T2-weighted MRI scans obtained at year 1 ($S_1$); and the percentage lesion volume change between T2-weighted MRI scans obtained at baseline and year 1 ($S_2$). A composite MRI score including both these MRI metrics was also considered ($S_3$).

In the patient sample which entered the analysis, the first Prentice criterion was satisfied, since the effect of treatment on the number of “active” T2 lesions was significant: the exponential of the coefficient representing the treatment effect was 0.40 ($95\% CI = 0.31-0.52$), indicating that the administration of the “active” treatment was associated with a 60% reduction in the mean number of “active” T2 lesions accumulated over the first year. The effect of treatment was also significant in reducing the percentage lesion volume change over the first year: a difference of 7.3% ($95\% CI = 5.1\%-9.4\%$) was observed in favor of the treated patients during the first year of the study.

In the present sample, the treatment effect on EDSS was also confirmed (second Prentice criterion). The coefficient $\beta$, representing the treatment effect, was $-0.28$ (SEM = 0.08, $P = 0.001$), which means that, on average, the mean EDSS change over the 3 years of the study was lower in the treated patients by 0.28 points than in those receiving placebo.

The third Prentice criterion was also satisfied, since a weak, but significant, correlation between the number of “active” T2 lesions accumulated over the first year and the EDSS change over the entire follow-up duration was found ($r = 0.16, P < 0.0001$). The same was true for the correlation between the percentage T2 lesion volume change over the first year and EDSS changes over the entire study period ($r = 0.13, P = 0.002$).

When the treatment effect was adjusted for the number of active T2 lesions, the impact on EDSS at year 3 (corrected for the baseline EDSS) changed from $-0.28$ EDSS points to $-0.16$ EDSS points (SEM = 0.09, $P = 0.08$). A similar finding was seen when considering the percentage T2 lesion volume change over the first year: the residual treatment effect after adjusting for T2 lesion volume change was $-0.20$ (SEM = 0.09, $P = 0.02$) (fourth Prentice criterion). When both these MRI variables were included in the model, the residual IFNβ-1b effect was equal to $-0.12$ (SEM = 0.10, $P = 0.28$).
Conclusions

These studies, based on data collected in two large-scale MS treatment trials of GA and IFNβ-1b [6, 7], represent a first attempt to achieve a formal validation of MRI metrics as SEs for clinical relapses and EDSS progression in patients with MS.

Although confirmation of these results are needed, the first study [6] indicates that two of the most commonly accepted MRI metrics used for monitoring MS treatment trials (i.e., new enhancing lesions and percentage T2 lesion volume changes) do behave in respect to clinical relapses in a way that Prentice suggested would be necessary for an outcome measure to be considered as a valid SE for the “true” clinical outcome of interest. The second study [7] shows that the occurrence of active T2 lesions and the changes in T2 lesion volume over the first year of the study account for slightly more than 50% of the difference in EDSS changes seen over the entire study duration in IFNβ-1b-treated patients when compared with those receiving placebo. This observation, if confirmed, would imply that, although IFNβ-1b was able – in this trial of SPMS patients, but not in others [8-10] – to reduce significantly the accumulation of clinical disability and T2 MRI abnormalities, the overall effect of IFNβ-1b on disability was not fully explained by its effect on the considered MRI metrics.

A meta-analytic assessment of the results of all, or nearly all, the randomized trials of MS which collected both clinical and MRI data would be a desirable and warranted approach to confirm these preliminary results. Clearly, the validation of MRI metrics for monitoring treatment effects in MS is a complex process, which would require an intensive collaboration and data-sharing between investigators and pharmaceutical companies, which hopefully should lead to a better definition of MRI surrogacy in MS.
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Defining Responders and Non-responders

I. ABAN, G. CUTTER

Introduction

A physician in a clinic would typically like an answer to the question: Who will benefit from this treatment? In particular, will this patient benefit from this treatment? In an effort to answer the question, astute clinicians observe patients serially; in other words, they will try a treatment on the patient and then adjust the therapy if his or her condition does not respond. Although the sample size in this experiment is \( n = 1 \), the observations collected over time for this patient and others provide a knowledge base and have led clinicians toward a major understanding of certain treatments. Often, and historically, these understandings, taken collectively, have informed practice standards. However, this approach runs the risk of underestimating the extent of unsuccessful treatments, due to a failure to examine those patients who do not return.

In multiple sclerosis (MS), we measure our success in preventing progression of the disease when the patient has few relapses and suffers no increased disability, and also, more commonly, through the use of magnetic resonance imaging (MRI) parameters: for instance, no new lesions found by MRI, no increase in T2 volumes, and minimal brain atrophy. This system of evaluation differs from the response to symptomatic therapies, which focuses on symptom improvements such as: Did the rash go away? In the treatment of MS, we have not been able to follow this time-honored symptom management approach. Indeed, if this were done in MS, we would have to study the time to the disappearance instead of the incidence of gadolinium-enhancing (Gd) lesions.

In clinical trials, the response is often assessed by the effect of treatment; typically represented by the average treatment effect of the treated or control group. Did more patients fare better under treatment A, B, C, D, or the placebo? What characteristics of the patients are useful in predicting (with high sensitivity and specificity) who will respond to this treatment? In clinical practice, the response of interest is usually at the individual level: Is the patient relapse-free or is the patient free of MRI activity? Is the patient better? Furthermore, there may be no control group in clinical practice, and the meaning of “better” is often defined by the patients themselves.

How Does a Multiple Sclerosis Patient “Respond” to Treatment?

Some of the terms generally used to describe a clinical response are: non-response, poor response, partial response, breakthrough disease, and progression.
Are all these terms the same when studying MS? In infectious diseases, the absence of the organism or virus responsible for the infection is evidence of successful therapy or positive response. In MS, the absence of MRI activity or the absence of exacerbations, although necessary, are not sufficient reasons for us to say a person has responded. Thus, even the definition of responder is problematic in MS because our endpoints are not definitive.

Why is MS different? The condition of MS patients can worsen without exacerbations or MRI activity. Some patients have no brain MRI lesions and still do poorly from a clinical point of view. Early exacerbations or lesions can often be considered to be evidence of a delay in effectiveness or evidence of ineffective therapy. However, the absence of activity for periods of time is a hallmark of this disease. Progression or lack of progression on the Expanded Disability Status Scale (EDSS) may be too insensitive a measure to judge whether a clinical response has occurred. If a clinician uses the criterion “no exacerbations at any time” as the definition of a responder, it is likely that they will end up with no suitable treatment to offer the MS patient. Even the highly touted but now beleaguered Tysabri (natalizumab) has not been exacerbation-free! It was found to reduce exacerbations by two-thirds against a placebo; thus the longer the duration of observation, the more likely it is that a treatment will be seen to fail.

How do we define MRI responders? If new activity develops, the presumption is that this will translate into clinical worsening. However, the absence of brain MRI changes or activity is not, in and of itself, a guarantee of successful response. Our astute clinician will often make a within-person comparison, i.e., compare the current result with prior experience with this particular patient. Is this patient better functionally than before? Are there fewer MRI lesions than before? Is there less increase in MRI burden of disease? How do the composite scores for various items compare with those from previous visits? He/she may also use historical controls: Is this patient doing differently than his/her other patients? This approach or view of response presumes adequate historical information and recall of past experiences. These experiences are often biased by only seeing patients who return to the practice. Discontented patients often go elsewhere and, therefore, failures may be removed from the comparisons. In addition, we all have a tendency to remember our biggest successes and worst failures, with the remainder blending into the background, often making an accurate historical perspective difficult.

**Responder Analysis**

Responder analysis is the approach to understanding what works in whom. Responder analysis is not a new idea. In his book, Human experimentation: A guided step into the unknown [1], W. Silverman, quoting Galen, who was very
influential and prophetic in medical research, says that “All who drink of this remedy recover in a short time, except those whom it does not help, who all die. Therefore, it is obvious that it fails only in incurable cases.” Such personal recall and perspectives are, of course, not what we seek in our current attempts to identify responders, but this form of hubris may still lurk in our assessments.

In clinical medicine, while we work prospectively, it is often asked: What did I do for the patient and did it work? This is known as a retrospective approach. Quite naturally, clinicians doing research want to use the retrospective approach in identifying responders and non-responders and asking how they differ from each other. However, this is very risky and often leads to wrong conclusions. This difference between prospective and retrospective approaches can lead to serious disagreements between statisticians and clinicians over the best approach to adopt.

**Cause and effect** are key concepts in response analysis. A “cause-to-effect” must be defined a priori and is prospectively assessed, with the cause preceding the effect. On the other hand, a “cause-from-effect” retrospectively identifies differences by comparing responders and non-responders. Although convenient and easier to implement, the conclusions from retrospective studies may be misleading because of the confounding variables that were not controlled. These hidden or confounding variables may not be the predictors of interest, but may be related in such a way as to contribute to the effects observed in the study.

Responder analysis may be based on either observational study or clinical trials. **Observational studies** use data based on real patient populations and real standards of treatment. Because of the convenience that these studies offer to patients and physicians, observational studies are typically easier to conduct, have larger numbers of patients, and are more likely to have long-term observations. However, their main limitation is the lack of comparative controls. There will always be the presence of unknown confounding variables such as the decision-making process in the assignment of treatments. These processes are not random and often lead to selection biases that do not offer fair comparisons among treatments and also yield variable standards of treatment. This variability in how treatments are provided also causes variability in exposure to treatment. Due to the beliefs held by the study sponsor and authors who want to publish results, additional biases in assessments can occur. Often the consequences of these biases result in overestimating treatment effects and numbers of responders. Furthermore, when the characteristics of responders are examined, it can be the selection biases that are identified and not the actual predictors of response.

**Clinical trials**, on the other hand, are performed in a controlled experimental setting which minimizes the introduction of bias in the evaluation of the therapies. Treatment and assessment are well-defined prior to the collection of data; criteria for selecting participants into the study are defined in advance and lead
to more homogeneity in the study population; and treatments are allocated randomly, which takes the selection biases of assignment out of the mix. Clinical trials usually involve a parallel matched control group which allows unbiased estimation of the response to therapy and prediction of responders separate from treatment effects. Some of the limitations of a clinical trial are the artificial selection of patients due to the restrictions placed by rigid entrance criteria. For example, participants may have the requirement for active disease and are identified based on explicit selection criteria. This results in a less generalizable group of patients, not only due to the more homogeneous population enrolled than that seen by the typical clinician, but also because of the effect of “tender loving care” experienced through being in a study, or a so-called “placebo effect.” Being chosen to take part in a study may improve the patient’s perception of their situation, making them “feel special,” and this can be misinterpreted as a treatment effect. Also, those who volunteer in studies often differ markedly from those who do not volunteer. Finally, and one of the most controversial limitations, is that the random allocation of placebos may be perceived as being unethical.

In responder analysis it is, first and foremost, important to know the inclusion criteria used; in particular: What is the population from which the participants were selected and not selected, and were there any referral biases? One also needs to know how the treatments were allocated and how the patients obtained the treatment. Randomization is the gold standard when it comes to allocation of treatments because it is not influenced by any prior knowledge of the patient and theoretically creates treatment groups that are comparable in all respects, so that any differences after treatment can be attributed to the drug itself. Finally, it is critical that the outcome measures are clearly defined and carefully measured. This is the basis of determining who among the patients are responding. But what are the statistical tools used to describe what we mean when distinguishing between responders and non-responders, and how are the measurements made?

**Risk versus Odds**

In predicting responders, we want to know how much more likely is one group to respond to therapy relative to another group. Two commonly used measures to quantify this question are relative risk ratios (RR) and odds ratios (OR). Relative risk compares the incidence of two groups, i.e., \( RR = \frac{P_r}{P_c} \) where \( P_r \) is the incidence in the risk group and \( P_c \) is the incidence in the comparator or control group. This measure is usually the preferred comparison for assessing risk and/or predictors of response. The problem with relative risk is the need to obtain incidence figures. Incidence rates require two points in time; taking a population free of the condition but with a likelihood of it developing, and assessing the occurrence of new cases over the interim period. Obtaining such data requires
prospective studies and is far more costly than examining odds ratios, which can be computed from cross-sectional data.

The odds ratio compares the odds of the risk group responding to a treatment relative to the odds in the comparison group, i.e., \( OR = \frac{O_r}{O_c} \) where \( O_r = \frac{P_r}{1 - P_r} \) and \( O_c = \frac{P_c}{1 - P_c} \). Therefore, \( O_r \) is the ratio of the probability of responding to not-responding to treatment in the treatment group, while \( O_c \) is the ratio of the probability of responding to not-responding to treatment in the control group. Although these two measures (RR and OR) both give estimates of the magnitude of association between the predictor and the response and are often used interchangeably by authors, they are not the same. The explicit mathematical relationship between these two ratios is given by the equation:

\[
RR = \frac{OR}{1 + P_c \times (OR - 1)}
\]

It should be clear from this equation that RR is smaller than OR because we are dividing the OR by a number greater than 1 to obtain the RR. Therefore, in general, the odds ratio overestimates the relative risk. However, when the probability of the response is lower than 10% or above 90% (i.e., response or non-response is a rare event), the odds ratio approximates the relative risk.

To illustrate, suppose that a MS study investigates the effect of two treatments on EDSS progression. In Table 1, A represents the number of patients on Treatment 1 (Rx 1) who worsened in spite of therapy and B those who did not. For patients on Rx 2, C represents those who worsened while D represents the number of patients not progressing (i.e., responding to Rx 2). Therefore, 70 out of 4800 patients worsened on Rx 1 and 50 out of 2400 patients worsened on Rx 2. The odds ratio of worsening is \( OR = \frac{AD}{BC} = 0.696 \), while the relative risk is \( RR = \frac{A/(A+B)}{C/(C+D)} = 0.70 \).

How do we interpret these ratios? Both ratios can have values between 0 and infinity. A value of 0 indicates no association between the treatment and response, while a value less (or greater) than 1 indicates a reduction (or increase) in the risk or odds of worsening under Rx 1 relative to Rx 2. Note that, in this example, the relative risk is approximately equal to the odds ratio because of the rarity of the response. The computed values indicate about a 30% decrease in the rate of worsening for patients in Rx 1 relative to patients in Rx 2.

<table>
<thead>
<tr>
<th></th>
<th>Yes (A)</th>
<th>No (B)</th>
<th>Total (A+B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rx 1</td>
<td>70</td>
<td>4730</td>
<td>4800</td>
</tr>
<tr>
<td>Rx 2</td>
<td>50</td>
<td>2350</td>
<td>2400</td>
</tr>
<tr>
<td>Total</td>
<td>120</td>
<td>7080</td>
<td>7200 (n)</td>
</tr>
</tbody>
</table>

\( \text{Table 1.}\) Results of a study with 7200 patients
These two measures are indicative of the ability to define responders and non-responders. That is, Rx 1 is more likely to produce a response, since it had fewer patients who worsened than with Rx 2. However, they are on a ratio scale which is often not intuitively understood. For example, a ratio scale implies that in magnitude, a relative risk of 0.50 has the same relative importance as a relative risk of 2.0.

While treatment is a basic variable that we all use in identifying responders and non-responders, it is not what we commonly think of when raising questions of responders. In general, we think of identifying responders on the basis of patient characteristics that are associated with better responses in one or both of the treatment arms.

An Illustration: Do EDSS and Age Matter in Gd Response?

Consider a study involving 200 patients who received treatment “X” with the outcome measure being the presence or absence of new gadolinium-enhancing (Gd) lesions. We are interested in investigating whether EDSS matters in Gd response; that is: Are patients with lower EDSS levels more likely to respond to therapy? Table 2a is a summary table that examines response based on whether the patients had an EDSS below 3 or an EDSS of 3 or higher. Based on this table, we can calculate the odds of responding by EDSS level. Here, the odds ratio is 3. This means that MS patients with an EDSS <3 have three times the odds of responding to the treatment than patients with EDSS ≥3. Similarly we could compute the relative risk of responding. Surprisingly, we see that the RR is equal to 2. In this situation, the incidence of responding is not rare and the odds ratio is overestimating the treatment benefit.

The fact that, in general, the odds ratio is not equal to the relative risk should be considered when discussing and/or analyzing data. Analyses based on logistic regression models estimate the odds ratio, while analyses that use the Cox proportional hazards regression model or Cox models are actually estimating the relative risk. Too often researchers interpret the results from logistic regression models to be relative risk and thereby often overestimate both treatment effects and/or the strength of predictors of response.

Effects of Incomplete Data or Dropouts

In the imperfect world of a clinical trial, patients sometimes drop out of the study. We again consider the example summarized in Table 2a. Table 2b adjusts the values in Table 2a to include some differential dropout from the study. Suppose that three of the cells experience a 20% dropout rate, but the cell for non-responders with EDSS ≥3 has a dropout rate of 40%. In this case, the actual data observed at follow-up are in Table 2b, not Table 2a. Here, the odds ratio is found to be 2.25, which is different from the odds ratio of 3 in the no-dropout case.
Next consider age in the analysis as another predictor of response variable. Of the same 200 patients from our example trial with no dropout, we now provide the breakdown of age and responders as shown in Table 3. We compute the odds ratio to assess the impact of age on being a responder. Here, the odds ratio is 2.5, which shows that age is an important predictor variable in response. Specifically, the younger patients are more likely to be responders.

Now, what happens if we simultaneously examine the relationship of age and EDSS on response? We subdivide the population into two 2 by 2 tables based on EDSS level and for each table we compare the responders by age. Using the values in Table 4a, b, the odds ratios when EDSS < 3 and EDSS ≥ 3 for the age variable are 1 and 8, respectively. We do not see the same impact of age on response.

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Responder</th>
<th>Non-responder</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age &lt;45</td>
<td>50</td>
<td>55</td>
<td>105</td>
</tr>
<tr>
<td>Age ≥45</td>
<td>25</td>
<td>70</td>
<td>95</td>
</tr>
<tr>
<td>Total</td>
<td>75</td>
<td>125</td>
<td>200</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Responder</th>
<th>Non-responder</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEDSS &lt;3</td>
<td>50</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>EDSS ≥3</td>
<td>25</td>
<td>75</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td>75</td>
<td>125</td>
<td>200</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Responder</th>
<th>Non-responder</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age &lt;45</td>
<td>30</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>Age ≥45</td>
<td>20</td>
<td>20</td>
<td>40</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>50</td>
<td>100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Responder</th>
<th>Non-responder</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDSS &lt;3</td>
<td>40 (80% of 50)</td>
<td>40 (80% of 50)</td>
<td>80</td>
</tr>
<tr>
<td>EDSS ≥3</td>
<td>20 (80% of 25)</td>
<td>45 (60% of 75)</td>
<td>65</td>
</tr>
<tr>
<td>Total</td>
<td>60</td>
<td>85</td>
<td>145</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Responder</th>
<th>Non-responder</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age &lt;45</td>
<td>20</td>
<td>25</td>
<td>45</td>
</tr>
<tr>
<td>Age ≥45</td>
<td>5</td>
<td>50</td>
<td>55</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>75</td>
<td>100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Responder</th>
<th>Non-responder</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEDSS &lt;3</td>
<td>40 (80% of 50)</td>
<td>40 (80% of 50)</td>
<td>80</td>
</tr>
<tr>
<td>EDSS ≥3</td>
<td>20 (80% of 25)</td>
<td>45 (60% of 75)</td>
<td>65</td>
</tr>
<tr>
<td>Total</td>
<td>60</td>
<td>85</td>
<td>145</td>
</tr>
</tbody>
</table>
when we stratify by EDSS levels. These two odds ratios are very different, which implies that the relationship of age to the response depends on the EDSS status. This is known as an age-by-EDSS status interaction.

This illustrates the complexity of finding responders and considering response variables. Frequently the analyses end with univariate analyses, and if a predictor is found, success is declared. In the above example, there is no association between age and response for patients with EDSS <3, so declaring that age is a predictor of response is in general not true, although the data from Table 3 would suggest otherwise. Caution when declaring predictors of response is definitely needed.

**Predicting Response**

Sometimes predictors of response are illusory and stem from design criteria. For example, a common culprit is a phenomenon called regression to the mean. This design-induced response suggests that results are predicted by the baseline levels. When patients are selected on some criteria, such as active Gd lesions, then it is easily shown that the number of Gd lesions at baseline is a predictor of response. This is not because of some real phenomenon, but is merely the result of random error. Consider rolling a dice with the numbers 1 through 6 on each of the faces. Further, suppose the points on the dice (the numbers 1 through 6) represent the number of Gd lesions of that patient. Suppose we decide to use this dice as our screening tool and if a patient has a 4, 5, or 6, they are in the trial. Then if we were to screen 120 patients we would expect 60 of them to have a 4, 5, or 6.

What happens to our patients when we next see them? To keep this a purely artificial example, assume that we merely roll the dice again. The rolls of the dice are independent and for each of the 60 patients “enrolled” we would see 10 ones, 10 twos, etc. on the next roll of the dice. Thus, while the patients started the study with “lesions” of 4, 5, or 6, at the next visit they had values of 1, 2, 3, 4, 5, and 6. Since these are independent rolls of the dice, on average, a patient would have a value of 3.5, which is the average of 1, 2, 3, 4, 5, and 6. Table 5 shows the mean “reduction” in Gd lesions by baseline level. The correlation between the baseline score and change in Gd appears because the group with the highest baseline value is capable of the greatest fall.

**Table 5.** Hypothetical data for regression to the mean

<table>
<thead>
<tr>
<th>Baseline Gd score</th>
<th>Number of patients at baseline</th>
<th>Expected follow-up mean</th>
<th>Change in Gd lesions</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>20</td>
<td>3.5</td>
<td>0.5</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>3.5</td>
<td>1.0</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>3.5</td>
<td>1.5</td>
</tr>
</tbody>
</table>
While many readers will quibble that this situation does not make biological sense, it can easily be shown that adding correlation, $\rho$, between the rolls of the dice reduces the appearance of this regression to the mean, but does not eliminate it. In fact, it can be shown that if $R$ is the amount of regression toward the mean that would occur in the independent situation, $(1 - \rho)^*R$ is the regression toward the mean when the measurements at baseline and follow-up are correlated.

To consider our dice example a little further, if we have three dice and use the sum of the dice throws 1 and 2 as our screening values, and the sum of dice throws 2 and 3 as the follow-up value, intuitively it would seem that these total scores are correlated with a value of $\rho = 0.50$, since half of the sum in both instances comes from the same die (dice number 2). This is correct mathematically as well. In such a situation, the regression toward the mean is reduced by the size of the correlation of what we would experience if we rolled four dice (two dice to represent screening and two more dice to represent follow-up).

But does this happen in reality? Figure 1 shows data from a trial conducted with an active disease-modifying therapy and a placebo. In both groups, we see an increasing reduction in the number of lesions, with an increase in the average reduction based on where we cut the baseline distribution. When we look only at individuals with any lesions, we see an average change of two lesions in the “placebo” group and four in the “treated” group. If we restrict our view to those with more than one lesion on entry, we see the placebo group drops almost four lesions and the treated drops almost seven. Examining those with more than two baseline lesions, we see that the placebo group decreases by slightly more than four and the actively treated group by almost nine. Thus, whilst it may be tempting to conclude that the baseline Gd counts are predictors of response, it is clear that caution should be exercised.

Finding a statistically significant association between a predictor and a response is not often sufficient in response analysis. Researchers would also like to predict the response. When this is the case, it is critical to assess the validity of the analyses, i.e., the ability to correctly categorize patients with pre-treatment characteristics as responders compared with patients without characteristics as non-responders. Specificity and sensitivity are the validity measures of most

![Fig. 1. Reduction in number of Gd lesions versus number of Gd lesions at baseline (red = placebo group, yellow = treated group)](image-url)
interest from a statistical point of view, while positive predictive value (PPV) and negative predictive value (NPV) are the validity measures of most interest from a clinical point of view.

Sensitivity is defined as the probability of correctly predicting that a person is a responder given that the person actually responds to treatment. Specificity is the probability of correctly predicting a non-responder given that a person will not respond to the treatment. Positive predictive value provides a measure of how often we are correct in predicting responders among those for whom we expect to respond. If we predict a non-response (or a negative result), we use the term negative predictive value to provide a measure of how often we are correct in predicting non-responders. To illustrate this, if the presence of Gd lesions is associated with a poor response, we can use the values shown in Table 6 and get sensitivity = 50/60 = 83%, specificity = 90/140 = 64%, PPV= 50/100 = 50%, and NPV= 90/100 = 90%.

The PPV and specificity are not really very good, since only half of the cases predicted to have a good response in fact do. Another measure, the Number Needed to Diagnose (NND) or predict a case, is used to assess just how good the values shown above actually are. This number is defined as: NND = 1/[Sensitivity – (1 – Specificity)]. Thus, in the above example NND = 1/[0.83 – (1 – 0.64)] = 1/(0.83 – 0.36) = 1/.47 = 2.13. This implies that for approximately every two patients predicted to respond, only one actually responds. Many good diagnostic tools have a value of NND close to 1.

### Other Issues in Responder Studies

#### Mining the Dataset

In reviewing the data, suppose you discover a variable that is associated with response. Because this variable was not part of your hypothesis, the interpretation of the $P$-value is not reliable. Should this relationship be reported in your paper? The answer is “yes” but one must honestly describe the conditions for which the result was discovered. For instance, in the paper you could write: “In exploratory analysis, we found that “X” was a predictor of MRI response. While the nominal $P$-value for assessing the strength of this association is 0.001, because of the exploratory nature of the analysis, we encourage caution in the

<table>
<thead>
<tr>
<th>Predictor</th>
<th>Responder</th>
<th>Non-responder</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gd–</td>
<td>50</td>
<td>50</td>
<td>100</td>
</tr>
<tr>
<td>Gd+</td>
<td>10</td>
<td>90</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td>60</td>
<td>140</td>
<td>200</td>
</tr>
</tbody>
</table>
interpretation of this $P$-value and encourage replication of the findings.” This is translated to mean that we were searching our data for predictors of response. We want to be on record as the being first to report this, but because we were just poking around when we found the relationship it would actually be misleading. We really hope that you see this relationship in your data too.

**Search for Predictors of Response**

Suppose I am interested in doing a study which examines the relationship of gender and smoking to MRI response in patients treated with interferon (IFN). I perform an analysis in the IFN-treated arm with 834 patients where 656 (79%) are female and 178 (21%) are male. My hypothesis is that the difference between females and males in the time until new MRI activity is seen is greater for smokers than non-smokers. An appropriate approach would be to do an overall analysis of time-to-event (the event being MRI activity) by gender followed by a subgroup analysis of gender among smokers and non-smokers.

The preliminary findings show that there is a 43% increase in new MRI activity among females as compared to males, and this increase is not significant. However, what I am really interested in is the difference between males and females in strata defined by smoking status. The conclusions, as presented in my paper, would be that there is a trend for females to have higher new MRI activity. This effect is primarily found among smokers, where the risk is nearly three times that of males. This confirms my belief that gender is important and underscores the importance of smoking cessation in females.

What really happened in the preparation of this paper? First, we did an analysis of the history of optic neuritis. We found that the overall test was not significant, i.e., none of the predictor variables in the model was found to be significant. We then looked for significance in subgroups of these variables: cigarette smoking (2 groups), age (3), sex (2), race (3), previous exacerbations (4), alcohol intake (2), BMI (3), previous IFN treatment (2), randomization date (3), family history (2), MRI activity at baseline (4), and gender (2). The total number of subgroup analyses performed taking each variable separately is 32, of which none were significant. We continued our subgroup analysis considering interactions of these variables. Although gender was not significant overall, as shown in Figure 2, we found a significant association in smokers (see Fig. 3). Then we remembered an article in *Neurology* by Riise et al. [2] entitled “Smoking is a risk factor for multiple sclerosis”. Therefore, after numerous analyses done, we finally found an interesting result that we would be able to report which confirmed our biases and sense of the literature. Was this cheating? If so, how badly did we cheat? The significant result about smoking is publishable, but with unknown value. This is because this wasn’t the plan of the study, but an afterthought decided upon after reading some of the literature. As seen in Figure 4, the probability of observing at least one significant association under the null hypothesis of no association increases as the number of tests increases.
Fig. 2. Time to MRI activity by gender (*red* = male; *blue* = female)

Fig. 3a, b. Time to MRI activity by gender stratified by smoking status; a, non-smokers, b, smokers (*red* = male; *blue* = female)
In conclusion, defining in advance the question one wishes to answer is critical in response analyses. One must plan ahead and consider dropouts and losses. Predictor variables must be defined a priori in order to minimize biases. Bias is the “invisible” demon. Correlation, large odds ratios, and small $P$-values do not necessarily imply that the predictor variable of interest causes the response. Finally, one should be honest in the report and must not be blind to one’s own biases.
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Chapter 12

Predictive Models in Multimodal Imaging

K. Mouridsen, L. Østergaard

Introduction

The disease mechanism of multiple sclerosis (MS) causes progressive subcellular and cellular changes that may ultimately be detected by magnetic resonance imaging (MRI): for instance, in normal-appearing white matter (NAWM) the effects of the disease gradually alter the macromolecular and cellular compartmentalization of water, causing subtle changes in magnetization transfer ratio (MTR) and diffusion-weighted imaging (DWI). Similarly, MS lesions are characterized by serial image changes in several MR image modalities.

Early diagnosis, as well as rapid, cost-effective development of novel therapies for MS treatment, depend critically on sensitive, early markers of the disease and models of disease progression. MRI, having demonstrated characteristic changes at many disease stages, is ideally positioned for this purpose. The challenge remains, however, to integrate and interpret large data sets of multimodal, high-resolution MRI data in order to most efficiently detect changes that are characteristic of the disease, its evolution, and its successful treatment. Examples of the progress already made in this respect include the current analysis of MTR and DWI changes in NAWM: rather than using global averages of signal intensities as a metric of disease, the wealth of information from individual image voxels is utilized in histogram analysis, providing more insight and sensitivity to characterize disease progression. The aim of this overview is to extend these efforts, providing a general framework for exploiting the full statistical power of multimodal, repeated measurements in single-voxel images to characterize disease and disease progression.

This chapter reviews and discusses how to fully utilize the power of typical, state-of-the-art multimodal, longitudinal studies of NAWM or T2 lesion evolution in MS. We begin by discussing very general image comparison techniques, and then devote the rest of the chapter to the description of techniques for modeling and analyzing disease effects at the level of single voxels. We first present methods for detecting temporal changes – both local and diffuse – in images acquired at two time points. This is followed by the presentation of a general framework for predicting general outcomes such as evolution of T2 in a specific area, reversal of a T2 lesion evolution, or long-term neurological deterioration, using multiple MR modalities. After a discussion of typical analysis objectives such as variable selection, collinearity, and assessment of the relative importance of imaging predictors, we briefly discuss extensions to longitudinal studies. Finally, we discuss how predictive models may be used to evaluate treatment efficacy.
In our descriptions, we have emphasized the techniques implemented in well-established statistical packages, especially S-PLUS and SAS (see the Note on Software section), and provide references to more exhaustive details of the techniques as well as practical recommendations with respect to choice of test options. Throughout this chapter, MT and T2 hyperintensities will often be mentioned as target images, but this is for the purpose of illustration only. The techniques apply to any modality upon appropriate standardization/normalization to allow comparison of images. Many of the statistical techniques utilized in this review represent very modern approaches in this specific context. As these are not typically covered by reference textbooks, central references are provided throughout the chapter.

Although we begin this review with a discussion of image comparison techniques requiring no prior co-registration, we will throughout this chapter emphasize the statistical power and modeling flexibility gained with co-registration and subsequent measurement of focal (isolated) effects at the level of individual voxels – effects that are otherwise masked in the histogram analysis. The full details regarding co-registration of serial data in cases of progressive atrophy are beyond the scope of this chapter. For co-registration methodology and software, see Collins et al. [1] and the Montreal Neurological Institute (MNI) software (http://www.bic.mni.mcgill.ca/software/) or Fishl et al. [2] and the FreeSurfer software (http://surfer.nmr.mgh.harvard.edu/).

Analysis of Non-Coregistered Images

In this section, we discuss summary statistics of images across time points or subjects with no prior co-registration.

One of the fundamental experiments in medical imaging is concerned with characterizing the differences in a single image modality between two groups of subjects. The simplest approach for detecting a difference is to characterize each subject scan by a single number such as the average intensity over the imaging slice or volume, and then compare these means using the two-sample t-test (if the subject means are normally distributed) or the Wilcoxon (Mann-Whitney) test. However, reduction of the original data, such that the number of observations equals the number of subjects, prompts the need for a large number of subjects in order to obtain enough power to detect subtle and focal differences. Moreover, there is a risk that focal increases and decreases in image intensities cancel out when intensities are averaged over a large volume.

It has been suggested that properties of the intensity distributions, represented by histograms, may serve as a basis for a more detailed investigation of group differences. This way each subject is characterized by multiple distributional indices instead of only the intensity mean value. Widely used measures are histogram peak height, quartiles, and location of peak height [3]. Hence each sub-
ject is characterized by $k$ values $x_1, \ldots, x_k$, and we wish to test whether the mean value of the first measure, $x_1$, is the same for the two groups, and so on for $x_2, \ldots, x_k$. It is not recommended that the standard $t$-test should be performed for each of the $k$ measures, since this will result in a multiple comparisons problem and the combined effect of small differences will not be detected. Therefore, a multivariate test for equal means in the two groups across the $k$ distribution characteristics such as the Hotelling $T^2$ test [4] should be performed. If the result of this test is significant, then the groups differ with respect to the measured distribution characteristics.

An alternative strategy for simultaneously testing if summary measures differ between two groups is to use $x_1, \ldots, x_k$ as predictors (regressors) in a logistic regression with group as outcome. Hence, we use the distribution characteristics (or other subject-specific measures) to predict which group a subject belongs to. If a test of no regression is nonsignificant (all coefficients are zero), this indicates that none of the studied measures differ between groups [5]. In contrast to Hotelling’s test, inspection of the fitted logistic regression model reveals which particular characteristics differ between groups, and hence we do not have to resort to univariate tests which ignore the combined effects of factors. Furthermore, the logistic regression model does not require any distributional assumptions and can be used even when the $k$ subject characteristics are a mixture of continuous (e.g., mean image intensity) and categorical (e.g., patient subgroup) measures (see the section on Predictive Models for more details on logistic regression and multivariate modeling).

There are a number of other approaches to comparison of distributions including the Kolmogorov-Smirnov test, the chi-squared test for equal bin counts, and methods based on kernel density estimates [6]. For the purpose of detecting differences in MR images, a major drawback of histogram-based methods is that focal changes (involving a small proportion of the total brain pixel number) are not easily noticed, due to their negligible impact on histograms comprising thousands of voxels. As discussed below, reducing the huge number of observations to a few summary parameters represents a less efficient use of the available data, severely reducing the potential power of tests. Finally, differences in histogram summaries are difficult to interpret, as infinite combinations of (i) the number of pixels (tissue volume) showing image intensity change and (ii) the extent of individual pixel value change may result in a given histogram change. In addition, compromising the biological interpretation of results, this “convolved” biological heterogeneity poses a problem in the power analysis of studies estimating how many subjects are required.

Detection of Temporal Changes

In the following sections, we discuss the detection of group differences in temporal evolutions based on co-registered data.
Characterizing Change in a Single Subject

Graphical Techniques
Consider the case where subjects are scanned at two time points to assess changes in, for instance, MTR. To obtain an initial impression of the change in MTR for a single subject at the level of individual voxels, the voxel MTR values at time point \( t_1 \) can be plotted against corresponding values at time point \( t_2 \). The identity line should be added to the plot, since this represents the case where no change in MTR has occurred. Any deviations from this situation are of interest, and these are most easily identified when the identity line is plotted as a reference. Fitting a regression line is only of secondary interest in the visual display. Additional graphical techniques, which are useful for evaluating the relation between two measures, have been presented in other research [7, 8].

Linear Regression
In this section, we present methods for characterizing temporal changes in an image modality for a single subject, and discuss formulations of appropriate hypotheses and tests for detecting clinically relevant alterations.

If we let \( x_i \) denote voxel intensities observed at the first time point and let \( y_i \) represent the value in the same voxel at the second time point (\( i = 1, 2, \ldots, n \), where \( n \) is the number of voxels), then we can use the standard linear regression model to describe the change in voxel values over time. The linear regression model has the form:

\[
y_i = \alpha + \beta x_i + \varepsilon_i
\]

where \( \varepsilon_i \) has a zero-mean Gaussian distribution with variance \( \sigma^2 \). The hypothesis of no change in MTR for a single subject corresponds to testing \( H_0 : \beta = 1 \) against the alternative \( H_A : \beta \neq 1 \). We assume, for simplicity, that the intercept \( \alpha \) is without interest, but all tests described in this section apply to both parameters, and we only focus on the slope, \( \beta \), for simplicity. Note that standard statistical packages test \( H_0 : \beta = 0 \) against \( H_A : \beta 
eq 0 \). However, the significance of \( H_0 \) can easily be assessed using confidence intervals, which are usually supplied by statistical computer programs. Essentially, the 95% confidence interval for \( \beta \) contains all the values of this parameter which would not be rejected in a corresponding hypothesis test at the 5% level. Hence \( H_0 \) should be rejected if the 95% confidence interval for \( \beta \) does not contain the value \( \beta = 1 \). Note that the hypothesis test described in this and the following sections rely on the assumption that the error term, \( \varepsilon_i \), is normally distributed. Therefore this assumption should be verified whenever possible.

It is important to realize that, in many situations, point hypotheses like \( H_0 : \beta = 1 \) (or \( H_0 : \beta = 0 \)) are inappropriate. In the planning of experiments, we are often interested in how many subjects should be included in a study in order to obtain a certain power for a specific test. More precisely: the probability of correctly detecting a deviation of a given size from the null hypothesis increases with the number of observations. Conversely, if we have enough observations, any effect
of $\beta$ away from $H_0$, no matter how negligible, will be judged significant. This poses a serious risk of overinterpreting trivial results, especially in the field of image analysis where the number of observations, in the form of voxels, is large. One way to minimize such a risk is to distinguish between statistical and clinical significance. We may say that if the value of $\beta$ deviates from $\beta = 1$ by less than some small $\delta$, then this difference is of no clinical interest (see Fig. 1).

Hence a more appropriate hypothesis is:

$$H_0 : |\beta - 1| \leq \delta \text{ against } H^A_0 : |\beta - 1| > \delta$$

If we reject $H_0$, we may infer that there is a substantial decrease (or increase, since this is not a directional hypothesis) in MTR. Such tests are much more informative than the common point hypotheses and can be constructed from standard tests by using the union-intersection principle [4].

It is important to realize that the appropriate null hypothesis depends on the nature of the question to be examined. When we test a hypothesis, we can control the level of significance, which is usually set to 5%. Hence we are able to control the probability of rejecting the null hypothesis, when the null hypothesis is true. This is also referred to as the probability of a Type I error. In the setting above, there is a 5% risk of declaring a change in MTR (rejecting $H_0$), when no change is actually occurring ($H_0$ is true). However, if the model above is used to screen patients for MS, it is important to control the risk of (falsely) declaring no change in MTR when in fact MTR is declining. In this situation, the appropriate hypothesis is:

$$H_0 : |\beta - 1| > \delta \text{ against } H^A_0 : |\beta - 1| \leq \delta.$$

Here we hypothesize that the regression line is not the identity line (i.e., we assume MTR changes). If this hypothesis is rejected, we may infer that the value of the slope is 1, meaning no change in MTR. With this hypothesis, we can control the risk of falsely rejecting the null hypothesis (declaring no change in MTR) when the null hypothesis is indeed true, simply by adjusting the significance lev-

![Fig. 1. MTR values observed at two time points. Changes in MTR are only considered clinically relevant if the fitted regression line deviates from unity by more than a pre-specified value, $\delta$.](image-url)
el of the test. Effectively, we therefore control the risk of failing to detect actual MTR changes which may be indicative of MS.

The hypothesis tests described above rely on distributional results which require that observations are independent. To ensure independence, not all voxels in an image should be included in the calculations. Instead voxels should be sampled such that neighboring voxels do not appear in the model. This will ensure that the spatial correlation in images does not affect the hypothesis tests.

**Hierarchical Models**

Having described the analysis of single subject changes, we now present methodology for characterizing developments in a group of subjects. In the following section, we show how to compare changes between groups of patients.

**Multiple Subjects**

Suppose \( n \) subjects have been scanned at two time points, and we wish to characterize the developments in MTR in this group. Then we may fit a single linear regression model to the pooled data to get an estimate of overall slope and intercept. However, ignoring the subject effect, the residuals for individual subjects may have non-zero mean (see Fig. 2). This means that the fitted model systematically over- or under-estimates responses for some subjects and results in a large residual standard error.

To minimize this subject effect, we can fit regression models to each subject, obtaining estimates \( \alpha_i \) and \( \beta_i \) for \( i = 1, \ldots, n \), where \( n \) is the number of subjects. As can be seen in Figure 2, the residuals in this model are much smaller in magnitude and centered around zero. In this example, the residual standard error (\( \sigma \)) is about one-seventh of the standard error in the single-slope model.

But there are serious problems with this model, although we have accounted for the subject effect. First, as we allow separate slopes for each subject, the number of parameters in the model increases linearly with the number of subjects; but more critically, by modeling each subject individually we are unable to make inferences about the population from which these subjects were sampled. Hence, in our final model we will assume that the differences in slopes between individuals are due to random variations around a population mean. More formally, for the \( j \)th measurement on the \( i \)th subject we have:

\[
y_{ij} = (\alpha + a_i) + (\beta + b_i) x_{ij} + e_{ij}
\]

Here \( \alpha \) and \( \beta \) represent the population mean intercept and slope (fixed effects) for this group. The variables \( a_i \) and \( b_i \) are zero mean random variables representing the deviation from the population mean for subject \( i \) (random effects). As usual, \( e_{ij} \) represents the deviation from the regression line for the \( j \)th measurement on subject \( i \). Note that in fact Eqn (1) has the traditional regression form:

\[
y_{ij} = A + Bx_{ij} + e_{ij}
\]

with the modification that \( A \sim N (\alpha, \sigma_a^2) \) and \( B \sim N (\beta, \sigma_b^2) \). The standard deviations of \( a \) and \( b \) are estimates of the between-subject variability.
Fig. 2. Box-plots of residuals for each subject in a linear regression model with a global slope (left) and a model where a slope is fitted for each subject (right). Note that when fitting a single, global slope, the subject residuals have non-zero mean value. When individual slopes are fitted, the residuals for each subject are much smaller and have mean values close to zero.
Mixed-effects models should be used when observations are grouped according to one or more classification factors and we wish to associate a common random effect to observations at the same level of classification. In this example, we have multiple observations for each subject, and therefore the natural grouping factor is subject. Instead of assigning one or more model parameters to each subject, we consider the unobserved parameters for a subject to be a random fluctuation from the global parameters of the group. In this way, we obtain a flexible model which represents the within-group heterogeneity without increasing the number of model parameters in proportion to the number of levels in the group (here: subjects). Mixed-effects models are easily fitted based on maximum likelihood (ML) or restricted maximum likelihood (REML) procedures using standard statistical packages. For estimation purposes, REML should be preferred, since ML estimates tend to underestimate the variance components, \( \sigma^2 \), \( \sigma^2_\alpha \), \( \sigma^2_\beta \). (See [9] for a thorough introduction to mixed-effects or hierarchical modeling with many practical examples.)

**Group Comparisons**

With the mixed-effects model introduced in the previous paragraph, we have a natural characterization of subjects within a group. We can now extend this model to include two or more groups, and then use this model to test for differences between groups. If we let \( x_{ijk} \) denote the measurement at time point \( t_1 \) in voxel \( i \) in the \( j \)th subject in group \( k \), and we let \( y_{ijk} \) represent the follow-up measurement at time \( t_2 \), then we can write:

\[
y_{ijk} = (\alpha_k + a_i) + (\beta_k + b_j) x_{ijk} + \epsilon_{ijk}
\]

(2)

This expression is equivalent to Eqn (1), except that the mean slope and intercept has an index \( k \geq 2 \), which means that we allow these parameters to change between groups. Equation (2) can be rewritten in the traditional regression form:

\[
y_{ijk} = A_k + B_k x_{ijk} + \epsilon_{ijk},
\]

with the modification that \( A_k \sim N(\alpha_k, \sigma^2_\alpha) \) and \( A_k \sim N(\beta_k, \sigma^2_\beta) \). Hence each group is initially characterized by a unique intercept and slope, but we explicitly model the heterogeneity within a group by representing the intercepts and slopes of individual subjects as random fluctuations around the group mean.

We can now detect differences between the \( k \) groups by testing the hypothesis \( \beta_1 = \ldots = \beta_k \). In the case where we wish to compare the decrease in MTR over time between patients and controls or between treated and untreated patients, we have \( k = 2 \). If the test for \( \beta_1 = \beta_2 \) is significant, there is a difference in slope between the two groups, and this means that MTR decreases at different rates. Most statistical software has procedures for tests of both fixed and random effects. In general, it is recommended to test random effects using the likelihood ratio test and fixed effects with conditional \( F \)-tests [9].

To illustrate the mixed-effects group analysis, we present simulated data for patients receiving no treatment (Fig. 3) and patients receiving a drug which potentially curbs the temporal reduction in MTR (Fig. 4). The simulated global slope for the untreated group was \( \beta_1 = 0.65 \), and the global slope for the treated...
group was set to $\beta_1 = 0.80$. Slopes for individual subjects were generated from Gaussian distributions with means $\beta_1$ and $\beta_2$ and standard deviations $\sigma = 0.15$ to simulate within-group heterogeneity.

By fitting the mixed-effects model, Eqn (2), using the NLME package in S-PLUS, we obtained estimates $\hat{\beta}_1 = 0.63 \pm 0.06$ and $\hat{\beta}_2 = 0.76 \pm 0.04$ of the global group slopes. The within-group standard deviation in slope was 0.16, which is very close to the simulated value of 0.15. The conditional $F$-test for equal slopes in the two groups gives $P = 0.017$, which shows that the MTR evolution is significantly different for treated and untreated patients. The likelihood ratio test for no random effects has a $P$ value less than 0.0001, indicating that accounting for the within-group random effects leads to a significantly better description of the data.

**Anatomical Mapping of Local Changes**

This section provides an overview of techniques that yield high sensitivity in detecting subtle changes in image intensity for voxels or areas over time – suggesting disease progression.
Physiological and biochemical alterations in brain tissue associated with a disease process may not be uniformly distributed within the brain. Moreover, changes in some regions may be subtle [10], and may therefore be masked in analyses of histogram parameters or regression, where the intensities of all voxels are pooled. To be able to detect subtle regional changes with reasonable power, it is necessary to effectively carry out a group comparison for each tissue voxel. Approaches for detecting local differences in brain images have been developed primarily within the fields of positron emission tomography (PET) and functional MRI (fMRI), and software utilizing the appropriate computational algorithms is now widely available. (For recent applications in MS see, e.g., [10, 11]).

As in the previous sections, assume we acquired images from \( n \) patients scanned at two time points. We were interested in detecting local changes in, e.g., MTR. Considering a single voxel location, we then have values \( x_1, \ldots, x_n \) for the \( n \) subjects at time point 1 and \( y_1, \ldots, y_n \) at time point 2. Hence the usual t-statistic could be calculated for this voxel to obtain an estimate of the local change relative to the standard deviation:

![Simulated data representing MTR values observed at two time points for patients receiving a treatment which is hypothesized to slow down the decline in MTR values](image-url)
where \( d_i = x_i - y_i \) and \( \bar{d} = 1/n \sum_{i=1}^{n} d_i \). P values can be calculated as usual since this \( t \)-statistic has a \( t \) distribution with \( n \) degrees of freedom (see Fig. 5). However, since the number of subjects is typically small, this test is not very powerful for detecting local change because the number of degrees of freedom is low. Therefore strategies to increase the number of degrees of freedom should be pursued. In the extreme, the standard deviations in the individual voxels could be averaged to obtain a global estimate of the standard deviation. However, the voxel standard deviations typically depend on the observed differences \( d_i \) and exhibit systematic variation complying with anatomical structures. This dependence can be assessed simply by inspecting the map of local standard deviations.

There are no hard and fast rules for how to optimally increase the degrees of freedom in the \( t \)-statistic. Specific procedures depend on the extent and structure of the image noise. In PET images, the anatomical variation is often negligible and therefore a pooled, or locally pooled, estimate can be employed. In fMRI studies, where subjects are scanned under several conditions (relative to the two conditions described in this paragraph), the effective degrees of freedom can be increased by pooling the voxel standard deviations over these conditions. We refer the reader to the programs FMRISTAT (http://www.math.mcgill.ca/keith/fmristat/) developed by Keith Worsley, and SPM (http://www.fil.ion.ucl.ac.uk/spm/), initially developed by Karl Friston. The documentation and papers accompanying these programs discuss the issues of standard deviations in detail. The intricacies of computing voxel P values based on the \( t \)-statistics, when these are not independent, are discussed by Worsley et al. [12].

The analyses in this section can be extended to comparisons of temporal evolution between groups of patients or patients and controls. In this case, the two-sample \( t \)-test should be calculated in each voxel based on the subtracted images in the two groups (see Fig. 5). In general, using the theory of Worsley [13], maps of P values, corrected for multiple comparisons, may be calculated for voxel-wise \( t \), \( F \), and \( \chi^2 \) tests.

**Predictive Models in Multimodal Imaging**

Many MR modalities have been introduced for diagnosis and monitoring of MS [14]. Each of these imaging techniques is used to identify isolated tissue characteristics associated with the disease. While much can be learned about the pathophysiology of MS through analysis of single modalities, mathematical modeling of several modalities and/or time points allow us to model and predict disease progression, and indeed evaluate drug efficacy by comparisons of predicted disease progression under different treatment strategies. This is done by combining the individual power of several modalities into models of the disease progression. As described below,
Fig. 5. Computation of an image of $t$-statistics, in a case where differences in an image modality observed at two time points are compared between patients and controls. The two acquired images for each subject are subtracted, and the subtraction images are averaged in the two groups. Then a $t$-statistic can be calculated in each voxel by dividing the average group difference by an estimate of the local standard deviation.
this model allows separate modeling of the significance and relative importance of various imaging modalities in detecting disease-specific changes in MS.

Multivariate analysis is particularly important for assessment of the strength of individual MR modalities and prediction of disease progression, because the effects of certain parameters may depend on other modalities. In univariate screening of individual disease markers, the significance of single modalities can be masked due to lack of control over confounding factors [15]. This may lead to false rejection of important predictors of disease progression. Critically, we do not recommend selecting disease markers for use in subsequent multivariate analysis based on significance measures in univariate analysis. Instead, all relevant variables should initially be entered into a multivariate model. Methodology for assessing the significance of individual predictors in multivariate models is discussed below.

The type of multivariate modeling to employ depends on the specific endpoint(s) of the study. In many experiments, the endpoint is categorical. For example, we may be interested in whether a T2 lesion will develop based on changes in, e.g., MTR [16-18] or DWI metrics [19], or whether the Expanded Disability Status Scale (EDSS) will increase to above a certain threshold within a fixed time period [20, 21]. This type of modeling has been applied to studies of other (neurological) diseases, particularly stroke, where the endpoint is defined for each tissue voxel as infarction or no infarction [22, 23]. For such binary outcomes, the most natural model is logistic regression, which specifically models the probability of each outcome. In acute stroke, using the combined predictive strength of both perfusion and diffusion images, one obtains a probability map, where the risk of infarction is evaluated for each tissue voxel (see Fig. 6). These maps are useful for comparing

**Fig. 6.** Using acute perfusion and diffusion images from a patient presenting with symptoms of acute stroke, the risk of tissue infarction was calculated in each voxel using a logistic regression model. The figure shows the estimated risk map (left) and the 3-month follow up T2 image (right). The model correctly predicts infarction of the anterior part of the territory supplied by the left middle cerebral artery and the adjacent anterior and posterior watershed areas.
predicted disease progression under different therapeutic strategies and for assessing treatment efficacy.

In other situations, the outcome may be continuous (e.g., MTR change). In the previous sections, we described how to regress observations sampled at one time point on observations from another time point. Considering the first measurement as a predictor for the second measurement, this is a simple example of a situation where the outcome – the measurement at the second time point – is continuous. If the exact value of an outcome is not important, but only the position relative to some threshold, the regression model can be converted into a classification problem, which may be modeled using logistic regression. This can be advantageous because linearity and distributional assumptions become unnecessary.

The inference techniques described in the following sections can be used regardless of the scale of the outcome, but we describe the procedures in relation to classification problems, since many concepts are most easily explained in this setting. The only exception is the section on Predictive Ability, which is primarily relevant for classification problems. (For a thorough treatment of regression modeling for both binary and continuous outcomes, see [5]).

**Predicting Outcome**

Considering a single voxel, we assume the values of the $k$ modalities are $x_1, \ldots, x_k$. Then we wish to model, e.g., the probability of a T2 lesion in this voxel within a fixed number of years. Using the standard logistic regression model, the probability of a lesion depends on a weighted sum of the modalities:

$$ P(T_2 \text{ lesion} | x_1, \ldots, x_k) = \frac{1}{1 + \exp \left( -\sum_{i=1}^{k} \alpha_i x_i \right) } . $$

Suppose that $x_1$ represents MTR, and the fitted coefficient $\alpha_1$ is negative. If MTR decreases, this means that the exponential term in the denominator becomes small and therefore the probability of a lesion increases. In particular, the odds of a lesion developing are represented by:

$$ \text{odds} \{ T_2 \text{ lesion} \} = \frac{P(T_2 \text{ lesion} | x_1, \ldots, x_k)}{P(\text{No } T_2 \text{ lesion} | x_1, \ldots, x_k)} . $$

(3)

Logistic regression models are used exactly as the typical linear regression model except that the latter is used to model a continuous outcome. In fact the logistic model is also a linear model in the sense that if we take the logarithm on both sides in Eqn (3):

$$ \log \text{odds} \{ T_2 \text{ lesion} \} = \sum_{i=1}^{k} \alpha_i x_i = \alpha_1 x_1 + \alpha_2 x_2 + \ldots + \alpha_k x_k , $$

it can be seen that the logistic regression model corresponds to a linear regression with the response transformed to the log-odds scale.
Identifying Relevant Modalities

Often, in practical situations, many predictor variables are entered into the initial model. However, there may be reasons to attempt to reduce this model. For example, some of the involved imaging procedures may be time-consuming or difficult to perform, and therefore it is desirable to test whether such modalities actually contribute to predicting the outcome. It may also be that some of the images reflect the same physiological property. Some of the variables are therefore redundant and should be removed to avoid collinearity, which inflates the standard errors of the estimates of the coefficients. Moreover, less complex models are easier to interpret. On the other hand, reducing the model may result in an increase in bias. Therefore, parsimony and accuracy should be balanced when simplifying a model.

Significance tests for the hypotheses that certain coefficients are equal to zero (i.e., that a certain modality does not contribute additional information to the likelihood of an outcome) can be performed exactly as in linear regression. These tests are based on the likelihood ratio, score, or Wald statistics. When testing these hypotheses using statistical packages, the likelihood ratio test should be first choice. When the true value of a parameter is numerically much larger than zero, the Wald statistic tends to zero and hence a significant factor will be considered to be not significant [24].

When multiple imaging modalities are entered into a model, it is typical to commence stepwise variable selection to reduce the model one variable at the time. Although widely used, stepwise variable selection has several serious drawbacks including: (a) the standard errors of the coefficient estimates are biased low, (b) adjustment for multiple comparisons is necessary, but proper correction is difficult, and (c) the estimated coefficients are biased high. Therefore, the final model should be interpreted with care.

Instead of randomly evaluating all possible models, insight into subject matter should determine the order in which variables should be tested. When the model cannot be reduced any further after a series of tests, a single, overall test from the full model to the reduced model should be performed to confirm the findings. One additional technique to protect against selection of nonsignificant variables is to begin the analysis with a test from the full model to the model with a single global mean (no regression). If this test is not significant, none of the variables in the full model should be considered significant.

There are a number of automatic procedures performing forward or backward stepwise variable selection based on either $P$ values, Akaike’s information criteria, Bayes information criteria, or Mallows’s $C_p$. A very efficient method based on Wald statistics has also been suggested [25], and is implemented in S-PLUS. To adjust for the bias toward high values of the coefficient estimates, a penalized estimation technique (shrinkage methods) can be used to estimate in the final model. Ridge regression [26] and the Lasso [27] are implemented in S-PLUS. Another possibility is to employ parsimony constraints directly in the
model-building process. One such procedure is multivariate adaptive regression splines [28], which use a generalized cross-validation criteria to penalize complex models.

**Dependence between Predictors**

When several modalities are used to predict an outcome, there is a risk that some of the predictors are not independent. Some modalities may even be algebraically related. Generally this is problematic because it may inflate the variance of coefficient estimates, decrease the power of associated tests [29], and lead to incorrect conclusions about which variables are important. While pairwise dependence – and algebraic dependence – can be detected simply by plotting each predictor against the others, non-trivial dependencies involving more than two predictors are more difficult to identify. A formal way to quantify the degree of dependence is to essentially divide the actual variance of a coefficient by the variance it would have if the predictor were independent of all other variables [30]. This measures how much the observed variance is inflated by collinearity, and the ratio is called the variance inflation factor (VIF). In practice, the VIF of a predictor is calculated as \(1/(1 - R^2_\text{a})\), where \(R^2_\text{a}\) is the squared (adjusted) multiple correlation coefficient for the dependence between this and all other predictors. If the model is fitted using maximum likelihood, VIFs are calculated based on Fisher’s information matrix. Both SAS and S-PLUS offer functions to calculate VIFs.

As a rule of thumb, if the VIF of a predictor exceeds a value of 10, it is likely involved in multicollinearity. Once a group of collinear predictors is identified, attempting to rank them according to importance is not recommended. Instead, their joint contribution should be assessed by testing if they can, simultaneously, be excluded from the model. If this test is significant, the predictors should be combined into a single score (such as the average), which will replace the individual predictors. Note that both SAS and S-PLUS have functions for identifying hierarchical groups of predictors.

**Relative Importance of Individual Modalities**

This section deals with assigning importance to image modalities in the disease progression models – and thereby indirectly assigning importance to the underlying biophysical changes in the disease process. The hypothesis tests described above are concerned with removing insignificant predictors from the model. When a model cannot be further reduced, a natural question is whether it is possible to rank the modalities according to their relative importance. Although conceptually clear, it is strikingly difficult to reach consensus on a formal definition of this issue, and some authors dispute the meaning and appropriateness of assessing relative strength of a predictor altogether (see [31] for a list of references). One study of the literature [32] found substantial diversity in applied measures, but concluded that many were too simplistic, considering only isolated effects of sin-
gle variables, and, critically, about 20% of the papers used \( P \) values as measures of relative importance. The use of \( P \)-values as a measure of relative importance is strongly discouraged. A \( P \)-value pertains to the sample as well as the population, whereas relative importance is solely a population property.

Traditional measures of relative importance include standardized regression coefficients and marginal correlation coefficients. Standardized regression coefficients are obtained simply by multiplying the original coefficient by the ratio between the standard deviation of the respective predictor and the standard deviation of the response. Standardized coefficients are, in contrast to the original coefficients, comparable because they represent the change in standard deviation units of the response variable for a change of one standard deviation in the predictor variable. Marginal correlation coefficients are used because of the interpretation that they quantify the proportion of variation in the response variable explained by the individual predictors.

In the particular case where there is a well-defined ordering of the predictors, for instance if they represent different time points, defining relative importance is less problematic. The relative importance of the first predictor is the marginal correlation coefficient, but the relative importance of the second predictor is the proportion it accounts for of the remaining variation, and so forth with the rest of the predictors. Recently, several authors [31, 33, 34] have suggested effectively using the average relative importance for a predictor over all orderings as a measure of the overall strength of a predictor. Another recent approach to quantifying the relative contribution of a predictor is based on proportional marginal decomposition (see http://www.prismanalytics.com/Papers.htm). Essentially, this procedure also considers all possible orderings, but additionally it evaluates the probability that a given ordering reflects the relative importance of predictors. Both of these recent approaches are implemented in S-PLUS via the RELIMPO package.

**The Strength of a Model: Measuring Predictive Ability**

**Measures of Predictive Ability**

When a prognostic model has been developed, it is of key importance to quantify its ability to correctly estimate the probability of an outcome based on future data. There are a host of indices of predictive ability, many of which are equivalent but appear under different names. A general advice is to consider measures which have a clear interpretation and do not require fixing a probability threshold used to allocate observations into the two groups based on whether the probability of the outcome exceeds the cutoff point.

A widely used index is the area under the receiver operating characteristic curve (ROC). This is equivalent to the probability of concordance (the \( c \) index) between predicted probability and response, and it is linearly related to Somers’ rank correlation. It is effectively a measure of the capability to discriminate between outcomes. If we are modeling the probability of a T2 lesion based on imaging modalities, then the area under the ROC curve, denoted as AUC, is the probability that a voxel, in
which a lesion developed, has a higher probability score than one which in which a lesion did not develop. Loosely phrased, the AUC is the probability of correct ranking. As an additional benefit, the ROC curve is based on the two well-known quantities, sensitivity and specificity. For a particular threshold, the sensitivity is the proportion of voxels developing lesions which were predicted by the model, and the specificity is proportion of voxels which did not develop a lesion which were correctly predicted by the model. The ROC curve is created by plotting sensitivity against (1 – specificity) for all values of the threshold. A value of the AUC close to 0.5 indicates random predictions, and a value close to 1 indicates perfect prediction.

Other measures of predictive value include: (a) logarithmic scoring (Shannon’s entropy) and quadratic scoring (Brier’s score), which are slightly harder to interpret than AUC, (b) the probability of correct classification (accuracy), which depends on a specific threshold, and (c) the generalized $R^2_N$ [35, 36], which is a standardization of the Maddala index [37].

**Estimating Predictive Ability**

As pointed out in the previous section, there is a risk of over-fitting a model. Therefore goodness-of-fit indices, measuring the prediction error on the same data for which the parameters were optimized, will be biased low relative to how well the model will fit future observations. Consequently, the prediction error which is based on the original data is termed the apparent prediction error. Ideally, predictive performance should be estimated by applying the model to another data set. Clearly such a data set will rarely be available, but a good alternative is to divide the data at hand into a training set and a test set. The model is then estimated – or trained – using the training arm of the original data, and a measure of reliability is obtained by using the model to predict the outcomes in the test set. However, this estimate will depend on the actual split of the data, and therefore the procedure should be repeated for other partitions of the original data. This is exactly the rationale behind cross-validation. Here the data is divided into $K$ subsets, and the procedure begins by setting aside the first subset for testing and the model is trained on the remaining $K-1$ groups. After calculating model performance on the test set, another one of the $K$ subsets is appointed test set and the procedure is repeated $K$ times. The final estimate of model performance is the average of the $K$ prediction error estimates. A special case of cross-validation obtains when the number of groups equals the number of observations. This is known as leave-one-out cross-validation, where each observation is sequentially left out. However, larger groups give more accurate results [38].

Estimates of prediction error obtained by cross-validation depend on the particular grouping employed, and critically, this method does not validate the full model but only models based on subsets of the original data. It has also been demonstrated that cross-validation, although roughly unbiased, can exhibit large variability [39: p. 255]. The bootstrap [39] is a very powerful generalization of cross-validation. The principal idea is to randomly sample (with replacement) observations from the original data to obtain a training set instead of selecting a
fixed group as in cross-validation. Although this represents some improvement over traditional cross-validation, a superior approach is to use the bootstrap to correct the apparent prediction error. This is done by iteratively training the model on the bootstrap sample and then, counter-intuitively, estimating prediction error by applying this model to the original data including the bootstrap sample. This estimate will be biased low, but if we subtract the prediction error within the bootstrap sample, we get an estimate of the “optimism”, which is the amount by which the apparent prediction error underestimates the actual prediction error. The apparent prediction error, estimated using a full model, can now be corrected by adding the average “optimism” estimated using the bootstrap. This estimate is less biased downward than simple bootstrapping and shows less variability than cross-validation (see [39] p. 255], which also describes an additional improvement).

The S-PLUS package, and to some extent SAS, offers routines for obtaining cross-validation and bootstrap estimates of prediction error.

**Longitudinal Studies**

Many studies track evolutions in image modalities over time. One of the virtues of the linear regression model introduced above is that it can easily be adapted to repeated-measure studies. The only necessary alteration is the specification of the correlation structure implied by the temporal dependence. Suppose we observe the values \(y_1, y_2, \ldots, y_m\) in a voxel at time points \(t_1, t_2, \ldots, t_m\). In the typical regression model, we assume that the errors \(\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_m\) are independent. However, when observations are acquired serially, it is natural to assume that observations are correlated such that \(\text{cor}(y_p, y_j) = \rho_{ij}\). This general correlation structure can be simplified by assuming that the correlation only depends on the temporal distance \(|t_i - t_j|\), in which case: \(\text{cor}(y_p, y_j) = \rho \ (|t_i - t_j|)\) Observations are often assumed to correlate more with “neighboring” observations than observations made at much later or earlier time points. The autoregressive model assumes that the error at time \(t_i\) depends linearly on the \(p\) previous errors:

\[ \varepsilon_i = a_1 \varepsilon_{i-1} + \ldots + a_p \varepsilon_{i-p} + \phi_i. \]

Here \(\phi_i\) is a zero-mean random variable with constant variance. In the case where the error in an observation only depends on the previous error, we have:

\[ \text{cor}(y_i, y_j) = a^{\left|i-j\right|}, \ a \geq 0. \]

The autoregressive model was introduced for integer time points, but it can be extended to continuous time measurements. (See [40, 41] for more details on longitudinal data analysis.)

**Measuring Therapeutic Efficacy using Predictive Models**

In this section, we discuss the application of predictive models in measuring therapeutic efficacy.
We have discussed methods for measuring treatment efficacy for continuous outcomes in the section on Hierarchical Models. In this section, we extend this to situations where the probability of an outcome is modeled. Predictive models are particularly useful for measuring the efficiency of a treatment in the sense that effects can readily be interpreted as increases or decreases in the probability of the outcome for identical values of input parameters. (See [23] for an example of the use of predictive models measuring the efficacy of thrombolytic therapy in stroke.)

A simple procedure for quantifying treatment effects is to include a dummy variable in the logistic regression model, which identifies observations pertaining to the treated group:

\[ P(\text{outcome} \mid z, x_1, ..., x_k) = \frac{1}{1 + \exp\left(-\left(\alpha z + \sum_{i=1}^{k} \beta_i x_i\right)\right)} \]

Here \( z \) has the value 1 for observations from treated patients and zero otherwise. Then the parameter \( \alpha \) quantifies the effect of the treatment. If \( \alpha \) is large and positive, then the treatment increases the probability of the outcome for identical values of the predictors. This means that if a patient from the treated group and a patient from the untreated group have identical values of, for example, MTR and diffusion metrics, then the patient from the treated group has an increased probability that the outcome of interest – e.g., reversal of the evolution of a T2 lesion – will occur.

One drawback of this method is that it models treatment efficacy as a constant, global change in probability. If the changes in sensitivity to values of the imaging modalities induced by a drug are more complex, the value of \( \alpha \) may be small, implying that the treatment was inefficient. An alternative strategy, which applies to general prognostic algorithms, is to build separate models for the treated and the untreated patients. This way, we can estimate the probability of the outcome \( P_{\text{treated}}(\text{outcome} \mid x_1, ..., x_k) \) for treated patients, which should be compared to the estimated probability \( P_{\text{untreated}}(\text{outcome} \mid x_1, ..., x_k) \) for untreated patients. If the treatment is speculated to increase the probability of the outcome, we should assess whether:

\[ P_{\text{untreated}}(\text{outcome} \mid x_1, ..., x_k) < P_{\text{treated}}(\text{outcome} \mid x_1, ..., x_k) \]

for all values of \( x_1, ..., x_k \). This can easily be checked graphically by plotting the two probabilities for all observed values of \( x_1, ..., x_k \). If the relation is approximately linear, the treatment effect may be quantified by the intercept and slope parameters of a fitted regression line.

An important quality of this approach is that if a model with high predictive accuracy can be built for patients receiving no therapy, then this model can be applied in new patients, before treatment is initiated, to determine disease progression if no treatment is given. Hence, predictive models can be used in the planning of therapeutic strategies, since the effects of different treatment scenarios can be estimated. Therapeutic efficacy can be concurrently assessed by mea-
suring the discrepancy between actual outcomes after treatment and outcomes predicted with the model trained on patients receiving no treatment. In cases where the outcome is modeled for each voxel, this method can also be employed in order to evaluate regional effects of possible treatments. By applying the model for the treatment group as well as the model for the untreated group to data from a new patient, the difference in probability of the outcome of interest can be calculated for each voxel. These differences can then be superimposed on an anatomical image to give a color-coded map of regional treatment effects.

Discussion

Because of the wealth of multimodal data acquired in biomedical research and drug trials related to MS, data-mining techniques are crucial in order to fully exploit the power of these data in detecting disease- or treatment-related changes, or generating novel hypotheses. Through the development of sensitive MR-based biomarkers to detect diffuse as well as focal changes, MS research is ideally positioned to take advantage of recent progress in the development of powerful statistical modeling tools. Figure 7 summarizes techniques for common data types in multimodal imaging; most of which we have sought to address in this chapter.

![Fig. 7. Suggested analysis strategies for some common imaging studies](image-url)
Note on Software

The examples presented in this review were analyzed using R (http://www.r-project.org/), which is a freely available implementation of the S language, which also underlies S-PLUS. Hence, most code developed in S-PLUS will run in R and vice versa.
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LESSONS FROM OTHER NEURODEGENERATIVE DISEASES
Introduction

Clinical trials of Alzheimer’s disease (AD) traditionally use rating scales, such as neuropsychological tests, and disability scales as outcome measures. However, their intrinsic measurement variability, the slow disease progression, and the low efficacy of the drugs developed so far have led to trial designs with hundreds of subjects per treatment arm. The development of imaging markers with proven sensitivity to disease progression has recently paved the way for their use as outcome measures in clinical trials. The use of imaging measures has the double advantage of decreasing the number of subjects per treatment arm whilst also providing a direct measure of the degree of disease modification induced by the “active” molecules. A number of magnetic resonance (MR)-based markers have been developed for clinical trials of AD, all of which have their own strengths and weaknesses. Here, the most often used techniques, which could easily be exported to the study of neurodegeneration in clinical trials of multiple sclerosis, are reviewed.

Region-of-Interest-Based Volumetric Measures

After acquisition, the digital images need to be reconstructed on coronal, 1-2 mm-thick slices. The hippocampus is then manually traced on all the contiguous slices where it can be seen (Fig. 1).

In expert hands, the reliability is high, intra-class correlation coefficients for hippocampal measurements being 0.95 for intra-rater and 0.90 for inter-rater variability [1]. Sensitivity and specificity values of hippocampal volumes in a relatively large series of 55 AD patients and 42 controls were 94% and 90%, respectively [2]. Small hippocampal volume was found to be predictive of subsequent conversion to AD in 80 patients with amnestic mild cognitive impairment (MCI) independently of neuropsychological tests, apolipoprotein E genotype, and cerebrovascular comorbidity [3]. Of the 13 MCI patients with hippocampal volume 2.5 SDs below the age-specific mean, only 6 (46%) converted to AD within the following 6 years; while of the 54 with hippocampal volume between –2.5 SDs and the age-specific mean, converters were 19 (35%); and of the 13 with hippocampal volume above the mean, only 2 (15%) converted [3].
In a prospective study of 28 patients with AD, 43 with MCI, and 58 normal controls, the annualized percentage change in hippocampal volume decreased progressively, according to expectation, from baseline cognitive status (AD>MCI>control) [4]. Moreover, within the control and MCI groups, the rate of change in hippocampal volume correlated with the change in cognitive status over time (control-stable=1.73% vs control-decliner=2.81%; MCI-stable=2.55% vs MCI-decliner=3.69%). This study suggests that serial measurements of the hippocampal volume allow us to detect stable versus declining members of a group, and may therefore be a useful tool for monitoring the efficacy of therapeutic trials.

**Computational Neuroanatomy**

Recently, advances in neuroscience and neuroimaging have led to an increasing recognition that certain neuroanatomical structures may be affected preferentially by specific diseases. Neurodegenerative brain diseases mark the brain with a morphological “signature”; detecting this may be useful for enhancing diagnosis, particularly in diseases where there is a lack of other diagnostic tools. Moreover, structural changes provide markers which enable us to track the biological progression of the disease.

Recent developments in computer science may contribute to the detection of early, sensitive, and specific disease signatures. The new approaches are automated, thus avoiding error-prone and labor-intensive manual measurements. Such algorithms
can also offer unprecedented precision, as some can detect brain volume differences of 0.5% between images from the same subject [5]. The research work needed in order to develop such algorithms is referred to as computational neuroanatomy [6].

The individual algorithms can be categorized into two broad classes: algorithms devised to detect group differences at one point in time, and algorithms devised to detect prospective changes over time. The first category may be useful for defining disease-specific signatures. The second can be applied to one or more individuals to track disease progression, either natural or modified by treatment. While most tools have been developed to compare groups, some are being adapted to analyze individual cases; an issue of the greatest interest for the practicing physician.

Computational anatomy algorithms generally involve some or all of the following steps: (a) brain extraction (brain is separated from non-brain voxels), (b) tissue segmentation (voxels representing gray matter and white matter and cerebrospinal fluid are separated, based on intensity values), (c) spatial normalization (also called registration; the voxels of interest are matched to a template or an earlier scan from the same individual), and (d) statistical comparison of different subject groups or points in time. The pivotal step for all these methods is registration. Here, cross-sectional methods match images of interest to a reference stereotactic template (a typical brain or a typical hippocampus, etc.) or vice versa, while prospective methods match sequential images from the same patient taken at different times.

Registration strategies differ in scope (i.e., analysis of the whole brain or preselected regions-of-interest) and mathematical approach (accounting for global or local variability in the brain’s size and shape). Some cross-sectional methods that account for global variability are completely automated (such as voxel-based morphometry based on statistical parametric mapping, as developed by Ashburner and Friston – A&F) [7], while those that account for local variability often require manually positioned landmarks to precisely match the image to the template (such as cortical pattern matching) [8]. Longitudinal methods use the complexity of each individual’s brain structure to align accurately an individual’s serial images (such as the brain boundary shift integral – BBSI – algorithm) [9].

To perform well, all methods need high spatial resolution and clear differentiation between tissue types. Usually, 3D, high-resolution, T1-weighted MR images (spoiled gradient-recalled – SPGR – or magnetization-prepared rapid acquisition gradient-recalled echo – MP-RAGE) acquired with conventional 1.5T MR scanners and 1 mm3 voxels (ideally isotropic) provide sufficient detail and contrast (Fig. 2).

**Voxel-Based Morphometry (VBM) (Ashburner and Friston’s Method)**

Here, registration is made to a global template, which allows for the removal of the global, but not the local, shape variability. Registered gray matter images are smoothed with an 8-12 mm filter, leading to normally distributed data and allowing the use of statistical parametric tools. A $t$ test is then performed on a
voxel-wise basis between groups of subjects or within a group of subjects scanned at baseline and follow-up (Fig. 3).

The statistical approach of the A&F method Statistical Parametric Map (SPM) is based on the general linear model, and identifies regions of tissue with increased or decreased density or concentration that are significantly related to the effects under study. Ideally, the threshold for significance should be set at $p<0.05$ corrected for multiple comparisons, but when there is an a priori hypothesis of the expected effect, a more liberal threshold of $p<0.001$ uncorrected can be used. However, like every statistical test, the larger the effect size and group size, the higher the sensitivity of the method for identifying differences. The A&F method has been implemented in software running under Microsoft Windows or UNIX that can be downloaded freely (http://www.fil.ion.ucl.ac.uk/spm/).

In a recent prospective study, Chetelat et al. [10] studied 18 patients with MCI for 18 months. At the end of the follow-up period, 7 had converted to probable AD, and 11 remained MCI. All patients underwent two high-resolution MR examinations at baseline and at follow-up, and MR images were processed and

**Fig. 2.** High-resolution, T1-weighted, 3-dimensional (MP-RAGE or SPGR) techniques are used where whole-skull images are made of voxels of about 1 mm$^3$ within which tissue density is homogeneous (isotropic). The whole volume is made up of about 4M voxels. Each voxel can generally have $2^{16}$ shades of gray.
analyzed with SPM2 following a longitudinal VBM protocol based on individual high-dimensional warping of the follow-up onto the baseline image. Gray matter loss was estimated from the Jacobian determinants of the applied deformations. Gray matter loss in both converters and non-converters was located in the lateral and medial temporal areas, bilaterally, the orbitofrontal and inferior parietal areas, and the left thalamus. Converters showed greater gray matter loss than non-converters in the temporal neocortex, medial temporal lobe structures, posterior cingulate, and precuneus, bilaterally. Percentage annual losses ranged between 0% and 4.5% for converters, and between 0% and 4% for non-converters, with the temporal lobe and the lateral temporal cortex being involved at the highest rates.

**Cortical Pattern Matching**

This is a sensitive approach that measures the topological variability of the cortex [11]. The approach consists of cortical flattening and sulcal matching that aim to
obtain an average cortical model for a group of subjects. All MR scans are first aligned to a standardized 3D coordinate space, then from each individual’s MR scan, a 3D cortical surface model is extracted, consisting of a network of discrete triangular tiles, and some sulcal/gyral landmarks are identified on the cortical model (Fig. 4), which is then flattened. Then, sulcal features are co-registered to a template of sulcal curves, derived from a large group of normal subjects, with a warping technique. The warped images are averaged and measures of gray matter density can be analyzed with statistical tools similar to those used by A&F’s VBM. This technique can be performed on high-end desktop machines such as the Macintosh G4, as well as Silicon Graphics Interface or Sun workstations running UNIX. These algorithms are often used in client-server mode, connecting to a supercomputer for very large-scale analyses.

Cortical pattern matching allows us to map changes of cortical gray matter density or thickness with great accuracy. The cortical pattern matching analysis has been used to better localize disease effects on cortical anatomy over time. To visualize the transit of the disease within the cortex, Thompson et al. [12] studied 12 patients with AD and 14 elderly matched controls scanned longitudinally (two scans). In patients with AD, a highly significant gray matter loss was observed in a broad anatomical region encompassing bilateral temporal and parietal cortices. The most significant changes occurred in temporal and parietal regions, where tissue loss exceeded 15%. Primary sensory and motor cortices were comparatively spared in the disease (with a 0%-5% deficit, on average, in the central and post-central gyri). After 1.5 years, the frontal cortices, initially only mildly affected, were found to be severely affected (tissue loss exceeded 15%), whereas the sensory and

Fig. 4. Cortical pattern matching: sulci that need to be traced manually on the medial and lateral surfaces in order to carry out cortical registration that will remove global as well as local variability
motor territories were still relatively spared. This study provides the first quantitative, dynamic visualization of cortical atrophy rates in dementia.

Vidal et al. [13] studied 12 schizophrenic subjects and 12 healthy volunteers. All subjects were studied prospectively during a 5-year period. To detect earlier loss, they compared gray matter profiles across all 24 subjects at their first and at their last scan 4.5 years later. Medial frontal cortex was affected early in the disease course from the anterior frontal regions to the posterior limit of the precentral gyrus in both right and left hemispheres. This damage increased at follow-up in each hemisphere. The medial parietal cortex was also significantly affected early and late in the course of the disease. Importantly, the cingulate was relatively well preserved at the onset of the disease, but was significantly affected at follow-up, in the left hemisphere. Frontal deficits, which are characteristic of adult and childhood schizophrenia, were severely progressive, but they were already present in the early phase of the disease.

**Brain Boundary Shift Integral (BBSI)**

Serial scans of the same subjects have the advantage that the wide inter-individual variability of brain morphology is not an issue, and comparing pre-post images of the same subject(s) carries much less error than comparing a case to a control. Information on prospective global changes can be obtained by rigidly matching serial scans and by subtracting the superimposed images. The difference reflects the volume of brain tissue lost or gained (e.g., brain boundary shift integral, BBSI [9]) (Fig. 5). The rate of atrophy in a group of 18 AD patients was significantly greater than in 31 controls (2.78% vs 0.24% per year with no overlap between the groups) [5]. Moreover, the rate of global cerebral volume loss was strongly correlated with rate of cognitive impairment measured with the mini-mental state examination (MMSE) in 29 AD patients [14].

Information on local changes can be obtained by using nonlinear registration, which permits compression or expansion of each voxel to obtain a precise

![Fig. 5. Brain boundary shift integral: brain MR scan of a patient with AD at baseline (A), at follow-up (B) (no gross differences can be perceived), and the subtraction image (C), where voxels of atrophy between baseline and follow-up are shown in red]
registration (voxel compression method). The resulting deformation fields provide a map (voxel compression map – VCM) of the amount of compression or expansion applied at each voxel. This reflects the amount of brain tissue or cerebrospinal fluid lost or gained over time in the interval between scans. Typical patterns of change in different conditions (e.g., normal aging vs AD) can be tapped by registering and averaging individual voxel compression maps and comparing the resulting averages. This method was capable of detecting loss of brain tissue in asymptomatic individuals carrying an autosomal dominant mutation known to cause AD more than 2 years before the appearance of symptoms [15, 16].

The BBSI technique might be particularly useful for detecting disease in asymptomatic subjects at high risk of developing AD. Prospective measurements of brain atrophy have become a very relevant issue with the advent of drugs that might alter the natural history of AD. Rates of brain atrophy measured from serial registered MR are being used as a surrogate outcome of drug effectiveness in clinical trials.

In 288 AD patients participating in the phase-IIa Abeta (Aβ) immunotherapy trial, cerebral volume changes were measured from registered scan pairs at 11-month intervals [17]. Despite the reduction in the study power due to early termination owing to meningoencephalitis, significant volumetric changes were found. In particular, 45 patients who were antibody responders had greater brain volume decrease and ventricular enlargement than the placebo group (3.12 vs 2.04% and 1.10 vs 0.48%, respectively). The unexpected finding of brain volume loss was accompanied by that of a better performance on neuropsychological tests in antibody responders than in the placebo group. Volume changes might be due to amyloid removal and associated cerebral fluid shifts.
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Chapter 14

Other Neurodegenerative Conditions

M. MASCALCHI

Introduction

Neurodegenerative diseases of the central nervous system (CNS) represent a large group of sporadic or inherited conditions which share the fundamental physiopathological feature of a progressive dysfunction and death of neurons belonging to different systems, which ultimately leads to regional and global brain atrophy. Although considerable advances in understanding the etiopathogenesis of these diseases have been made, to date no treatment capable of halting the progression of neurodegeneration in any of these diseases is available.

All the non-conventional MR techniques used in patients with multiple sclerosis (MS), including volumetry, diffusion-weighted imaging (DWI) and diffusion tensor imaging (DTI), magnetization transfer imaging (MTI), proton MR spectroscopy (\(^1\)HMR), and functional MR imaging (fMRI), have been also applied to the investigation of neurodegenerative diseases of the CNS.

While the technical-methodological background for their application in neurodegenerative diseases is the same as for MS, the results obtained need to take into account the invariably progressive course of neurodegenerative diseases as opposed to the typical relapsing and remitting course of the most frequent form of MS. This implies that symptomatic patients with neurodegenerative diseases are usually examined when the degeneration process has been progressing for many years, and hence the data from these patients reflect the advanced stages of neurodegeneration. An important exception is the case of subjects with genetically inherited conditions, in which MRI studies in presymptomatic carriers of the genetic mutation are feasible and have been shown to provide some insight into the early phases of neurodegeneration. Moreover, although neurodegenerative diseases of the CNS are typically system-specific, the distribution of changes is elective (but not exclusive). Accordingly, neuronal systems whose damage is not associated with clinical manifestations often also display some MR abnormalities, although these are usually less pronounced than in the elective sites of damage.

Rationale for the Use of Non-conventional MR Techniques for the Study of Degenerative Diseases of the CNS

Volumetry is an important tool in the MR armamentarium used to evaluate neurodegenerative diseases. It enables estimation of regional and global atrophy, namely the ultimate stage of neurodegeneration, and identification of specific
disease markers, such as regional atrophy of the hippocampus in Alzheimer’s disease, which are valuable for the diagnostic work-up.

While volumetric assessment identifies the presence and distribution of irreversible brain damage in terms of gray or white matter tissue loss, evaluation of other MR parameters, such as apparent diffusion coefficient (ADC) calculated from DWI, mean diffusivity (MD) and fractional anisotropy (FA) calculated from DTI, and magnetization transfer ratio (MTR) calculated from MTI, can estimate the integrity of the remaining brain tissue [1, 2]. For this reason, DWI, DTI, and MTI have found considerable and increasing applications in the evaluation of neurodegenerative diseases of the CNS.

$^1$HMRS provides an in vivo, non-invasive, semi-quantitative or quantitative evaluation of brain metabolites whose amounts reflect different physiopathological conditions. In particular, for neurodegenerative diseases of the CNS, the most important metabolite is N-acetylaspartate (NAA), which is a marker of neuronal density and function and, as such, is commonly decreased in these conditions [3]. In clinical practice, the amount of NAA is usually related to the amount of creatine (Cr) in the same volume of interest, which is assumed to be constant. This enables the use of the NAA/Cr ratio as a practical tool for assessment of the amount of NAA in individual patients.

fMRI exploits the changes in the oxygenation of the blood in brain areas that are activated during different tasks. Potential uses of fMRI in neurodegenerative diseases of the CNS include: detection of an altered function in the presymptomatic carriers of the mutation of a given inherited condition; exploration of the compensatory functional mechanisms operating in symptomatic patients and, in case of longitudinal studies, of their progressive failure; and monitoring the functional changes associated with new therapies.

**Regional versus Whole-Brain Analysis**

Two general approaches have been developed to analyze the data from non-conventional MR techniques in neurodegenerative diseases of the CNS.

The first approach is based on the search for regional differences, and is typically carried out by using a manually defined region-of-interest (ROI), usually consisting of a few pixels, or by placing the volume of interest for $^1$HMRS in areas of expected maximal change for a certain disease. This method can easily be performed and has no complex methodological background. Its drawbacks are the degree of operator-dependence and the necessary a priori knowledge of the distribution of the abnormalities. To overcome these limitations, voxel-based analysis of MR images is used for the detection of regional changes of the brain in neurodegenerative disease of the CNS. Voxel-based analysis of MR images is a powerful tool for assessing regional structural differences in the brain between groups of subjects, without the need for any specific a priori hypothesis [4]. Originally developed as voxel-based morphometry (VBM) to investigate regional differ-
ences in gray and white matter volumes in heavily T1-weighted images (Fig. 1), the method has subsequently been utilized to investigate maps of other parameters such as the ADC, MD, FA, and MTR. Its drawbacks are the necessity to implement dedicated software packages, the complex mathematical assumptions and methodological background involved and, especially, the fact that voxel-based methods are not suited to individual subject analysis, and this limits its application in clinical practice.

**Fig. 1.** Voxel-based morphometry (VBM) in patients with Huntington’s disease. Statistical parametric map (SPM) representation of the multiple clusters of decreased gray matter (A) and white matter (B) volumes ($P < 0.05$ corrected for multiple comparisons) in 9 symptomatic carriers of the HD mutation compared with 11 healthy controls. The clusters are superimposed onto normalized T1-weighted images of a normal subject.
The second approach consists of the assessment of a certain MR parameter for the entire brain volume [5, 6] (Fig. 2), or a metabolite concentration in $^1$HMRS [7]. The advantages of this approach include the strong intrinsic statistical power, due to the fact that thousands of pixels are estimated as compared with the
few usually considered for ROI analysis, and the capability to effectively provide a measurement of the global effect of the disease on the brain, which is a promising strategy for monitoring therapeutic trials. Its main drawback is the loss of spatial information.

A compromise between the ROI and whole-brain approach is to perform a histogram analysis on large volumes selected after anatomic segmentation [5].

In this chapter, the main results obtained with the use of non-conventional MR techniques in the most common neurodegenerative diseases of the CNS are reviewed. Particular attention is given to the results obtained in genetically determined conditions such as familial Alzheimer’s disease, Huntington’s disease, spinocerebellar ataxias, and Friedreich’s ataxia, which may be viewed as interesting models to investigate the brain changes in neurodegenerative diseases of the CNS, due to the certainty of diagnosis and the feasibility of assessment from their presymptomatic stages.

Fig. 2 A-C. Whole-brain histograms of the mean diffusivity (A), fractional anisotropy (B), and magnetization transfer ratio (C) in a patient with Huntington’s disease (continuous line) and a control subject (dashed line). The patient’s MD histogram (A) shows decreased kurtosis (curve peakedness) and skewness (asymmetry of the curve) and increased 25th and 50th (median) percentiles, compared with those of the control subject, reflecting a general increase of the MD values. Conversely, the patient’s FA histogram shows increased kurtosis and skewness and decreased 25th and 50th percentiles, compared with those of the control subject, reflecting a general decrease of the FA (B). Finally, the patient’s MTR histogram (C) shows decreased kurtosis, 25th and 50th percentiles, and increased skewness, reflecting a general decrease of the MTR.
Alzheimer’s Disease

Alzheimer’s disease (AD) is the most common cause of dementia, as well as a growing public health problem, affecting a considerable and increasing portion of the elderly population [8]. The familial form, due to mutations of presenilin 1 (PS1), presenilin 2 (PS2), or β-amyloid precursor protein (APP) genes is a very rare cause of AD, with autosomal dominant inheritance. Molecular genetic tests enable us to identify the carriers of the mutated gene [8]. The histopathology of sporadic and familial AD is similar and is characterized by an accumulation of amyloid plaques and neurofibrillary tangles and by neuronal loss [2].

Volumetry

Volumetry of the hippocampus using ROI is an established marker for measuring tissue damage associated with sporadic AD [2, 9, 10]. In cross-sectional studies, the volume of the hippocampus was found to be reduced by 9%-60% in AD as compared with controls, with a general left predominance of the volume loss. Moreover, longitudinal studies have emphasized that there is an increased atrophy rate of the hippocampus and whole brain in AD [2]. Less well established is the capability of hippocampal volumetry to predict conversion from mild cognitive impairment to AD [2].

Several studies have investigated patients with AD, using VBM [11-13]. Baron et al. [11] compared mild AD patients and healthy age-matched controls and observed symmetric gray matter loss in the medial temporal structures, posterior cingulated gyrus, precuneus, temporoparietal association cortex, and perisylvian cortex. In a later longitudinal study, Chételat et al. [12] reported a higher rate of atrophy in the temporal neocortex (predominant on the left side) in patients with amnestic mild cognitive impairment who subsequently converted to AD. Finally, in a cross-sectional study, Frisoni et al. [13] showed greater temporoparietal atrophy in elderly patients with early-onset AD as compared to patients with late-onset AD, who conversely showed greater medial temporal atrophy. These findings were felt to be consistent with the hypothesis that “genetic factors may drive the susceptibility to developing AD lesions in the neocortex in young age, while environmental factors might exert a similar effect on medial temporal lobe structures at older age.”

In familial AD, Fox and colleagues [14], using ROI analysis, demonstrated that atrophy of the hippocampus was present in the presymptomatic stage in three subjects with APP mutation who later became symptomatic. Using analysis of MR images with a voxel-compression mapping method, the same group [15] reported that temporoparietal neocortical, posterior cingulate, and medial temporal lobe atrophy were also apparent in the presymptomatic phases. Recently, the same group reported that longitudinal measures of global and hippocampal atrophy can identify differences between carriers of APP or PS1 mutations and controls 2-3 years earlier than cross-sectional measures [16].
Almost all studies which utilized a ROI approach have documented increased ADC or MD and decreased FA in the cerebral white matter of patients with AD [2]. The analysis of the ADC in the gray matter structures has provided conflicting results, with evidence of increased ADC in the hippocampus and cingulated gyrus in some reports only [17, 18]. A correlation between MD or FA in the white matter and measurements of cognitive decline such as the Mini-Mental State Examination (MMSE) was reported [2]. In a cross-sectional study evaluating with voxel-based analysis maps of FA in elderly patients with mild sporadic AD, Xie et al. [19] found decreased white matter anisotropy in the association regions, including temporal lobes, superior longitudinal fasciculi, internal capsule and cerebral peduncles, bilaterally, and corpus callosum. Overall, the above findings are consistent with widely distributed disintegration of the white matter in AD, in agreement with a neuropathological demonstration of myelin abnormalities in the absence of axonal damage [20].

Few studies have evaluated, with ROI, the MTR of the gray and white matter in AD [2]. A decrease in the MTR in the gray matter including the hippocampus [21] was also found in patients without significant regional atrophy. This opens up the possibility that MTR might provide an early marker of neurodegeneration in the gray matter structures of the medial temporal lobe, which are the first structures involved in AD pathology.

\[1\]HMRS

The neurodegenerative process in AD determines a nonspecific decrease in NAA/Cr which is combined with a relative increase in myo-inositol (mI), usually expressed by an increased mI/Cr ratio, which can be evaluated if short echo time proton spectroscopy is employed [22]. This latter feature is thought to reflect gliosis, which takes place along with neuronal loss. The distribution of the metabolic changes matches that of the AD pathology, with elective involvement of the medial temporal lobe structures, the parieto-temporal-occipital association cortex, and the cingulum [23]. \[1\]HMRS abnormalities are also observed in patients without overt atrophy [22]. Recently, Godbolt et al. [24], in a study of seven asymptomatic carriers with PS1 and APP mutations, demonstrated a decrease in the NAA/mI in the posterior cingulate cortex. The metabolic changes demonstrated by \[1\]HMRS, in particular the NAA/mI ratio, have been shown to correlate with measurements of cognitive decline and are capable of predicting the severity of the decline itself [22].

Using a whole-brain HMRS technique, Falini et al. [7] reported that the concentration of NAA distinguished patients with AD and patients with mild cognitive impairment from healthy controls.

\[1\]HMRS is currently employed as a surrogate marker in treatment trials of AD. In one of these studies [25], an increase in the NAA concentration or of the
NAA/Cr was associated with treatment response, and a low baseline NAA/Cr ratio predicted a positive treatment outcome.

**fMRI**

During verbal retrieval tasks, patients with AD show decreased activation of the hippocampus and increased lateral prefrontal activity, the latter feature suggesting involvement of compensatory mechanisms [26]. In a study exploring verbal episodic memory [27], patients with AD showed decreased activations both of the medial temporal lobes and parieto-temporal associative areas and an increased activation of the left prefrontal cortex. In this study, a correlation of the functional pattern with the regional brain atrophy assessed with VBM was also performed. A positive correlation of the volume of the hippocampus with the activation of the medial temporal lobe and associative cortex, but not with the activation in the prefrontal cortex, was found. These data suggest that functional changes may be closely correlated to the progressive structural changes observed in the hippocampal region.

**Huntington’s Disease**

Huntington’s disease (HD) is associated with expansion of a CAG triplet in the gene IT15 of chromosome 4, a gene that encodes a protein of unknown function named huntingtin. HD is an autosomal dominant disease whose diagnosis can be established in vivo with genetic molecular testing in presymptomatic and symptomatic subjects. Clinical presentation of HD generally occurs in middle-age and includes a mixed motor disorder with involuntary movements (chorea) and reduced speed of voluntary movements (bradykinesia), variably combined with psychopathological changes and intellectual decline.

**Volumetry**

Using ROI analysis, loss of bulk of the neostriatum was documented in presymptomatic stages of the disease [28] and a correlation between the severity of atrophy with the number of the triplet expansion was observed [29]. The progression rate of neostriatal atrophy was analyzed in longitudinal studies, which demonstrated that the rate is not constant, ranging from a mean volume change per year of the caudate of 2.43% in presymptomatic subjects to 7.24% in patients in the advanced stages of the disease [30]. In symptomatic patients, global brain atrophy is present and, as with the neostriatal atrophy, correlates with clinical measurements of disease severity [6].

VBM results in symptomatic HD patients demonstrated a general loss of the cerebral gray matter and white matter, with a predominant gray matter loss in the striatal areas, thalamus, hypothalamus, and opercular cortex [31, 32] (Fig. 1).
Thieben et al. [33] evaluated presymptomatic carriers of the HD gene and demonstrated a volume decrease not only in the gray matter of cortical and subcortical structures, but also in the white matter of the cerebral hemispheres.

**DWI, DTI, and MTR**

Two studies evaluated tissue integrity in patients with HD using DWI [6, 34]. In both of them, an increased ADC was observed in the neostriatum, which was correlated with the clinical deficits and CAG repeats. In one of these studies, an increased ADC of the cerebral white matter and whole brain were also observed [6]. Similar results are obtained when the whole-brain MD and FA are measured (Fig. 2).

In a study which explored MTR in HD patients, mild nonsignificant decreases of MTR were observed in the striatum and whole brain [6] (Fig. 2).

**1HMRS**

Single-voxel 1HMRS in patients with HD was performed in cortico-subcortical regions and basal ganglia and showed a decrease in NAA in terms of increased Cr/NAA or a decrease in NAA/choline (Cho) ratios [35, 36]. An increase in lactate (Lac), which is likely to reflect an impairment of energy metabolism in HD, was also found [35, 36]. The Lac/NAA ratio was found to correlate with CAG repeats and the duration of symptoms [37], whereas the decrease in NAA/Cho correlated with the advancing clinical stage of the disease [36]. 1HMRS has also been used as a surrogate marker in a pilot trial with dietary creatine therapy in HD [38].

**fMRI**

Functional MRI studies using non-motor tasks revealed changes in the activation of cortical and subcortical gray matter in presymptomatic HD mutation carriers [39, 40]. In particular, using a time-discrimination task, it was observed that HD mutation carriers far from clinical onset, compared with healthy controls, showed an increased activation of the medial hemispheric structures (anterior cingulated, presupplementary motor area), whereas carriers close to clinical onset, compared with controls, showed a reduced activation of the caudate and thalamus [40]. A recent study demonstrated that the pattern of activations revealed by fMRI during a simple motor task (hand tapping with the dominant hand) is somewhat different in symptomatic HD patients with respect to healthy controls, with evidence of areas of decreased activations in the caudate nucleus and medial frontal and anterior cingulate gyri, and increased activations in the supplementary motor area, supramarginal gyrus, and intraparietal sulcus [32]. In this study, fMRI findings were correlated with the distribution of gray matter loss, as measured by VBM, and a topographical correlation between areas of decreased activation and significant volume loss was found for the caudate nucle-
us only. This supports the notion that cortical functional changes in HD are likely to reflect decreased output of the motor basal ganglia-thalamo-cortical circuit, with compensatory recruitment of additional accessory motor pathways.

**Parkinson’s Disease**

**Volumetry**

VBM studies have investigated PD patients in relatively advanced stages of the disease [41-44] and showed extensive clusters of gray matter volume reduction in the frontal and limbic-paralimbic regions. In PD patients with dementia, the volume loss extended to temporal, parietal, and occipital lobes as well as to thalamus and caudate. Notably, no VBM study showed midbrain changes in PD, whereas such changes were observed in patients with progressive supranuclear palsy [45].

**DWI, DTI, and MTR**

Only a few studies have investigated MTR of the brain in patients with PD; they all used ROI analysis and achieved conflicting results. In one study [46], PD patients with dementia had reduced MTR values in the subcortical white matter, but there were no significant differences in any region between non-demented PD patients and controls. In another study [47], lower MTR in supratentorial white matter and brainstem was found in PD patients without dementia as compared with controls. More recently, Eckert et al. [48] reported reduced MTR in the globus pallidus, putamen, caudate nucleus, substantia nigra, and white matter in PD.

Also, most MR studies of diffusion in PD patients adopted ROI analysis and focused on subcortical nuclei, mainly to define features useful for differential diagnosis with other parkinsonisms [49, 50]. In these studies, no significant differences in ADC values in the subcortical gray matter between PD patients and controls were found. On the other hand, in another ROI study, Yoshikawa et al. [51] demonstrated that patients with PD have decreased FA in the white matter corresponding to the nigrostriatal projections, and that a significantly reduced FA in subcortical frontal white matter of the premotor area occurred in the most advanced stages of the disease. Finally, in a recent study which used voxel-based analysis of the trace of the ADC [52], an increased diffusivity of the olfactory tracts in PD patients was found, and this has been proposed as a possible early diagnostic marker of PD.

**1H MRS**

Bowen et al. [53] demonstrated a significant increase in the lactate/Cr ratio in the occipital lobe of patients with PD, which was more pronounced in patients with
dementia; whereas Hu et al. [54] reported temporoparietal cortical reductions in NAA/Cr ratios in non-demented PD patients.

**fMRI**

Using a motor task (single joystick movements), Haslinger et al. [55] demonstrated, in patients with akinetic PD both before and 30 minutes after taking oral levodopa, an impaired activation of the supplementary motor area and increased activations of the primary motor cortex and the lateral premotor cortex, bilaterally, compared with healthy controls. Levodopa administration was associated with a relative normalization of the activation pattern.

**Inherited Ataxias: Spinocerebellar Ataxias Type 1 and 2**

**Volumetry**

SCA1 and SCA2 are relatively common autosomal dominant adult-onset ataxias which have a neuropathological pattern similar to that of olivopontocerebellar atrophy.

Patients with SCA1 have a decrease in the volumes of the cerebellum and brainstem without atrophy of the basal ganglia and cerebral hemispheres [56, 57]. In patients with SCA2, atrophy of the cerebellum and brainstem is generally more marked than in patients with SCA1 [56-58]. A VBM study of SCA2 showed evidence of cerebral cortical atrophy [58]. A correlation between severity of the clinical deficit and atrophy of the brainstem was observed in SCA1, but not in SCA2 [57].

**ADC, DTI, and MTR**

Increases in ADC values of the brainstem and cerebellum with normal ADC of the cerebral hemispheres have been reported in SCA1 and SCA2 [57]. In the same study, a correlation between the clinical severity and the increase in the brainstem and cerebellar ADC values was observed in SCA1, but not in SCA2.

**1H MRS**

1H MRS shows a decrease in the NAA/Cr ratio, NAA concentration, and Cho/Cr ratio in the pons and the deep cerebellum in asymptomatic and symptomatic carriers of the SCA1 mutation [57, 59].

In patients with SCA2, a decrease in NAA/Cr ratio and NAA concentration in the pons and cerebellum were reported [57, 60]. In one study, an increase in the cerebellar Lac was noted [60], whereas in another study an increase in the glial marker ml was documented in the pons and cerebellum [61]. A correlation
between clinical severity and the decrease in the NAA/Cr ratio in the pons was observed in SCA1, but not in SCA2 [57].

**fMRI**

During a simple motor task (hand tapping with the dominant hand), patients with SCA1 and SCA2 showed an increased activation of the contralateral premotor cortex and a decreased activation of the normal cerebellar activation, as compared with healthy controls (unpublished personal observations) (Fig. 3).

**Inherited Ataxias: Spinocerebellar Ataxia Type 6**

SCA6 is an autosomal dominant adult-onset cerebellar ataxia which shares with idiopathic late-onset pure cerebellar ataxia (ILOCA) a neuropathological pattern of cortical cerebellar atrophy.

**Volumetry**

In a volumetric MRI study of ILOCA and SCA6 [62], an inverse correlation was found between the total cerebellar volume and the severity of the cerebellar deficits, as well as between the regional volumes of the cerebellum and partial scores of the corresponding functional system.

**ADC, DTI, and MTR**

The ADC was significantly increased in the cerebellum and brainstem of patients with ILOCA as compared with healthy controls, possibly because of mild structural damage to the cerebellopetal and cerebellofugal white matter tracts [63]. In the same study, the ADC and volume of the cerebral hemispheres were not significantly different between patients and controls.

**1HMRS**

A decrease in NAA/Cr without increased Lac was observed in the cerebellum, pons, and frontal cortex of patients with SCA6 or ILOCA [60, 64, 65].

**Inherited Ataxias: Friedreich’s Ataxia**

Friedreich’s ataxia (FRDA) is an autosomal recessive disease with an onset in childhood or adolescence. At the neuropathological examination, FRDA exhibits a pattern of spinal atrophy.
**Fig. 3 A, B.** Functional MRI during hand tapping of the dominant hand in 18 healthy controls (A) and 6 patients with SCA1 and 10 patients with SCA2 (B). SPM maps color-coded for t values superimposed onto high resolution T1-weighted images (normal templates) showing the within-group comparison between activation and rest. Clusters of voxels in the resulting Z statistical images with a height threshold of $P < 0.001$ (uncorrected) and an extent threshold of $P < 0.05$ (corrected) were considered as significant. Note the normal activation of the primary motor cortex and contralateral cerebellum in the healthy subjects (A), and the activation of the contralateral premotor cortex and decreased cerebellar activation in patients with SCA1 and SCA2 (B).
**Volumetry**

In patients with FRDA, MRI studies show marked atrophy of the spinal cord and medulla, whereas the loss of bulk of the cerebellum is usually not remarkable and there is no atrophy of the cerebral hemispheres [63].

**ADC, DTI, and MTR**

In line with neuropathological and conventional MRI findings, the ADC was found to be reduced only in the medulla of patients with FRDA [63].

**1HMRS**

A mild, but significant, decrease in the NAA/Cr with normal Cho/Cr and mI/Cr was observed in the pons and deep cerebellar hemisphere [64] in patients with FRDA. Another study reported a decrease in the concentration of Cho in the cerebellar vermis of FRDA patients, compared with healthy controls [61].

**Motor Neuron Disease**

Motor neuron disease (MND) is a term comprising different conditions characterized by selective degeneration of the upper (primary lateral sclerosis) or lower (progressive spinal muscular atrophy) motor neurons or both (amyotrophic lateral sclerosis – ALS), whose speed of progression is variable.

**Volumetry**

Whole-brain atrophy is not a feature of MND, but a localized decrease of the gray matter volume in the superior, middle, and medial frontal gyri, bilaterally, and of the white matter from the precentral sulcus to the brainstem, consistent with the location of the corticospinal tract, was found [66]. Cervical cord atrophy may be apparent, especially in patients with ALS [67].

**ADC, DTI, and MTR**

DWI and DTI enable us to investigate the degenerating corticospinal tract in the brain of patients with involvement of the upper motor neuron, revealing increased ADC and MD and reduced FA, typically in the posterior limb of the internal capsule [68-70]. These changes, which can be detected before clinical manifestation of upper motor neuron involvement, are correlated with measures of disease severity and duration, can support a diagnosis, and may allow us to monitor the evolution of the disease in individual patients. A decrease of MTR
was observed in the degenerating corticospinal tract of patients with upper motor neuron involvement [71].

Recently, FA decrease has also been documented in the cervical spinal cord of patients with ALS, and this was found to be strictly associated with clinical disability [67].

**1H MRS**

1H MRS with voxels of interest placed in the motor cortex or in the brainstem demonstrates a decrease in the NAA/Cr ratio in patients with upper motor neuron involvement, which may be useful in the diagnostic work-up of individual patients [72]. Preliminary data indicating reversal of these metabolite changes after treatment with riluzole in MND [73] were not confirmed.

**fMRI**

In a study where the force exerted by the patients in a finger flexion task was strictly controlled, Konrad et al. [74] found that patients with amyotrophic lateral sclerosis showed a more anterior location of the motor cortex activation cluster, an increased activation of the supplementary motor area, which was also shifted anteriorly, and an increased activation of the premotor and parietal cortex, bilaterally.

**Conclusions**

Non-conventional MR techniques have an important role to play in the assessment of neurodegenerative diseases of the CNS. In particular, they can contribute to diagnosis in individual patients and provide important insights into the pathophysiology of these conditions.

Finally, they may also constitute reliable tools for monitoring the progression of neurodegeneration and the efficacy of new therapies. The role of MRI data as “surrogate markers” in clinical trials is justified by the insensitivity of the clinical assessment. However, in view of future multi-center trials based on such imaging modalities as “surrogate markers,” standardization and optimization of imaging protocols are mandatory and should be encouraged.
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Chapter 15

Incorporation of Other Biomarkers

S. GNANAPAWAN, G. GIOVANNONI

Introduction

Ramón y Cajal, considered by many to be the father of neuroscience, was the first to document in any great detail the complex structure and function of the human nervous system. In recognition of his achievements he was awarded the Nobel Prize in 1906, together with his contemporary, Camillo Golgi. Successive generations of neuroscientists added to his work, broadening our understanding of this field, but it was not until the Human Genome Project that it became possible to assimilate vast quantities of information from an entire genome or proteome. As a consequence, the number of biomolecules relevant to the study of neuronal biology and pathology has escalated. It therefore comes as no surprise to find that the literature on biomarkers is vast and encompasses a wide spectrum of disciplines from genetics to medical physics. This chapter focuses on the use of molecular biomarkers in neurodegeneration and the progress made so far.

Modeling of Neurodegeneration using Biological Markers

Neurodegeneration is the progressive damage or death of neurons, resulting in irreversible loss of function in the affected parts of the central nervous system. The pathological characteristics of neurodegeneration can be found, in varying degrees, in a number of unrelated neurological disorders, for example multiple sclerosis (MS) [1], as well as in the primary neurodegenerative disorders. Often there is a long subclinical phase before clinical symptoms become evident, and it would be ideal if markers were positive during these preclinical stages. By using markers directly related to the pathogenesis of neurodegeneration, for example biological markers of axonal injury and neurodestruction, and oxidative stress and apoptosis (Fig. 1), it may be possible to detect incipient disease with high accuracy very early in its course. Such biomarkers could also be useful in predicting prognosis and evaluating the efficacy of new therapies.
Neurofilaments (Nf) belong to the intermediate filament family and form the dominant cytoskeletal element in neurons, especially within the axons. They are grouped according to molecular weight into light (NfL; 70 kDa), medium (NfM; 150 kDa), and heavy chains (NfH; 200 kDa) [2]. Their function is largely structural, maintaining axonal caliber and integrity.

Neurofilament breakdown is a prominent pathogenic feature of many neurodegenerative disorders [for reviews, see 3, 4]. In sporadic and familial amyotrophic lateral sclerosis (ALS), an accumulation of neurofilaments has been observed early on in the disease using immunohistochemistry [5-7] (Fig. 2). Other neurodegenerative disorders where abnormal neurofilamentous accumulations have been observed include Alzheimer’s disease (AD), Parkinson’s disease (PD), progressive supranuclear palsy (PSP), other non-Alzheimer type degenerative dementias (Pick’s disease, diffuse Lewy body disease (DLB), corticobasal degeneration), and dementia with neurofilament inclusions [8-10].

During neuronal breakdown, neurofilaments also leak into the adjacent cerebrospinal fluid (CSF) compartment, where they can be measured directly. Elevated CSF levels of both NfH and NfL have been found in ALS, particularly in the upper motor neuron-dominant subtype and rapidly progressive group, as well as in AD
and a variety of other neurodegenerative diseases including cerebral infarction, vascular dementia (VaD), MS, olivopontocerebellar atrophy, and normal pressure hydrocephalus [11-13]. Comparison with magnetic resonance imaging (MRI) has shown an association between CSF NfL levels and severe white matter changes, again probably representing axonal degeneration in those patients [14] (Fig. 3).

In MS, transected axons are a common feature within demyelinated plaques. The density of axons in plaques and normal-appearing white matter (NAWM) of

![Fig. 3. Scatter plot of CSF NfL (pg/ml) in individuals with an average extent of white matter changes (WMC-A) score graded by the Blennow-Wallin scale as 0 = no lesions; 1 = only mild, punctuate lesions; and 2 = beginning of confluent lesions, to severe extensive lesions, demonstrating increasing CSF NfL levels with increasing degree of WMC. Reproduced with permission from [14]]
MS patients has also been shown to be significantly reduced [15, 16]. CSF NfL levels have been shown to correlate with relapses and inflammatory cell counts, as well as with disease progression [17]. More extensive studies using NfH show that baseline NfH levels predict disease progression, correlating well with various disability scores including the Expanded Disability Status Scale (EDSS) [18] (Fig. 4), the Multiple Sclerosis Functional Composite (MSFC) [18], and the recently formulated Multiple Sclerosis Severity Score (MSSS) [19]. NfH are also a prognostic indicator for recovery from optic neuritis, in which visual acuity recovers more in individuals with lower levels of NfH [20], and they can also be used to predict conversion from clinically isolated syndrome (CIS) to MS (more sensitive than MRI alone (40% vs 34%), 60% when combined with MRI) [21].

The neurofilament proteins are therefore valuable prognostic indicators of disease progression in neurodegeneration.

**S-100 Proteins**

S-100 proteins are a group of calcium-binding proteins involved in a multitude of cellular processes including metabolism, cell differentiation, and cell growth. The homodimer S100B (or S100β) is found at high levels in the central nervous system.
system. Originally thought to be a marker of acute neurodestruction, it is now believed to be a marker of astroglial activation. High levels have been found in AD, Down syndrome (DS), MS, brain ischemia, and Creutzfeldt-Jakob disease (CJD) [22-25].

There is considerable overlap between the disorders, but the highest S100 levels have been found in patients with dementing illnesses. In AD [26, 27], the levels are higher in patients with mild to moderate dementia than in those with advanced dementia [28], and these levels are not influenced by age of onset or duration of disease [29]. Conversely, raised levels are found at all stages of CJD, with higher levels being associated with a shorter survival time [23]. In ALS, S100β levels have been shown to decrease with the progression of disease [30, 31].

S100B is also raised during the relapsing phase of MS [32-34], and this finding is supported by post-mortem examination findings in acute plaques [24]. No change in S100β levels has been noted during other stages of disease or in response to immunomodulatory therapy with interferon β (IFNβ)-1a [35], and no correlations were found with either the Expanded Disability Status Scale (EDSS) or MRI measures of disease activity [35].

Finally, the role of S100B in brain ischemia warrants a special mention, due to the acute nature of brain injury. S100β levels are raised after an ischemic event and reach their maximum 2-3 days after the event (Fig. 5). Levels are higher in patients

---

**Fig. 5.** Temporal profile of S100β levels in patients with acute middle cerebral artery (MCA) territory infarction. Reproduced with permission from [36]
with severe neurological deficits at the outset, and in those who have extensive infarcts, serial measurements help to predict infarct size \((r = 0.75, P < 0.001)\) and, most importantly, neurological outcome [36-38]. Overall, S100B is an objective marker of disease progression in neurodegenerative disorders, but is not diagnostically useful in differentiating between different neurological disorders.

**Tau and Phosphorylated Tau Proteins**

Tau is a member of the microtubule-associated protein (MAP) family and is situated in the cytoskeleton and intracellular transport systems of neurons. Tau is released into the extracellular space through damage and degeneration of neurons. Total CSF tau levels have been found to be consistently elevated in AD pathology. Phosphorylated tau (p-tau) is a marker of neurofibrillary tangle (NFT) formation and, unlike total tau (t-tau), is a direct measure of AD pathophysiology and therefore more specific for AD. The published literature on CSF tau biomarkers is vast; detailed reviews can be found in articles by Hampel and Blennow [39-42].

Across the studies, the sensitivity and specificity of t-tau for AD was approximately 83% and 82%, respectively, using the “Innogenetics” ELISA [39]. Importantly, t-tau levels are normal in major depression, alcoholic dementia, and PD [43-45]. However, when comparing AD with other dementing disorders, the discriminatory value of t-tau was found to be low [46-48]. Moreover, in disorders characterized by rapid and/or marked neuronal destruction (CJD, acute stroke, traumatic brain injury, and early stages of RRMS), t-tau was also found to be significantly elevated [49-52]. Therefore, although t-tau is abnormal in the majority of cases, its value as a diagnostic marker for AD is limited by its inability to differentiate AD convincingly from other relevant primary dementias and neurological disorders which feature neuronal loss or destruction as part of their neuropathophysiology.

T-tau as a prognostic marker in detecting incipient AD in mild cognitive impairment (MCI) cases is excellent, with a sensitivity of 90% and specificity of 100% [53]. The hazard ratio for progression was quoted at 17.7 \((P < 0.0001)\) when combined with Aβ42, a related CSF biomarker (see below) in one follow-up study [54] (Table 1). Longitudinally, t-tau levels are elevated in the CSF of cases of MCI and remain elevated even after conversion to clinical AD [55]. The relationship between t-tau levels and degree of cognitive impairment in AD have, however, been inconclusive, with fewer studies showing a correlation between CSF t-tau and rate of cognitive decline in AD [56-59].

In comparison, p-tau, an abnormally hyperphosphorylated version of the normal tau protein, is found in high abundance in NFTs and is therefore more relevant to the pathological development of the disease. There are specific immunoassays for the different phosphorylated epitopes of tau, including threonine 181 (p-tau\(_{181}\)) [60], serine 199 (p-tau\(_{199}\)) [61], threonine 231 (p-tau\(_{231}\)) [62], threonine 231 and
serine 235 (p-tau231-235) [61], and serine 396 and serine 404 (p-tau396/404) [63]. P-tau231 has been shown to discriminate between AD and other neurological disorders with an overall accuracy of 91% (sensitivity 85%, specificity 97%) [62], and in a separate study when AD was compared to major depression, p-tau231 was able to correctly allocate 87% of all cases [64]. Sensitivity levels between AD and FTD improved from 57.7% to 90.2% with p-tau231 compared with t-tau, while the specificity for both markers was 92.3% [65]. As a predictive marker, elevated levels of p-tau231 at baseline correlated significantly with future cognitive decline (i.e., rate of change in Mini Mental State Examination (MMSE) score) and declined with progression in AD [66]. Likewise, the other phospho-epitope biomarkers, p-tau181, 199, 396/404, have also been shown to improve the diagnostic accuracy between AD and other non-AD dementias (VaD, LBD, FTD, and CJD), along with other neurological disorders, such as stroke, CJD, PD, and ALS [61, 63, 67, 68]. Furthermore, p-tau231-235 has been shown to identify the progression of MCI into AD from MCI in 65% of cases and to exclude 100% cases with only memory complaints [69]. Also, restricted analyses of the MCI group showed that reductions in MRI hippocampal volume measures were closely associated with increasing p-tau231 levels, suggesting a hyperphosphorylated tau-related progression in AD pathology [70] (Fig. 6).

### Table 1. Relation between baseline risk factors and risk of conversion to AD in MCI patients; pathological CSF at baseline was associated with the greatest risk. Reproduced with permission from [54]

<table>
<thead>
<tr>
<th>Risk Factor</th>
<th>Unadjusted hazard ratio (95% CI)</th>
<th>Adjusted hazard ratio (95% CI)*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pathological CSF (T-tau and Aβ42)</td>
<td>30.0 (9.32-96.8)†</td>
<td>17.7 (5.33-58.9)†</td>
</tr>
<tr>
<td>Pathological CSF (P-tau181 and Aβ42)</td>
<td>26.3 (8.16-84.5)†</td>
<td>16.8 (5.02-56.5)†</td>
</tr>
<tr>
<td>Pathological CSF (T-tau and Aβ42/P-tau181)</td>
<td>32.8 (10.2-105.6)†</td>
<td>19.8 (5.99-65.7)†</td>
</tr>
<tr>
<td>Age, years</td>
<td>1.11 (1.07-1.16)†</td>
<td>1.10 (1.06-1.15)†</td>
</tr>
<tr>
<td>Female sex</td>
<td>2.37 (1.33-4.22)‡</td>
<td>1.90 (1.06-3.41)§</td>
</tr>
<tr>
<td>APOE ε4 carrier</td>
<td>2.76 (1.50-5.07)‡</td>
<td>2.61 (1.41-4.80)§</td>
</tr>
<tr>
<td>Higher education</td>
<td>0.65 (0.37-1.13)</td>
<td>0.80 (0.45-1.43)</td>
</tr>
<tr>
<td>Systolic BP, mmHg</td>
<td>1.00 (0.99-1.01)</td>
<td>1.00 (0.98-1.01)</td>
</tr>
<tr>
<td>Diastolic BP, mmHg</td>
<td>0.97 (0.95-0.99)‖</td>
<td>0.99 (0.97-1.02)</td>
</tr>
<tr>
<td>Plasma homocysteine, μM</td>
<td>1.03 (1.04-1.13)§</td>
<td>1.08 (1.04-1.12)**</td>
</tr>
<tr>
<td>MMSE, total score</td>
<td>0.87 (0.75-1.02)</td>
<td>1.02 (0.85-1.21)</td>
</tr>
<tr>
<td>MMSE, delayed recall</td>
<td>0.67 (0.51-0.88)††</td>
<td>0.85 (0.64-1.13)</td>
</tr>
<tr>
<td>Clock-drawing test</td>
<td>0.98 (0.88-1.09)</td>
<td>0.94 (0.84-1.04)</td>
</tr>
</tbody>
</table>

AD = Alsheimer’s disease; BP = blood pressure; MMSE = mini-mental state examination. † p < 0.001; ‡ p = 0.013; § p = 0.002; ‖ p = 0.013; ** p = 0.005; †† p = 0.009. All data were collected at baseline (t = 0). Cut-off values for pathological CSF were: T-tau > 350 ng/l; Aβ42 < 530 ng/L; P-tau181 > 60 ng/L, Aβ42/P-tau181 ratio < 6.5.

* Adjusted (if applicable) for the baseline demographic variables age, sex, education level, and APOE ε4 carrier status.
In summary, t-tau and p-tau (more closely related to AD pathology) are good diagnostic and prognostic markers in AD. There is also increasing evidence to support a role for tau in diagnosing incipient AD in MCI patients, with relatively high accuracy.

14-3-3 Proteins

14-3-3 isoforms (named β, ε, ζ, η, τ, σ, and θ) are abundantly expressed in the mammalian brain and highly conserved among eukaryotes. Like t-tau, 14-3-3 is released during acute neuronal injury. CJD, viral encephalitis, acute infarction, MS, cerebral neoplasias, and paraneoplastic syndromes have detectable 14-3-3, and occasionally AD, FTD, LBD, and vascular dementia have also been found to be positive [71, 72]. The highest specificity and sensitivity has been reported in sporadic CJD (sCJD) patients, greater than 92% and 96%, respectively [73, 74], whereas including other clinically probable cases in the differential reduces the overall specificity of the assay to 88%, primarily due to conditions such as stroke and viral encephalitis, which can temporarily clinically mimic CJD [75]. False negative results have also been reported early and late in the course of the disease [74]. The WHO has revised its initial diagnostic criteria for sCJD to include a positive 14-3-3 value in patients with progressive dementia of less than 2 years duration [76] (Fig. 7). Therefore, in the correct clinical context, in vivo detection of 14-3-3 and/or a characteristic EEG recording (periodic sharp wave complexes; PSWCs) is considered diagnostic of sCJD.

In the familial forms of spongiform encephalopathies (Gerstmann-Sträusler (P102L) and fatal familial insomnia (D178-129M)), 14-3-3 is largely absent, per-
haps correlating with the specific mutations [77]. For instance, in familial cases bearing codon 200 (E200K) or 210 (V210I), detection of 14-3-3 is of similar sensitivity and specificity as in sCJD. Equally, in variant CJD (vCJD), a positive 14-3-3 is only found in approximately 86% of patients [78]. This may be improved upon by combining with CSF tau (positive predictive value (PPV) 91% and negative predictive value (NPV) 84%), whereas the combination of 14-3-3 and Aβ42 has been found to result in the highest diagnostic accuracy – sensitivity 100%, specificity 98%, PPV 93%, and NPV 100% [74]. Measurement of 14-3-3 is relatively more accurate than other paraclinical measures, for instance EEG has a sensitivity of 66% for sCJD and PSWCs are never seen in vCJD, and the typical heightened basal ganglia activity on MRI is seen in only 78% of vCJD cases [79]. Overall, 14-3-3 is a good diagnostic marker for sCJD and is already widely used clinically in the diagnosis of suspected cases. However, it is not sufficiently specific or sensitive to be used as a diagnostic test in familial CJD or vCJD, and both would still need to be verified pathologically.

**Biological Markers of Oxidative Stress Injury**

Free radical oxidative stress and mitochondrial dysfunction have been implicated in the final demise of neurons in the majority of neurodegenerative disorders. Nowhere is this more relevant or contentious than in ALS/motor neuron disease (MND). Evidence from transgenic mouse models expressing SOD1 locus (which encodes Cu/Zn-superoxide dismutase) mutations suggest that the altered Cu/Zn-
SOD enzyme activity predisposes motor neurons to oxidative stress injury largely through mishandling of free radicals. This has damaging consequences on cellular proteins, lipids, and DNA, and the animals show signs of slow progressive motor neuron death that closely mimics the human inherited form of the disease. Various analytical methods have been developed to detect oxidative injury; but the more stable forms are modified cellular proteins arising from the oxidative injury.

3-Nitrotyrosine

A prominent mediator of oxidative stress in biological systems is peroxynitrite, which is formed by the reaction of nitric oxide with superoxide. 3-Nitrotyrosine (3-NT) is a marker of peroxynitrite-mediated nitration of tyrosine residues on proteins. Increased concentrations of 3-NT have been reported in the spinal cord of both sporadic and familial patients with ALS, as well as transgenic mouse models [80, 81]. In a CSF study of patients with sporadic ALS (SALS), 3-NT levels and 3-NT/tyrosine ratios were approximately seven times higher in the SALS patients compared with controls. However, no significant correlation was found with either disease duration or severity [82]. In a separate study, the same group demonstrated a significant elevation in free 3-NT levels in AD patients compared with control individuals [83]. Increased 3-NT immunostaining has also been noted in patients with cerebral ischemia, albeit in a more diffuse topographic distribution than that of patients with ALS, where the staining is largely restricted to the ventral horn neurons [80] (Fig. 8). More recently, however, CSF 3-NT levels were found to be elevated in only a few patients with AD or ALS, and the majority of the patients were found to have levels in the same range as the control individuals [84]. This study highlights the importance of case selection and standardization of protocols in biomarker studies.

![Fig. 8. Demonstration of 3-nitrotyrosine immunoreactivity in normal controls (A), and FALS (B) and SALS (C) patients at high-power magnification; the immunoreactivity was most prominent in the large ventral horn neurons, with less staining in the smaller neurons (arrows), there is also staining present within axonal spheroids (arrowheads). Reproduced with permission from [80]](image-url)
Protein Carbonyl Groups

Protein carbonyl groups are formed by oxidative modification of lysine, proline, arginine, and threonine residues on the side-chains of proteins. In humans, the carbonyl content of proteins increases with age, but certain proteins appear more susceptible to protein carbonyl formation than others, such as glutamine synthase and creatinine kinase BB in the brain [85, 86]. Neurodegenerative disorders per se, however, appear to have an excess of modified carbonyl proteins [87, 88]. Disorders in which this has been described include ALS, AD, Pick’s disease, LBD, and PD. In SALS, one study documented a rise of 119% in mean protein carbonyl levels in the spinal cord compared with normal control subjects and an 88% rise compared with neurological control subjects [89] (Fig. 9); whilst in the frontal cortex, two other studies documented an 84.8% [90] and 47% [91] rise in protein carbonyl content compared with normal control subjects and disease control subjects, respectively. In subjects with AD, the protein carbonyl content was increased in both the hippocampus and the inferior parietal lobule, corresponding to regions abundant in senile plaques and neurofibrillary tangles [92]. However, in PD, carbonyl levels were found to be increased, although unexpectedly in the cerebellum and the frontal cortex as well as the substantia nigra, caudate nucleus, putamen, and globus pallidus – areas of the brain which are conventionally thought to be involved in PD, suggesting a more widespread oxidative insult to the brain than previously anticipated [93].

![Graph](image)

**Fig. 9.** The protein carbonyl content in the L5 spinal cord samples in the MND group, normal control group, and neurological disease control group. Reproduced with permission from [89]
In summary, although the initial work on oxidative injury markers appears promising, more work is needed in this area in terms of establishing reproducible parameters and in defining the clinical importance of the findings.

**Biological Markers of Apoptosis**

Cell death is the concluding event in many neurodegenerative disorders, and evidence of neuronal apoptosis has been reported in ALS, PD, AD, HD, CJD, and multiple system atrophy (MSA) [94-100]. The key molecular players in the cell death cascade are the caspases, Fas cell surface ligand receptor system, and the Bcl-2 apoptosis modulating proteins.

**Caspase Family**

The caspases are a unique group of cysteine proteases that are activated in most cases of apoptotic degradation. Functionally they are divided into initiator caspases at the upstream level (caspases 2, 8, 9, and 10) and executioner caspases at the downstream level, which eventually result in the execution of cell death (caspases 3, 6, and 7).

In ALS, Martin [101] reported increased caspase-3 activity in spinal cord anterior horn and motor cortex, but not in the somatosensory cortex, compared with controls. Ilzecka et al. [102] demonstrated a significant elevation in soluble caspase-1 levels in the serum of ALS patients, with a significant decrease in the CSF compared with controls. The interpretation of the CSF findings from this study is limited by the fact that the control group consisted of patients with lumbar sacral disc disease [102].

In AD, cleavage of amyloid precursor protein by caspase has been linked to increased Aβ production, in which caspase-3 is the predominant caspase involved in APP cleavage [103]. Caspase-3-deficient mice show little neuronal loss in the hippocampus following in vivo microinjection of Aβ1-40 compared with wild-type mice [104], and in AD patients, caspase-3 immunoreactivity is elevated in dying pyramidal neurons of the hippocampus, including the CA3 region, which is one of the sites of initial neuronal loss [103]. Similarly, Masliah et al. [105] showed increased caspase-3 immunoreactivity in AD compared with control brain, and the staining was more intense in neurons displaying DNA fragmentation [105]. More recent evidence also suggests that tau may be targeted by caspases [106, 107], which may play an important role in the development of the neurofibrillary tangles as AD progresses. In support of this hypothesis, using an antibody directed against the caspase-cleaved carboxyl-terminus of tau (Δtau), Rissman et al. [108] also demonstrated that Δtau was present in brain extracts of patients with MCI and AD but not controls, suggesting that Δtau production may coincide with early stages of cognitive decline in AD (Fig. 10).
Aside from AD, caspase-cleaved fragments can also be found in HD in the form of expanded mutant huntingtin (htt) proteins that are detectable in the brain tissue of affected HD patients, as well as in early grade HD post-mortem brains [109, 110]. More recently, Graham et al. [111] demonstrated that the caspase-6 cleavage site in mutant htt was the rate-limiting event in the pathogenesis of HD, and selective elimination of the cleavage site provides sufficient protection from neurotoxicity induced by a variety of stressors including NMDA, and prevents subsequent striatal neurodegeneration in HD [111].

**Fas**

Fas receptor ligand (FasL) and soluble Fas (sFas) belong to the nerve growth factor-tumor necrosis factor-α receptor family (NGF/TNF-α) of apoptosis-signaling molecules.

In AD, Fas-positive astrocytes occur almost exclusively in affected areas of the brain, most frequently the hippocampus [112]. Areas of Fas immunoreac-

---

**Fig. 10.** Caspase-cleaved tau (ΔTau) becomes increasingly insoluble with AD disease progression. ΔTau was detected in the soluble high-salt RAB fraction of MCI and AD cases but not controls (C), suggesting that ΔTau production coincides with the early stages of cognitive decline in AD. In detergent-soluble RIPA fractions, ΔTau was only observed in higher pathology MCI and AD cases, suggesting that ΔTau becomes more insoluble with AD progression. The multiple bands correspond to tau isoforms. *This patient was transitional between MCI and AD. Reproduced with permission from [108]*
tivity correspond to the distribution of senile plaques and are found in both tangle-bearing and non-tangle-bearing neurons [113]. Recently, Martinez et al. [114] found a significant increase in sFas levels in the CSF of patients with dementia of the Alzheimer type (DAT) compared with those of non-demented controls. The sFas levels correlated well with CSF interleukin (IL)-6 levels in DAT patients ($r = 0.703; P < 0.05$), an inflammatory cytokine which has been implicated in β-amyloid precursor protein synthesis in association with amyloid plaques in AD brains.

Apoptosis is also a feature in the degeneration of nigrostriatal dopaminergic neurons in PD, and Fas plays a role in this. De la Monte et al. [115] demonstrated increased Fas immunoreactivity in the striatum and midbrain in PD histologic sections. Similarly, Mogi et al. [116] demonstrated elevated sFas levels in caudate and putamen brain areas of parkinsonian patients compared with controls. However, the investigators found no detectable amounts (<16 pg/L) sFas in either the ventricular CSF or the lumbar CSF samples [116].

Elevated Fas expression has also been found in oligodendrocytes in chronic active and chronic silent MS lesions compared with controls, whereas microglia and the infiltrating lymphocyte population displayed strong immunoreactivity to FasL. Fas coupling with FasL induced rapid oligodendrocyte membrane lysis [117]. Similarly, Bilinska et al. [118] found greater activation of Fas on the surface of CD4+ lymphocyte subset during a relapse than during remission. Elevated sFas levels have also been found in the sera and CSF of patients with active MS [119], and longitudinally high sFas levels were related to EDSS changes and hence disease activity [120].

**Bcl-2 Family**

The Bcl-2 family comprises pro-apoptotic (e.g., Bax, Bad, Bak, and Bcl-xS) and anti-apoptotic (e.g., Bcl-2 and Bcl-xL) proteins, their relative ratios ultimately dictating the sensitivity of cells to various apoptotic signals.

In ALS, the balance of pro- and anti-apoptotic Bcl-2 family proteins is altered in favor of apoptosis. In both symptomatic mutant transgenic SOD1 mice and human ALS cases, the expression of anti-apoptotic proteins Bcl-2 and Bcl-XL was found to be either unchanged or decreased in the spinal cord motor neurons, whereas pro-apoptotic proteins Bax and Bad were found to be increased [101, 121]. A similar shift toward apoptosis has also been observed in AD and PD. In the AD brain, there is downregulation of Bcl-2 in tangle-bearing neurons, with prominence of Bax-containing neurons in the hippocampus [122-124], whereas in PD there is increased Bax immunoreactivity in nigral neurons compared with controls [125].

In summary, as apoptosis is the penultimate step leading to neuronal death in neurodegeneration, therapies with demonstrative neuroprotective function can be evaluated using apoptotic markers.
Other Biological Markers

B-Amyloid Peptides

B-Amyloid peptides (Aβ) form an integral part of senile amyloid plaques in AD. Aβ forms following enzymatic cleavage of the parent amyloid precursor protein and the Aβ42-isoform has been found to have the greatest diagnostic potential for the accurate diagnosis of AD. A consistent finding from most of the studies is a decrease in the level of Aβ42 to approximately 50% of that found in AD controls [126]; a finding which is thought to result at least partly from the deposition of Aβ within plaques in the brain, with only some of it finding its way into the CSF.

The mean sensitivity of CSF-Aβ42 is approximately 86%, while the specificity is around 91% in discriminating AD from normal aging [126]. Like tau, Aβ peptides are unable to differentiate AD clearly from other dementias (LBD, VAD, frontotemporal dementia), and likewise other neurological disorders (CJD, ALS, acute bacterial meningitis) [48, 127-130]. However, combining the CSF Aβ-isoforms Aβ42/Aβ40 (or vice versa) as a ratio has shown greater discriminative power than CSF-Aβ42 alone in making the diagnosis of AD. Unlike Aβ42, Aβ40 remains unchanged in the CSF, and as a consequence the reduction in Aβ42/Aβ40 ratio is more marked than the reduction in Aβ42 alone. Performance-wise, the Aβ42/Aβ40 ratio correctly classified more patients with AD than Aβ42 alone: AD vs non-AD dementia; 90% and 85%; and AD vs non-AD dementia plus controls; 90.8% and 87%, respectively [131] (Fig. 11). In longitudinal evaluation, the Aβ42/Aβ40 ratio increases over the follow-up period, improving the sensitivity of the test [57].

Neuron-Specific Enolase

Neuron-specific enolase (NSE) is a dimeric glycolytic enzyme of neuronal cells (γγ dimer) and astrocytes (αα dimer), synthesized almost exclusively in the CNS. CSF NSE levels rise following rapid neuronal destruction, and elevated levels have been documented in several neurodegenerative disorders, including CJD, AD, VAD, and MS [132-135]. It has a potential use as a non-disease-specific marker of neurodegeneration.

Glial Fibrillary Acidic Protein

Glial fibrillary acidic protein (GFAP) is a marker of astroglial activation in response to neuronal injury. Astroglial activation is often rapid, and marked increases in GFAP have been observed in acute neurological disorders such as stroke and traumatic brain injury [136-139]. Studies in more chronic neurological disorders have found elevated GFAP concentrations in patients with dementia (AD and VAD) [140, 141], syringomyelia [136], and hydrocephalus [142]. Elevated levels of GFAP have also been reported in the progressive phase of MS, suggesting that GFAP may be marker for irreversible damage in MS [24, 143, 144].
Limitations to the Use of Biological Markers in Everyday Clinical Practice

The search for more sensitive and specific biomarkers for use in the diagnosis and assessment of neurodegenerative disorders should be tempered by an understanding of the limitations of the technique and methodology, the sample quality, and the selection of controls. Due to differences in all of the above, there are many conflicting reports on biological markers in the literature. The use of standardized protocols and reporting guidelines would help to reduce the disparity. Oncologists have looked at this in great detail and a copy of their guidelines can be found in peer-reviewed journals [145].

Aside from the technical limitations, the more pertinent limitations to the use of biomarkers in everyday clinical practice are as follows:

Fig. 11. Receiver operating curves (ROC) for Aβ42 and Aβ peptides ratio for discriminating AD from a control group (A), non-AD dementia group (B), and both groups taken together (C). Reproduced with permission from [131]
Incorporation of Other Biomarkers

1. Performance of biomarkers outside the research environment and, to a lesser extent, outside specialist units;
2. Reliance on the accuracy of clinical diagnosis and evaluation before performing the test. Visser et al. [146] showed that the diagnostic accuracy of MCI criteria used in previous drug trials to identify patients with pre-dementia was low to moderate: the sensitivity varied between 0.46 and 0.83, whilst the PPV ranged between 0.43 and 0.76 [146].
3. The necessity for a lumbar puncture, particularly in those with impaired capacity to consent. However, in a study of 235 patients undergoing research lumbar punctures, the incidence of an adverse event was 11.7%, a clinically significant adverse event 3.97%, and a typical post-LP headache only 0.93%;
4. The potential discovery of a single useful biological marker is becoming increasingly elusive, as most neurodegenerative disorders share common pathogenic mechanisms. A selective biomarker panel algorithm may therefore be more predictive of a disorder.

As molecular biomarkers become more widely adopted, the above limitations should become less of a problem in everyday clinical practice.

Conclusions

Within the last decade or so there has been an explosion in the number of publications on biological markers. The concept has been reworked, reintroduced, and discarded on numerous occasions, but whatever the flaws, it is still more promising than any other approach we currently have in practice. For neurodegenerative disorders, biological markers can provide useful information on the stage and state of the underlying disease pathogenesis more accurately and at an earlier stage, ultimately providing more precision clinically and the ability to detect incipient disease in patients.

In this chapter, we have provided an overview of biological markers and their application in the diagnosis and prognosis of selected neurodegenerative conditions. They have been categorized into those of axonal injury and acute neurodestruction, oxidative stress injury, and apoptosis. Many of the biological markers have achieved a status of high sensitivity with reasonable specificity, but no single biomarker has been found to be specific for a particular condition. Unless the pathogenic step is unique to that particular disorder, the chances of finding a single biological marker for that disorder are slim. In such circumstances, a biomarker panel algorithm may be more useful. Taking AD as an example, CSF Aβ42 and tau could be used as diagnostic biomarkers, whilst NF and the caspases could be the prognostic biomarkers. Moreover, combining biological markers with other paraclinical assessments, such as imaging and neurophysiology, should provide even greater sensitivity and specificity.
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DESIGNING MS TRIALS FOR NEURODEGENERATION
Chapter 16

Critical Review of Existing Trials

G. COMI

Introduction

Epidemiological studies indicate that about 90% of multiple sclerosis (MS) patients experience a progression of the disease at some time during their life [1, 2]. In about 15% of patients, the disease starts with an insidious onset followed by a progressive phase, with or without phases of stability; the so-called primary progressive (PP) MS. In all other patients, the early phase of MS is marked by acute attacks characterized by unifocal (2/3 of patients) or multifocal white matter disease [3]. Attacks are usually followed by complete or almost complete recovery; however, pathological studies demonstrate the presence of an axonal transection inside the lesion [4-6]. Axonal loss is predominant in lesions appearing in the early phases of the disease [7] and decreases over time. A large amount of damage occurs in areas with a considerable infiltration of T lymphocytes (especially CD8+ T cells) and macrophages [7], indicating a correlation between inflammation and axonal damage – a relationship which has also been shown by magnetic resonance imaging (MRI) studies. The acute axonal damage also occurs because of the products of inflammation, such as nitric oxide and tumor necrosis factor [8]. Recent studies indicate that a high level of electrical activity may increase the axonal degeneration of partially or completely demyelinated lesions at the nodes of Ranvier, as a consequence of the activation of glutamate receptors increasing the entry of calcium into the axon [9]. Recent studies suggest that axonal damage may also be independent of demyelination [10] and may be caused by antibodies against axonal antigens [11].

Axonal degeneration may be observed also in the so called normal appearing white matter, which could not be fully explained by a secondary degeneration of axons transacted inside the lesion [6]. Magnetization transfer studies demonstrated a decreased ratio in normal appearing white matter of patients in the early phases of the disease, increasing in magnitude with the disease evolution [12, 13].

As well as acute axonal damage, there is pathological [6], electrophysiological [14, 15], and MRI [16] evidence that a secondary axonal degeneration is also present in MS, both inside the lesions and in the normal-appearing white matter. The amount of this secondary degeneration, compared with the acute degeneration, is unknown. Many explanations have been proposed for secondary axonal degeneration. Naked demyelinated axons may be more susceptible to degeneration because they have lost the trophic support from the oligodendrocyte – a
hypothesis supported by the observation that remyelinated axons are protected from further damage [7]. The secondary degeneration may also occur because repeated episodes of demyelination have exhausted the availability of oligodendrocyte precursor or decreased their remyelinating efficiency [17]. A primary pathology of oligodendrocytes could also explain the inefficient remyelination in some cases – an explanation which has been proposed for patients with PPMS [18]. Finally we should consider the extreme hypothesis that MS is a primary progressive degenerative disease with a secondary inflammatory response. Some recent pathological studies have indicated the key role of the axonal degeneration of sensory and motor pathways in determining irreversible disability in MS. The clinical observation that the topographic pattern of irreversible, progressive neurological deficits in MS depends on the localization of the previous attacks would seem to confirm this observation.

Clinical Trials in Progressive MS

Interferons

Five class I clinical trials investigated the effects of interferons (IFN) on disease progression in patients with secondary progressive (SP) MS. The first clinical trial was a multicenter, double-blind, placebo-controlled study involving 718 patients in 32 European centers [19]. The study demonstrated that IFNβ-1b at a dose of 8 MIU administered every other day by subcutaneous injection has a beneficial effect. The study was stopped by the External Advisory Board on the grounds of clinical efficacy before the scheduled 3-year period was completed. The findings of this study demonstrated a statistically significant reduction in relapse rate in patients receiving IFNβ-1b (about 30%). In addition, the proportion of patients who worsened was lower in those on therapy compared with those on placebo (38.9% and 49.7%, respectively); such findings were observed both in patients who complained of neurological attacks and in those who remained relapse-free during the treatment period. MRI data supported the clinical efficacy: both the MRI activity and the MRI lesion load were significantly reduced in the treated group compared with the placebo group [20].

A North-American study evaluated the efficacy and tolerability of 8 MIU and 5 MIU (mean dose 9.6 MIU) IFNβ1-b administered subcutaneously every other day, compared with placebo, in patients with SPMS. A sample group of 939 patients were randomly assigned to placebo or IFNβ1-b and were examined every 12 weeks for 3 years [21]. The results, considering the primary endpoint (time to progression of neurological impairment as defined by a confirmed increase of at least 1 EDSS point over baseline or 0.5 EDSS point if baseline EDSS is 6.0 or greater), demonstrated the same trend for both IFN-treated and placebo-treated patients. A positive result was found only in the
subgroup of SP patients with superimposed relapses. IFNβ-1b treatment resulted in improvement on secondary outcome measures involving clinical relapses, newly active MRI lesions, and accumulated burden of disease on T2-weighted MRI.

The Secondary Progressive Efficacy Clinical Trial of Recombinant Interferon-beta-1a in MS (SPECTRIMS) study, which explored the effects of IFNβ-1a (Rebif 44 mcg taken three times a week) also failed to show a statistically significant slowing of progression, although a significant reduction in relapse rate (0.71 in the placebo arm vs. 0.50 in the active arm) was achieved [22].

MRI analysis demonstrated a significant reduction in the median number of active lesions and in the accumulation of T2 lesion burden [23]. Significant treatment effects were also seen on other exacerbation-related outcomes and on a composite measure incorporating five separate clinical and MRI outcomes. Post-hoc analysis showed a greater benefit in women and in patients with one or more relapses in the 2 years prior to the study.

In the fourth study, the efficacy of 30 μg weekly IFNβ-1a (Avonex) was tested in a multicenter North-American trial performed with 436 SPMS patients [24]. After 2 years there was a significant decrease in the mean Multiple Sclerosis Functional Composite Score (MSFC) in the treated group vs. the placebo group, mostly explained by positive effects in the “nine-hole peg test.” The mean EDSS and the proportion of patients with significant EDSS progression were not significantly different in the two groups; however, some items from the quality of life scale also favored the active treatment. The number of active MRI lesions was significantly reduced at year 1 and year 2 in the IFNβ-1a arm.

In the recently published northern European multicenter study, a low dose of IFNβ-1a (Rebif 22 μg subcutaneous, administered weekly) was tested in a double-blind, placebo-controlled study in 371 SPMS patients [25]. The duration of the clinical trial was 3 years, with clinical assessments every 6 months. There was no treatment effect on the time to confirmed progression of EDSS; moreover, there was also no effect on relapse rate, which was very low in both arms: 0.27 in the placebo arm vs. 0.25 in the active arm. The brain MRI was not performed. These results are not surprising because this low dose of IFNβ-1a is also not effective in RRMS patients [26].

The results of studies performed on SPMS patients indicate that treatment with IFNβ maintains the same magnitude of effects on disease activity observed in relapsing-remitting (RR) MS patients, with a very homogeneous behavior across studies (Fig. 1); on the other hand, the effects on disability progression are modest and are seen only in the European IFNβ-1b study. Less-severely disabled patients with clinical or MRI evidence of disease activity seem to benefit more than more-severely disabled patients with slow progression of disability. However, the patient baseline characteristics were different in the different studies. The comparison between the North-American and European IFNβ-1b studies is of particular interest because of the same active treatment and the same modality of assessment. The patients in the European IFNβ-1b study were
younger, had a slightly shorter duration of disease, a higher relapse rate in the 2 years prior to entry and, in the frequent MRI subgroup, a greater proportion had contrast-enhancing lesions [27]. This higher disease activity in the European study is the probable explanation for the positive effects observed on disease progression. The patient baseline characteristics in the SPECTRIMS study of subcutaneous IFNβ-1a, which also failed to show a significant treatment effect on EDSS progression, were somewhere between the North-American and the European IFNβ-1b studies, while the International MS Secondary Progressive Avonex Controlled Trial (IMPACT) study of intramuscular IFNβ-1a [24] recruited patients similar to those taking part in the North-American IFNβ-1b study.

Adverse effects related to IFN are more frequent in SPMS patients – for instance, the increase in spasticity – and may be quite disabling; therefore the decision to start treatment should be taken with great caution.

Two phase-II clinical trials have been performed in PPMS patients. A first exploratory double-blind, placebo-controlled, randomized study failed to show effects of IFNβ-1a on both clinical and MRI parameters [28]. A second more recent clinical trial in PPMS and transitional MS patients recruited 73 patients randomized either to IFNβ-1b every other day or placebo for a 2-year study. Time to confirmed progression was not significantly different in the two arms; however, a trend in favor of the active treatment emerged. A significant difference favoring IFNβ-1b treatment was indeed observed on the MSFC score. Furthermore, the active treatment significantly reduced the accumulation of T2 and T1 lesion load and the number of new T2 lesions [29]. At present there is no evidence from class I trials of the efficacy of IFNβ in patients with PPMS, so the treatment is not recommended.
**Glatiramer Acetate (GA)**

During the 1980s, a large body of data derived from small open-label and phase-II trials suggested the efficacy of GA in reducing the frequency of relapses in RRMS patients [30, 31]. A North-American double-blind, randomized, controlled-versus-placebo trial confirmed the efficacy of GA on relapse rate [32]. Subsequently the European-Canadian clinical trial demonstrated the efficacy of GA in reducing the number and volume of gadolinium-enhancing lesions and the accumulation of T2 lesion load [33]. The effect of GA on SPMS patients was explored in a small controlled study. Results suggested the efficacy of the drug in reducing disability progression in SPMS patients [34]. Unfortunately no other clinical trials have been performed in SPMS patients. More recently, a large multicenter, placebo-controlled clinical trial testing the efficacy of GA in PPMS has been interrupted after the second interim analysis because of the results of the futility analysis.

**Immunoglobulins**

There is controversial and conflicting evidence on the effects of high-dose intravenous immunoglobulins (IVIg) in the treatment of patients with RRMS [35]. The efficacy of IVIg in SPMS patients has been tested in a phase-III, double-blind, placebo-controlled, randomized clinical trial involving 318 patients randomly assigned to 1 g/kg IVIg per month, or an equivalent volume of placebo, for 27 months. No beneficial effects were observed on the primary endpoint, the time to confirmed progression of disability, or on any of the other clinical or MRI parameters [36, 37]. In an ancillary study, the histogram analysis of the magnetization transfer ratio of the normal-appearing brain tissue showed a more severe progression of the damage in the placebo group compared with the IVIg-treated group [38].

**Immunosuppressive Treatments**

The effects of immunosuppression have been tested in the past in many small and frequently uncontrolled trials and, more recently, in some better designed studies. Cyclophosphamide is an alkylating agent used to treat malignancies and immune-mediated diseases. About 30 years ago the efficacy of cyclophosphamide was tested in open uncontrolled studies at some European MS centers [39, 40]. The first randomized controlled trial to test cyclophosphamide in 20 patients was reported by Hauser et al. [41]. Two placebo-controlled studies reported that no positive clinical effects were observed with a 2-week induction regimen [42, 43]. The Northeast Cooperative Multiple Sclerosis Treatment Group demonstrated that booster therapy every 2 months significantly reduced the progression of disability compared with the simple induction regimen [44]. Moreover, the effects were found in younger patients only. Some recent small open studies recently
confirmed the role of cyclophosphamide in dramatically reducing disease activity, either alone [45, 46] or in combination with immunomodulating agents [47]. In this latter study, the frequency of treatment failure was significantly higher in patients treated with monthly methylprednisolone compared with patients treated with a monthly combination of methylprednisolone and cyclophosphamide.

Mitoxantrone is an anthracycline derivative which achieves its cytotoxicity by arresting the cell cycle at the G2-M and S interphase. The immunosuppressive effect involves B and T lymphocytes and macrophages [48, 49]. A series of controlled and uncontrolled studies has demonstrated that the drug dramatically reduces the clinical and MRI activity in RRMS and SPMS patients [50-53]. In a double-blind trial, 49 patients with relapsing SPMS were randomized to receive either 13 infusions of mitoxantrone (12 mg/m²) or methylprednisolone (1 g). At years 1 and 2 there was a significant reduction in the proportion of patients with disease progression in the mitoxantrone-treated group compared with the placebo group [50]. The difference was not statistically significant at year 3, probably because of the small sample size. Some clinical and MRI secondary endpoints also favored the active treatment. In the multicenter French and British open trial, patients with active MS were randomized to receive monthly intravenous injections of 20 mg of mitoxantrone plus 1 g of methylprednisolone alone for 6 months, with frequent brain MRI evaluation [51]. The mean number of new enhancing lesions during the 6-month period was significantly reduced and the proportion of patients with inactive scans was significantly increased in the mitoxantrone group compared with the placebo group. In the Mitoxantrone in Multiple Sclerosis (MIMS) trial, patients were randomized to receive 12 mg/m² or 5 mg/m² of mitoxantrone or placebo every 3 months for 2 years [53]. The high dose significantly reduced the relapse rate and the progression of disability. Brain MRI was performed in a subgroup of patients only. Results were less convincing: the primary endpoint, the number of gadolinium-enhancing lesions at months 12 and 24, was not met [54]. The number of new T2 lesions at 24 months was 1.94 in the placebo arm but dropped significantly to 0.29 in the mitoxantrone high-dose arm.

As stated in two recent reviews [55, 56], there is some evidence of a moderate effect of mitoxantrone in reducing disability progression and the frequency of exacerbations in patients with RRMS, SPMS, or progressive relapsing MS. Given the risks of cardiotoxicity [57] and leukemia, treatment with mitoxantrone should be limited to the non-responders to immunomodulatory treatments who are in an active phase of the disease.

**Conclusions**

There is converging evidence from experimental studies, clinical and pathological findings, and clinical trials that inflammation is the predominant cause of axonal loss in the early phases of MS. The reduction in relapse rate and accu-
mulation of new lesions in patients with clinically isolated syndrome (CIS) and RRMS is associated with a modest progression of disability and to a decrease in brain atrophy. Conversely, in SPMS patients most of the nervous damage is due to mechanisms of degeneration, which are independent from the ongoing inflammation. Clinical trials performed in PPMS and SPMS demonstrate that the reduction of inflammation is similar to that obtained in CIS and RR patients; however, the positive effects on the accumulation of disability are definitely less relevant. From a practical point of view, in SPMS patients with clinical or MRI evidence of disease activity, both IFN and immunosuppressive drugs may produce benefits. The different safety profiles of the two classes of treatment suggest that it is wise to start with IFNs; however, in patients with very active disease or with intolerance to IFNs, the possibility of using immunosuppressive drugs should be considered. Limited effects of disease-modifying agents in progressive disease courses strongly support the necessity of exploring the value of neuroprotective and neurotrophic treatments as a useful strategy to protect axons from damage and death.
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Introduction

During the past decade, several new medications have become available for the treatment of multiple sclerosis (MS). The main effect of these therapies, whether they are immunomodulatory or immunosuppressive types of treatment, has been their strong impact on the inflammatory component of the MS disease process. These anti-inflammatory therapies have, with various degrees of success, suppressed signs of inflammation as detected by magnetic resonance imaging (MRI) and have reduced the incidence of the clinical correlate to inflammation, i.e., the acute relapses [1-7], although they have had little effect on disease progression caused by permanent demyelination and axonal loss. Hence, it has been hypothesized that there are two different disease mechanisms at work in patients with MS: inflammation and neurodegeneration. The neurodegenerative disease process has been associated with the progressive phases of MS, either primary progressive (PP) MS or secondary progressive (SP) MS, during which the disease activity is thought to be driven by degenerative rather than inflammatory processes. However, recent studies have emphasized the presence of axonal damage early in the course of the disease [8], a fact that was already known by Charcot, as shown in his seminal studies of MS [9]. According to one theory, both inflammatory and degenerative disease processes are present from the onset of the disease and proceed independently; with inflammation being most prominent in the early phases of the disease, whereas neurodegeneration dominates during the later stages [10]. On the other hand, there are arguments for inflammation being the culprit for both acute relapses and disease progression [11-13]. Recent studies have indeed shown that inflammation is also prominent in patients with PPMS and SPMS, although this inflammation is thought to be compartmentalized within the CNS and is independent of the activation of T-cells in the peripheral bloodstream [14]. This low-burning, widespread inflammation is thought to be mediated by activated microglia that interact with T- and B-cells from infiltrates in the meninges and in the perivascular spaces, causing demyelination and axonal injury in plaques as well as diffusely in the white and gray matter of the brain [15, 16].

Whereas relapses and relapse-related disability are the clinical correlates to the formation of inflammatory demyelinating plaques in MS, which are indicated on MRI scans by gadolinium-positive lesions and new T2 lesions [17], the long-term disability and cognitive changes are considered to be clinical correlates of perma-
nent demyelination and axonal and neuronal loss, which are shown on MRI scans as T1 black holes and atrophy [18-21].

None of the existing MS drugs have convincingly been shown to prevent disease progression, which would have suggested that they provide either neuroprotection or repair. However, a number of compounds are claimed to possess neuroprotective properties, and there are plans in place to test these drugs in clinical trials during the coming years.

**Previous Trials**

None of the large-scale trials of disease-modifying drugs have had long-term disease progression as the primary endpoint [1-7]. A few trials have used 2- or 3-year progression on the Expanded Disability Status Scale (EDSS) as the primary endpoint, but increases in EDSS in short-term trials in relapsing/remitting (RR) MS are merely brought about by incomplete recovery after relapses rather than by disease progression unrelated to relapses. Trials in PPMS and SPMS have been unsuccessful regarding the prevention of long-term disability measured using EDSS, and changes in cognitive functions have not been used as primary or secondary endpoints in large-scale trials [22-26]. Furthermore, analysis of the negative results of trials in PPMS and SPMS has shown that the use of disease progression as primary endpoint requires very large patient populations monitored over long periods of time, and hence there is an urgent need for MRI endpoints as surrogates for clinical disease progression and neurodegeneration.

**MRI to Provide Surrogate Endpoints for Neurodegeneration**

**Conventional MRI Techniques**

The number of new or enlarging lesions on T2-weighted MRI scans has traditionally been used to measure disease activity in the course of a clinical trial, and the evolution of T2 lesion area or volume (burden of disease) has been used as a surrogate for short-term disease progression. However, T2 lesions lack neuropathological specificity and are unable to provide any distinction between edema, demyelination, remyelination, gliosis, or axonal loss; and T2-weighted images are unable to demonstrate pathology in normal-appearing brain tissue [27]. Hence, T2-weighted images are not well suited for measuring neurodegeneration.

T1-weighted images obtained after the administration of gadolinium are usually used in short-term trials with frequent scanning as a surrogate endpoint of acute plaque activity related to relapses, and, like T2 lesions, neither the measurement of new gadolinium-positive lesions or the evolution of gadolinium lesion area or volume are suitable for imaging neurodegeneration. Hypointense
lesions on T1-weighted images (black holes) are thought to reflect permanent tissue loss, and the number of new T1 lesions or the evolution of T1 lesion area or volume are more appropriate MRI outcome measures in trials of neurodegeneration than changes in abnormalities on T2-weighted images [28]. Post-mortem MRI studies have shown that T1 black holes are associated with severe tissue destruction, including axonal loss [20].

The evolution of gadolinium-positive lesions observed with frequent MRI scans might be appropriate for studying neurodegeneration and repair in short-term trials. The frequency of new gadolinium-enhancing lesions that progress into T1 black holes can be studied with frequent MRI scans that allow the new gadolinium-positive lesions to be followed up for 6 months [29]. The percentage of gadolinium-enhancing lesions that evolve into T1 black holes could be used in short-term trials as an MRI surrogate for neurodegeneration or, probably more appropriately, as a measure of failure of repair [30].

With conventional MRI techniques, measurement of tissue loss is the most frequently applied MRI surrogate for neurodegeneration. When tissue destruction occurs, the central nervous system responds with shrinkage, leading to a reduced volume of the brain parenchyma and enlargement of the cerebrospinal fluid spaces. There is no gold standard for measuring atrophy. Several MRI measures have been used to assess brain atrophy [18]. These include increased volume of the ventricles or of all cerebrospinal fluid (CSF) spaces, decreased volume of the total brain parenchymal structures, atrophy of the corpus callosum, and cortical atrophy. The measures are often normalized to a standard intracranial volume. Different techniques, such as magnetization-prepared rapid gradient-echo (MP-RAGE) sequences, can yield 2D or 3D images of atrophy [18].

The most commonly applied measure is the brain parenchymal fraction [31], which is a measure of whole-brain atrophy defined as the ratio of the brain parenchymal volume to the total volume within the brain surface contour. This measure can be obtained using semi-automated methods [18].

There are several confounding factors known to influence measurements of the cerebral volume, including inflammation-derived edema, dehydration, intracranial hypertension, alcohol intake, and steroid therapy, the latter being very important in patients with RRMS. Measurements of brain atrophy should not be performed within the 2-3 months after steroid therapy [32]. Furthermore, the initiation of a strong anti-inflammatory therapy will tend to diminish inflammation and edema and thereby reduce brain volume. This may lead to an erroneous finding of accelerated brain tissue loss after the initiation of anti-inflammatory drugs [31]. Hence, when such drugs are used in clinical trials in which brain atrophy is an outcome measure, the baseline scanning should be postponed until 3 (or even 6) months after the initiation of therapy.

Measurements of spinal cord atrophy have traditionally been performed at C2 level. This measure might be the most appropriate MRI measure of neurodegeneration in progressive forms of MS, particularly in PPMS, where MRI changes of the brain are less prominent [33].
Large cross-sectional and longitudinal studies have shown that normal aging rates of global brain atrophy typically increase from an annual rate of 0.2% per year at 30-50 years of age to 0.3-0.5% per year at age 70-80 years, whereas MS patients typically have annual atrophy rates in the range 0.6-2.0%, with fairly similar rates being seen among RRMS, SPMS, and PPMS patients [33].

Non-conventional (New) MR Techniques

Non-conventional MR techniques include quantification of magnetization transfer ratio (MTR), diffusion tensor (DT) MRI, proton magnetic resonance spectroscopy (1H-MRS), and functional MRI (fMRI). These more advanced methods have increased our understanding of the pathogenesis of MS, but they are not all generally available and have not been standardized.

MT MRI is a new technique based on interaction and exchange between mobile protons in a free water pool with those bound to macromolecules. A low MTR indicates a reduced ability of macromolecules in tissue to exchange magnetization with surrounding water molecules, and is interpreted as an indication of damage to myelin and other cellular structures. MTR data are typically expressed as histograms and can be calculated throughout the whole brain, within lesions, or in normal-appearing white matter [34]. MTR is generally nonspecific and is influenced by edema, gliosis, and inflammation. However, MTR decreases are more profound in patients with progressive disease than in patients with RRMS, and brain MTR has predictive value for long-term development of disease progression [35-37]. Hence, MTR might be of value in long-term measurements of neurodegeneration. MTR is the first of the non-conventional MR techniques that have been applied in multicenter studies. In a European study of intravenous immunoglobulin in SPMS (ESIMS) there was a decrease in whole-brain MTR from baseline to month 24 in parallel with an increase in EDSS score [24, 38]. Studies have shown that treatment with interferon-beta (IFNβ) improves recovery of MTR in newly formed lesions compared with placebo, indicating that IFNβ affects lesion evolution as defined by MTR [39]. As MTR can be used to obtain information about structural changes, both within visible T2 lesions and in normal-appearing white matter, MTR might be of value in trials of neurodegeneration [40].

DT MRI can provide quantitative measures of water molecular motion. Using DT MRI, it is possible to measure the mean diffusivity and anisotropy, which display the structural integrity of the tissue and the degree of structural alignment within fiber tracts, respectively [41]. The mean apparent diffusivity in the normal-appearing brain tissue has been shown to increase over 1 year in patients with PPMS [42]. Hence, it seems that a demonstration of longitudinal changes in diffusivity could be used for the measurement of neurodegeneration. There are, however, no studies evaluating the use of DT MRI in clinical trials.
1H-MRS allows the measurement of the concentration of the metabolite N-acetylaspartate (NAA) and has been used to measure neuronal integrity. NAA is a metabolite that is found almost exclusively in neurons and neuronal processes in the normal adult brain and is thought to express neuronal integrity or neuronal function. NAA decreases have been demonstrated in MS lesions, cortical gray matter, and whole brain of MS patients [43, 44]. In an acute plaque, NAA signal intensity is decreased and may stay decreased or show partial recovery lasting for several months [45]. NAA measurements in normal-appearing white matter are reduced in patients with early RRMS and show a further decrease in patients with progressive MS [46, 47]. 1H-MRS measurement of NAA in the whole brain has been developed and has shown that substantial axonal pathology exists even in patients in the earliest clinical phase of MS [48]. Recently it has been shown that NAA/creatinine ratios correlate with cognitive dysfunction [49]. In a small group of patients treated with IFNβ-1b, NAA/creatinine ratios were increased after 1 year of treatment [50], whereas other studies did not confirm this observation [51, 52]. Potentially, NAA could be of value in trials of neurodegeneration, but the small sizes of the patient cohorts studied and lack of control groups make studies of larger cohorts of patients necessary before the role of 1H-MRS in trials of neurodegeneration can be established. Although the technical demands of spectroscopy have until now limited therapeutic trials to single centers, it seems that multicenter trials may be feasible.

Functional MRI (fMRI) provides information about the neuronal mechanisms that underlie CNS function. fMRI can be used to study the extent and nature of brain plasticity following MS-related structural injury, with the potential to limit the clinical consequences of MS structural damage. When patients with clinically isolated syndrome (CIS) are observed performing simple motor tasks, an abnormal pattern of cortical activations characterized by increased activation in areas outside the motor cortex, both in the homo- and contra-lateral hemisphere, can be seen. It has been suggested that these changes in brain activation represent adapted cortical reorganization which is aimed at compensating for existing deficits [53]. A progressive exhaustion or inefficiency of the adaptive properties of the cerebral cortex could be among the factors responsible for the worsening of clinical disability in patients with MS [54, 55]. Hence, fMRI might be a potential tool for the study of neurodegeneration or repair processes. However, although spontaneous brain reorganization has been observed in MS patients, studies on therapeutic interventions and induced reorganizations are still rare and the results are controversial.

18-fluorodeoxyglucose positron emission tomography (18-FDG-PET) can be utilized to measure the cortical cerebral metabolic rate of glucose. A coupling between cerebral metabolic rates and neuroactivity has been shown in humans, which allows PET measurements to be used as an indirect estimate of brain function. Global cortical cerebral metabolism is decreased in MS patients compared
with healthy controls, as well as the cortical metabolism in several regions of the brain [56]. A longitudinal study of cerebral glucose metabolism showed that the global cerebral metabolism decreases over time in progressive MS patients [57]. The global metabolic rate of glucose is correlated with cognitive dysfunction and with the T2 lesion load [56]. PET measurements of the cortical metabolic rate of glucose might be a valuable method for the study of neurodegeneration. However, PET studies are time-consuming, unpleasant for the patient, and incorporate the administration of radioactive isotopes, all of which make the method less applicable for repeated studies in MS.

**Future Trials of Neurodegeneration**

**Trial Design and Patient Population**

Trials of a new neuroprotective agent could include double-blind, placebo-controlled, parallel-group trials of the drug as mono-therapy or as an add-on to an existing approved treatment. Alternatively the trial could be a comparative trial to an existing treatment. The use of a virtual placebo group might be a possibility that has not yet been utilized [58, 59].

As neurodegeneration is already present in the early phases of MS, the selection of patients for a trial could include both patients with RRMS and patients with progressive MS.

**Outcome Measures**

Clinical endpoints are based on progression of permanent symptoms over time. Traditionally progression of 1 EDDS point (1½ points if EDSS is 0 and ½ point if EDSS is 6 or more) sustained for 3 (or preferably 6) months, has been used. Due to the day-to-day variation in patients’ motor function and inter-examiner variability of EDSS ratings, a sustained progression of 2 EDSS points is considered a more robust endpoint. However, as fewer patients will progress 2 points during the study time, this endpoint requires larger patient populations. Measures of sustained progression can also include time to progression or proportion of patients progressing. Other disability-related endpoints are time to progression to a predefined EDSS score or proportion of patients progressing to a predefined EDSS score [58]. In an RRMS patient population, progressions to either EDSS 4 or EDSS 6 are appropriate endpoints, whereas in populations of patients with progressive MS, EDSS 6 or EDSS 7 can be used. Mean progression over time has been used as an outcome measure, but this measure is less feasible due to the inherent nonlinear properties of the EDSS. Recently, a new measure of disease progression has been proposed; the Multiple Sclerosis Severity Score [60].

The duration of trials of neurodegeneration has to be longer than trials of inflammatory activity [58]. Trials of RRMS should have a duration of at least
2 years, and preferably 3 years. However, it should be noted that EDSS progression in RRMS is a measure of incomplete recovery of relapses rather than one of gradual deterioration caused by neurodegeneration. Trials in progressive MS, and in particular in PPMS, need to have a duration of at least 3 years, and preferably 4 years, in order to attain sufficient power to show differences between placebo and intervention, due to the slow speed of progression, particularly in PPMS. Hence, such trials are very difficult to perform as placebo-controlled trials. Trials of a new drug with possible effects on neurodegeneration can be carried out either as trials using a virtual placebo group based on the natural history of patients with progressive MS or can be tested in add-on trials in which either the new drug or placebo is added to an established therapy. A common problem in add-on trials is the sample size calculation, because the disease progression in patients treated with the approved therapy is often unknown. In general, large patient populations are required in order to show a difference in the effect of the combination therapy versus the approved therapy alone. A possibility for testing a drug with profound effects on neurodegeneration would be a head-to-head comparison of the new drug with an approved therapy, e.g., IFNβ-1b or mitoxantrone, in patients with SPMS. In particular, IFNβ-1b has a very modest effect on disease progression in SPMS, which makes it possible, even with modest sample sizes, to demonstrate the superiority of a new drug.

As trials of neurodegeneration in patients with the progressive forms of MS using clinical endpoints are cumbersome, long-lasting, and expensive, there is an urgent need for MRI surrogates for neurodegeneration, as shown in Table 1. In short-term trials of RRMS, a potential endpoint could be the proportion of gadolinium-positive lesions that evolve into T1 black holes. Such trials could be performed as placebo-controlled trials with parallel groups of 50-100 patients and a trial duration of 6 months [30]. MTR is another sensitive MRI technique that could be used in trials of comparatively short-term duration, although with MTR it would probably be impossible

<table>
<thead>
<tr>
<th>MR measure</th>
<th>Inflammation</th>
<th>Neurodegeneration</th>
<th>Neurorepair</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2 lesions</td>
<td>+++</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Gadolinium-enhancing lesions</td>
<td>++++</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>T1 black holes</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>Atrophy</td>
<td>−</td>
<td>+++</td>
<td>+</td>
</tr>
<tr>
<td>MTR</td>
<td>+</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>DT MRI</td>
<td>++</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>1H-MRS</td>
<td>+</td>
<td>+++</td>
<td>+</td>
</tr>
<tr>
<td>Functional MRI</td>
<td>+</td>
<td>++</td>
<td>+++</td>
</tr>
</tbody>
</table>

Degree of association: − none; + weak; ++ moderate; +++ strong.
DT MRI, diffusion tensor MRI; 1H-MRS, proton magnetic resonance spectroscopy; MTR, magnetization transfer ratio.
to distinguish between demyelination and axonal loss. MTR can be measured either as histograms in normal-appearing white matter, or the evolution of MTR in plaques can be studied [40]. A promising MRI technique is 1H-MRS, which can be used to measure changes in neuronal function; either changes within the whole brain, in normal-appearing white matter, in cortex, or in MS lesions. However, this technique needs to be evaluated in larger patient populations.

In progressive MS, changes in atrophy measures either in the brain and/or at the cervical spinal cord level would be most appropriate. Trials using atrophy measures as primary MRI endpoint should have a duration of at least 1 year, and probably 2 years [61]. If the new drug possesses anti-inflammatory properties in addition to the effect on neurodegeneration, the baseline measure should be postponed to month 6 in order to avoid falsely apparent decrease in brain volume during the first 6 months of therapy, due to the cessation of inflammation-derived edema. However, it seems that trials in progressive MS need to have clinical endpoints to support atrophy measures [58]. In fact, the ESIMS trial of intravenous immunoglobulin (IVIg) in SPMS patients showed a modest effect on brain atrophy, but had no effect on any clinical outcome measure [24].

**Suggestions for Trials of Neurodegeneration**

A short-term, phase-IIa trial of neurodegeneration in patients with RRMS could be performed as a placebo-controlled add-on trial in patients treated with IFNβ-1a intramuscularly. Suggested inclusion criteria are patients who have been treated with IFNβ-1a and have experienced one relapse during the last 12 months on therapy. Including only patients with nine or more T2 lesions and at least one T1 black hole could enrich the patient population. The trial would have a parallel group design, with one group of patients treated with the new drug and IFNβ-1a intramuscularly and the other group treated with placebo and IFNβ-1a intramuscularly. Patients would be followed with monthly MRI for 9 months. The suggested primary endpoint would be new gadolinium-positive lesions appearing on MRI scans at 1, 2, and 3 months that evolve into T1 black holes during the following 6-month follow-up with monthly MRI. Secondary MRI endpoints could be the evolution of MTR of new lesions. In a short-term trial of 9 months, secondary clinical endpoints that might show a positive trend could be time to first relapse and the annualized relapse rate.

In a phase-IIb trial of longer duration, other MRI endpoints could be brain atrophy, T1 black hole volume, gray matter atrophy, and MTR in normal-appearing white matter. Disease progression at 24 months measured on EDSS and Multiple Sclerosis Functional Composite (MSFC) could be chosen as clinical endpoints that might show a positive trend and thereby lend clinical support to an effect on neurodegeneration.
Initiation of a phase-III trial would have to await the positive results of a phase-II trial. The design of a phase-III trial could be placebo-controlled (which, however, is not feasible in many countries) or, more likely, a combination trial in which the tested drug or placebo would be added to an approved drug that targets inflammation. Disease progression measured using EDSS would be the primary endpoint, and secondary clinical endpoints would include changes in cognitive functions and annualized relapse rate. The first secondary MRI endpoint should be brain atrophy, and other secondary endpoints could include the MRI endpoints mentioned above for phase-II trials.

**Conclusions**

Disease progression, either in terms of EDSS worsening or cognitive function decline, is the only appropriate clinical endpoint in studies of neurodegeneration. Such studies require very large patient populations followed over long periods of time and, hence, MRI measures that allow detection of neurodegeneration in a shorter time are highly warranted for future studies. In short-term trials, the evolution of gadolinium-positive lesions into T1 black holes could be a possible endpoint, and MT MRI, which has proven valuable to measure medium- and long-term MS-related changes, might be able to provide valuable outcome measures in clinical trials of patients with MS. Whole-brain 1H-MRS would be a rational MRI endpoint to measure changes in neuronal integrity and appears promising, but needs to be evaluated in larger patient populations. In long-term studies of neurodegeneration, atrophy measures seem to be the most appropriate MRI endpoints. Regarding future studies of drugs with effects on neurodegeneration, short-time phase-II “proof of principle” trials might use MRI as the primary outcome measure (either the development of T1 black holes or MTR), whereas phase-III trials need to have clinical disease progression as the primary endpoint supported by MRI endpoints, e.g., atrophy measures or MTR.
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