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**FOREWORD**

*In vivo* medical imaging involves administering a known amount of energy to the body and measuring, with spatial localization, the energy that is transmitted through, emitted from, or reflected back from various organs and tissues. The difference between the administered and the recorded energy provides information about some property of the matter with which the energy interacted. The energy most commonly used is some form of electromagnetic energy, such as X-rays or light, but occasionally other forms are used, such as mechanical energy for ultrasound scans. For most of the past century, the property of matter that has generally been inferred from the energy recorded during medical imaging is physical structure or anatomy. This has been, and continues to be, enormously important in clinical medicine, including oncology. For example, dramatic improvements have occurred in the past 25 years such that modern computed tomography (CT) and magnetic resonance imaging (MRI) scanners can now depict anatomic detail at submillimeter resolution. However, as clinical medicine moves into the molecular era, the property of matter about which clinicians will increasingly need to know is the biochemical makeup of normal and abnormal tissues.

There are a variety of imaging methods used to obtain information about a patient’s biochemistry, and no single modality is superior to all others. Collectively these methods are referred to as molecular imaging. *In vivo* molecular imaging can be thought of as a form of *in vivo* assay. Some *in vivo* imaging methodologies, such as magnetic resonance spectroscopy and optical spectroscopy, allow us to make direct inferences about underlying biochemistry simply from administering energy and analyzing the recorded energy. However, the extent of biochemical information that can be obtained from energy alone is currently limited. Therefore, we commonly give patients diagnostic drugs, referred to as contrast agents or molecular probes, which interact in a specific way with the patient’s underlying biochemistry and thereby alter the recorded energy in a way that tells us more about the patient’s biochemistry than we could learn from administered energy alone.

*In vivo* imaging assays cannot currently provide the extensive breadth and resolution of genomic, proteomic, and other phenotypic information that can be obtained from various *in vitro* assays on biopsied tissue or body fluids. However, *in vivo* imaging has at least three potentially important advantages that complement information from *in vitro* tests. First, imaging provides spatially localized information over large volumes of tissue or the entire body, whereas *in vitro* tests are usually performed on a very small volume of tissue. *In vivo* imaging is therefore sometimes referred to “regional proteomics” that can better reflect the heterogeneity of cancer. Second, *in vivo* imaging can be performed serially or continuously for periods of time, thereby providing dynamic information. *In vitro* assays provide information from a single time point. Third, *in vivo* imaging depicts information from a tumor in its usual milieu or microenvironment. *In vitro* assays, on the other hand, will reflect the changes in gene expression patterns that occur very quickly after tissue is removed by biopsy. Information
from *in vivo* and *in vitro* studies is therefore complementary, and both are essential in modern oncology research and clinical care.

Investigators in drug development need *in vivo* assays indicate whether a given patient has the appropriate molecular phenotype to benefit from a targeted therapy, to indicate whether the drug has hit its molecular target, to determine whether the drug has been given in the optimal biological dose, and to ascertain whether the tumor is responding. Clinicians increasingly will have a series of targeted therapies to choose from for any given tumor, and will need *in vivo* assays to obtain an early determination as to whether their patient is responding to the chosen therapy. Early predictive assays will be important so that clinicians can change therapy quickly, thereby obviating unnecessary toxicity and expense, and increasing the chances of matching the patient to an effective therapy. In addition to simply knowing whether a given biochemical event is occurring, researchers and clinicians will increasingly need objective, quantitative information about the biochemical events and will need to monitor them quantitatively over time, before and after interventions. That level of quantification is generally not yet available in clinical imaging methods, but is an area of active research and development.

This comprehensive textbook covers the entire spectrum of *in vivo* imaging for oncology, including current approaches to detailed anatomic measurements, MR and optical spectroscopy, and molecular imaging techniques requiring exogenously administered imaging agents. The challenges and approaches to quantification are also outlined. The authors describe technologies and methods that are currently clinically available, and many that are still in a developmental stage or useful only in animal studies. However, it is important to realize that the majority of imaging devices now offered for sale by the major imaging equipment manufacturers did not exist as recently as 3 or 4 years ago. Thus the pace of technology development is such that techniques described here as laboratory or investigational will likely be in clinical use within a few years. *In vivo* imaging will continue to have profound effects on how we think about, detect, diagnose, treat, and monitor cancer.

*Daniel C. Sullivan, MD*
Cancer treatment is an area of medicine that has flourished over the last couple of decades, taking advantage of rapid developments in molecular biology and pharmacology. The perspective on cancer and its treatment has changed dramatically not only among those in the public but within the medical profession as well. The diagnosis of cancer used to be thought of as an automatic death sentence and the treatments were considered extremely toxic and futile. Fellow physicians would often ask those of us in medical and radiation oncology why we chose to work in such a depressing area of research and practice. This was an interesting perspective, since such thoughts were expressed by cardiologists and pulmonologists who spent their days taking care of patients with severe congestive heart failure or emphysema; diseases with equally poor prognoses. Clearly cancer was thought of as a particular curse. Family members would urge us to withhold information from sick loved ones, fearing that they would lose all hope if they knew the truth. Those in the public eye would also hide information about the diagnosis from the press. Patients even feared being shunned because some thought that cancer was contagious.

Fortunately, much has changed in the last couple of decades. The public now readily hears about and discusses the disease and has gained much more, but still very incomplete, insight into its causes and treatments. Clearly much of this change in attitude reflects the ability to provide improved curative treatment for those with early stages of cancer. Even those with advanced disease can now gain significant months and years of life with treatment that has tolerable side effects. For example, while a decade ago it was debated if any treatment should be offered those with advanced lung cancer, we now have first, second and third line treatments that have been demonstrated to prolong patient’s lives. The agents employed included older and newer cytotoxic drugs along with targeted agents that attack pathways involved in tumor growth and angiogenesis. The future holds many more fortuitous options.

With the availability of a multiplicity of new agents has come a growing need to evaluate the success or failure of each treatment. When no treatment is useful, one clearly has no real need to develop methods to decide which agent to use or for how long. When a number of agents or approaches are available for a given type of cancer we need to assess the patient’s prognosis, predict treatment response and then measure the outcome. The initial and still standard approach to measuring outcome relied on determining the size of the tumor. This approach is still very useful, despite its limitations, as is described within this book. The advent of new molecular imaging techniques allows the researcher and clinician to make use of a growing array of imaging devices to peer into tumors in vivo and measure their biochemistry. These include optical, X-ray, magnetic resonance, and nuclear approaches. All of these provide different bits of information about the tumors pathways and metabolism that can be used to understand and predict the best treatment methods and monitor their outcomes. These techniques are now regularly employed in the laboratory and in clinical research to assist in the
development of existing new molecular agents. The new methods of molecular biology have provided a remarkable list of targets and agents that need to be evaluated. At the same time the cost of such testing and development has skyrocketed. While imaging technologies are rather expensive, drug development costs have made such investments seem very reasonable. One clearly needs new ways to understand how agents are working and to figure out what schedule should be used, in which combination, and in which disease, since cancer is not one disease but over one hundred. In fact, the new studies in molecular biology seem to prove that almost each cancer is unique. Hence, each patient must be evaluated to determine the best treatment. The conjunction of these stars has brought together these new therapies and imaging modalities at a critical time in the evolution of modern cancer treatment. This book is aimed at furthering the understanding of how these two fields now work together and will require the close collaboration of those practicing both arts.

As in any book of this type this has been the combined effort of many collaborators. We want to thank our co-authors for their studied contributions to the fields over many years and their efforts to distill their knowledge into a very readable text. We want to thank Janice Akoury and James Cullen, from Detroit and Manchester respectively, for keeping us organized and focused on the tasks needed to complete this effort and for their editing assistance. The support and assistance of Paul Dolgert at Humana Press and Dr. Beverly Teicher made this book possible. We want to thank those who have spent many years teaching us and working with us in the laboratory and clinics to further the fields of cancer therapy and imaging, whose work helped make our careers and this book possible. We want to thank our parents for their guidance and confidence that led to our career paths. Finally, we both want to thank our spouses Drs. Fayth Yoshimura and Terry Jones, both for their encouragement to pursue scientific rigor and years of support.

Anthony F. Shields, MD, PhD
P. Price, MD
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1. INTRODUCTION

Cancer therapy and cancer imaging are scientific and clinical companions. Most cancers are initially detected by an imaging technique, either through the routine screening of at-risk populations or by the evaluation of patients presenting with symptoms. Imaging the human body began as part of routine clinical care with the development of X-ray imaging by Roentgen. While X-rays still play an important role in cancer evaluation, the imaging technologies have expanded greatly over the past 30 years. Computerized tomographic (CT) imaging has added immeasurably to the clinician's ability to find, measure, and monitor cancers. The algorithms originally developed by Hounsfield to produce tomographic images with X-rays have also been extended to nuclear medicine for use with positron emission tomography (PET) and single photon emission computed tomography (SPECT). The development of magnetic resonance imaging (MRI) has provided high levels of contrast with superb resolution in many areas of the body. These techniques have been complemented by ultrasound (US) imaging and more recently by the introduction of new optical approaches. Each technique has its strengths and limitations, leading clinicians to compare the results and data from the various approaches to determine the optimal imaging modalities to use for a given indication. Clinical presentation often leads a physician to obtain a series of images as an evaluation progresses or changes. For example, one might initially detect a suspicious lesion with a simple chest X-ray, more completely evaluate its characteristics and extent with a CT scan, and use PET to help stage the tumor within the thorax and abdomen or MRI to detect lesions within the brain. In fact, new devices are beginning to combine modalities, such as PET and CT, to take advantage of the strengths of each approach (Fig. 1).
The newer imaging approaches also provide visualization of tumor metabolism and physiology that add information to that obtained with anatomic images. In reality it is possible to deduce some physiologic information from even the now standard anatomic imaging obtained with CT and MRI. For example, differences in contrast can be used to suggest areas that are necrotic and those containing viable tumor. The injection of contrast media into arteries leading to a tumor has also provided information about the architecture and detail of the tumor’s blood supply, including measurements of flow and perfusion. Such measurements can be obtained using PET and $^{15}$O[H$_2$O], dynamic contrast enhanced MRI (DCE MRI), and similar CT techniques.

Expanding from the simple (or not so simple) measurements of tumor perfusion, a wide variety of metabolic measurements of tumors are now available. Generally, these are limited to research uses, but they are moving into the clinical realm. At present, the most commonly used method is PET imaging with $^{18}$F-labeled fluorodeoxyglucose ($^{18}$FFDG), routinely used for the detection of tumors as part of the staging and restaging. As described in this volume (Chapter 7) a number of studies have also examined its use in the measurement of tumor response. While this approach is very promising, further work to refine this technique is considered standard-of-care in the treatment of any malignancy. In fact, while the main focus of this text is on the assessment of tumor response, almost all the chapters present ongoing research in this area, whether considering CT, MR, PET, or optical approaches. The only technique that is used as part of routine clinical practice is anatomic measurement of tumor size. Even phase I, II, and III clinical studies of new drugs primarily use such anatomic measures to assess the efficacy of newer agents. More frequently, new imaging techniques are finding use in
the development of new therapeutic compounds. The authors highlight these uses from a number of unique perspectives. Hopefully, as such techniques are tested in the early clinical trials, investigators will find that they offer utility for clinicians and patients as part of routine care.

2. SCREENING

This book will focus on the use of imaging for treatment response, but appropriate diagnosis and staging play a critical role in the choice of treatment. The earlier the diagnosis of a tumor the more likely it is to be at a stage amenable to surgical removal and cure. It is important to understand the role imaging plays in this realm. The only tumor where screening with imaging is widely accepted and utilized is in the detection of breast cancer. Mammography is regularly used in the developed world and, depending on the study, from 40% to 80% of women of the appropriate age in the United States are being screened (1, 2). Mammography screening is a major public health effort in many countries and studies have shown that mammography detects cancer at an early stage and decreases the death rate from breast cancer (3). This technique can still miss cancers until they are fairly large and this has led to the development and testing of new approaches to tumor detection. These include MRI, which has been found to be of use in women at high genetic risk for the disease (4). Approaches with US and PET are also being developed, but are not yet used as part of routine screening. In many cases, these other techniques are used in the follow-up of suspicious lesions found on routine mammogram, as well as lumps found by the patient or during a routine examination.

Chest X-rays are one of the most commonly used imaging techniques and have been tested for the early detection of lung cancer (5). Unfortunately, the current studies have not shown a benefit to this approach. The use of low-dose spiral CT is now being pursued. Early results have demonstrated that this approach yields a higher rate of tumor detection, but the effect on patient outcome remains to be seen (6). The other imaging technique that is now being evaluated for tumor detection is CT colonography, also known as virtual colonoscopy (7). While a number of different methods for early colon cancer detection are used in clinical practice, including fecal occult blood testing and sigmoidoscopy, the most accurate test has been the complete endoscopic evaluation of the entire colon. The use of total colonic evaluation by barium enema has been regularly practiced in the past, but has fallen out of favor in more recent years. This is due in part to the need for the same cleansing of the bowel that is required for colonoscopy, but the technique is less accurate and requires a separate colonoscopy for abnormal findings (8). The high cost of the colonoscopy and restricted availability of the technique have limited its usage. CT colonography requires an appropriate scanner and software. At present, a patient still requires bowel evacuation for the test, but new methods to contrast tag the stool may make the use of purgatives unnecessary. One further advantage of CT colonography is that it also assists in staging the patient if a lesion is found.

In each of these instances, early detection is being pursued to detect tumors at an early stage. In fact, in colon cancer screening the physician wishes to detect adenomatous polyps before they have even become malignant. In general, patients with tumors detected by screening will have a better prognosis than those presenting with more advanced disease. This is the whole point of such an endeavor. Furthermore, treatment may be simpler and less toxic to the patient.
3. STAGING

Improved screening has the goal of detecting tumor of lower stage and thus leading to improved outcomes. However, the declared stage of a patient depends on the accuracy of the evaluation. Staging takes into account the local invasion and tumor size (T-stage), spread to regional lymph nodes (N-stage), and distant spread (M-stage). Staging gives the physician and patient prognostic information, but it is not a perfect measure. As technology and analysis techniques improve so does the accuracy of staging. Improvements can include laboratory tests, such as tumor markers; pathologic examinations, like new immunocytologic detection of tumor spread to lymph nodes; and also superior imaging techniques, such as PET detection of previous unsuspected distant disease. Even within a given stage the extent of disease may have prognostic importance and alter the plan of treatment. For example, PET has been used to restage colon cancer patients with a small number of resectable liver metastases (9). Patients staged by PET had a 58% 5-year survival rate, while previous historical controls had a survival rate of about 30%. This is the result of PET detecting additional lesions, both in and outside the liver, that preclude resection for cure. Those patients remaining in the surgical group have improved survival. This is generally not the result of improved treatment, just better patient selection. This is called the Will Rogers’ effect, after the American humorist who commented that the migration of a group of poor farmers from Oklahoma to California “raised the average intelligence level in both states.” Improved staging can be seen with new MRI techniques for detecting lymph node involvement in prostate cancer (10) and PET staging of esophageal cancer (11). Combining techniques can also improve staging, for example, PET/CT improves localization of areas of increased activity found on PET (12). This has led to more accurate assessment of tumor extent and altered therapy. In each case, the outcome is likely to be changed as improved staging leads to better defined groups of patients for treatment.

4. IMAGING

4.1 Basic Principles of Imaging Treatment Response

Imaging treatment response in individual patients requires a treatment with at least some level of efficacy, a method to image the tumor at baseline, and a change that is reflected in the imaging modality/technique after therapy in some of the patients. In patients with advanced disease or those receiving neoadjuvant treatment, imaging over the course of therapy is a standard practice to assess the response to therapy. Patients receiving adjuvant therapy for resected cancer regularly ask “how can we tell that the treatment is working?” Unfortunately in that situation there is no way to assess response in an individual patient; the efficacy can be determined in large groups of patients only by comparing results of patients treated with different approaches. The recent emphasis on neoadjuvant therapy provides increased opportunities to use imaging to determine the efficacy of treatment prior to surgical resection. Neoadjuvant treatment is now regularly used in patients with head and neck, esophageal, breast, and rectal cancer. It is occasionally used in patients with lung and pancreatic cancer, especially in those with locally advanced disease. In each of these situations an imaging approach must provide accurate information on the result of therapy and this information must be incorporated into the pathway of cancer treatment.
The type of therapy, its response, and the best method and timing of imaging can vary greatly depending on the clinical situation. At present the common approach to imaging response in patients receiving standard cytotoxic therapy for advanced disease is to obtain anatomic images with CT or MRI about every 2 months. The size of the tumor is measured using either the sum of perpendicular diameters (the original WHO approach) or more recently using the sum of the largest diameters (RECIST) (13). These approaches are described in more detail in Chapter 6. This approach has the advantage that cross-sectional anatomic imaging is widely available and that basic measurements can be made using a cursor on the computer or a ruler on X-ray film. The major limitations of this approach include the difficulty in quantitating diffuse and multiple tumors and the inability to determine the viability of a lesion that has been detected. This has led to the exploration of a number of different metabolic approaches to tumor imaging that are described in this text, including magnetic resonance spectroscopy, PET imaging, and optical approaches. These approaches to measurement of tumor response have been the focus of research for many years and are just approaching routine use in clinical care.

The best approach to imaging treatment response in any given patient will vary greatly depending on the tumor being evaluated and the treatment being employed. For each case and clinical circumstance one or another imaging technique may provide the most useful information. Imaging before treatment can also be especially valuable in choosing treatment, though clearly the response is not being measured at this point. As indicated above the staging information is valuable in determining prognosis. New imaging techniques may also provide predictive information. For example, the uptake of a labeled drug, such as 5-fluorouracil, may predict the likelihood of treatment response (as discussed in Chapter 11) (14). Or the distribution of estrogen receptors measured with in vivo imaging may provide information superior to that obtained with a single, small biopsy in predicting the response to antiestrogenic therapy (15).

After the start of therapy, the optimal timing of imaging can vary greatly (Table 1). Anatomic imaging of tumor response is routinely done every 2 months in most clinical trials. But it can sometimes take a number of months before progression or shrinkage becomes evident. Metabolic approaches may demonstrate evidence of response within hours or days of therapy. For example, antivascular therapy with combretastatin can be imaged to measure changes in tumor blood flow within hours after treatment, while

<table>
<thead>
<tr>
<th>Imaging measurement</th>
<th>Timing from start of treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blood flow (MR, PET, CT)</td>
<td>&lt;1 week</td>
</tr>
<tr>
<td>Receptor interference (PET)</td>
<td></td>
</tr>
<tr>
<td>Metabolic changes (PET, MR)</td>
<td>3–4 weeks</td>
</tr>
<tr>
<td>Proliferation</td>
<td></td>
</tr>
<tr>
<td>Tumor size</td>
<td>2–6 months</td>
</tr>
<tr>
<td>Restage (CT, MR)</td>
<td></td>
</tr>
<tr>
<td>Tumor viability (MR, PET)</td>
<td>&gt;6 months</td>
</tr>
<tr>
<td>Assess recurrence</td>
<td></td>
</tr>
</tbody>
</table>
therapy of gastrointestinal stromal tumors with imatinib has been shown to alter tumor metabolism within days of therapy (16). After cytotoxic therapy it may be necessary to wait for 2–4 weeks to detect changes in tumor metabolism. After some treatments, such as radiation therapy of brain tumors, imaging months later may be needed to differentiate progression from necrosis (17). The best time for imaging will depend on the technique employed and which therapy was given to the patient. The timing of imaging will also depend on when clinical information will be most useful in directing therapy. For example, a patient may receive a single dose of chemotherapy once a month. It would be desirable to know prior to the next dose if the patient is responding to treatment, but it may not be of clinical significance if this is known in the hours after treatment or 3 weeks later. What is of importance is the accuracy of the assessment in determining the ultimate patient outcome. In early research studies, phase I and II, one is generally looking for any evidence of efficacy. In such a situation a high sensitivity for detecting evidence of long term tumor control is needed. It should be kept in mind that with newer targeted agents, such control may mean lack of tumor growth rather than actual decreased tumor size. In a clinical situation, early imaging must be accurate in determining treatment failure. The ability to predict that the treatment will fail up to 80% of the time may not be sufficient to stop therapy. Many treatments work to decrease tumor size only 20% of the time, so a higher accuracy is needed to allow the clinician to stop therapy. This is one of the most difficult issues that imagers will have to face. Ultimately this will require randomized trials to demonstrate that early imaging, by providing early predictions of therapeutic response, can favorably alter patient outcome and substantially decrease cost and toxicity.

Some tumors are not well measured by any present imaging technique. For example, a patient may present with pleural involvement that can result in an effusion containing tumor cells. Measuring the amount of fluid tells us little about the status of the underlying cancer. Another issue that is presently insurmountable is the evaluation of patients receiving adjuvant treatment after tumor resection. To measure the response of a tumor to therapy it is necessary to have a baseline test able to measure some aspect of the tumor. While this sounds obvious, patients receiving adjuvant therapy are problematic. In a single patient it can never be proved that adjuvant therapy was essential for success, since the patient may have been cured without such treatment. Imaging is often of use in demonstrating the failure of adjuvant treatment, since recurrence of a tumor is regularly detected or proven using imaging.

4.2 Imaging in Radiotherapy Treatment

New imaging modalities are increasingly being considered for the radiotherapy management of patients. There are a number of areas where they may play a significant role: improved disease staging and tumor volume delineation (TVD); tumor phenotype definition, response assessment, and as a research tool for the development of radiotherapy techniques.

A great deal of research interest has focused on investigating whether additional tumor biological information provided by PET imaging—largely using \(^{18}\text{F}\)FDG—can improve cancer staging, refine TVD for radiotherapy, and have an effect on subsequent disease outcome. Precise definition of the gross tumor volume (GTV) is essential to
the process of effective radiotherapy. This ascertains accurate staging and ensures that the necessary therapeutic dose of ionizing radiation is delivered to tumor tissue while minimizing irradiation of normal tissue. Once the GTV is defined, the planning target volume (PTV)—the area to which radiation will be delivered—can subsequently be delineated. This encompasses areas of potential microscopic tumor infiltration and additional margins to incorporate possible inaccuracies and patient/organ motion. Traditionally, the radiation treatment plan is based on anatomical imaging data produced by CT and MRI. Tumor visualization is therefore based on variation of tissue density, intensity, volume effects, and contrast enhancement. However, these changes are not characteristics confined to tumor tissue. They may also be observed in nontumor tissue owing to pathological conditions such as necrosis, inflammation, or the effects of anti-cancer therapy. The complex nature of a tumor site may itself also limit the effectiveness of anatomical imaging techniques for TVD. Although PET lacks the anatomical resolution provided by CT, it does offer the additional advantage of providing both biological and anatomical information, affording evidence of disease spread. When combined with the detailed CT anatomical information, PET therefore has the potential to substantially refine tumor detection and localization. With the advent of combined PET-CT scanners, the role of PET imaging for improved TVD for radiotherapy treatment planning (RTP) is now under consideration.

Although research is still ongoing, FDG-PET has been associated with improvements in GTV delineation in a number of tumor types. For example, studies carried out in lung cancer have concluded that FDG-PET adds essential information to CT results to improve TVD, with significant consequences for refined disease staging and GTV and PTV delineation (18, 19). Several further observations were also made: FDG-PET was noted to improve the accuracy of staging lymph node involvement; the inter-observer variability of GTV and PTV definition was often significantly reduced when using FDG-PET for RTP; and improved delineation of malignant tissue from atelectasis using FDG-PET was demonstrated, leading to significant reductions of radiotherapy target volumes. The improved accuracy conferred by FDG-PET for GTV delineation in lung cancer has led to its recommendation as a standard method to be used in combination with CT imaging for all future dose escalation studies (20).

The impact of FDG-PET for TVD for RTP was also investigated in studies of head and neck cancer, which showed that FDG-PET could result in significant changes to GTV delineation (21–25). However, its use is complicated in head and neck cancer by false-positive FDG-PET results. These have been observed to result from inflammatory lymph nodes and in some structures such as tonsils and salivary glands, where FDG uptake may be increased.

In general, in other tumor types, such as gastrointestinal tract cancer (including esophageal cancer), gynecological cancer, and lymphomas, FDG-PET can have a significant impact on improved tumor detection and nodal involvement, allowing accurate contouring of the gross tumor mass and thus staging and GTV. However, information concerning the impact and value of FDG-PET for TVD for RTP is more limited for other tumor types. The broad conclusions to date are that there are commonly discordsances between conventional imaging (CT or MRI) and functional imaging (FDG-PET). This results in altered PTVs (increases and decreases) for some patients (18, 19). More research is required to determine the potential value of imaging methods for
improved RTP, particularly for tumor sites other than the lung, and to help define their clinical capacity.

Molecular imaging holds great promise for allowing biologically adapted radiotherapy. Techniques such as PET, molecular resonance spectroscopy (MRS), and MRI can increase our understanding of the biological mechanisms underlying the heterogeneity of tumor response to radiotherapy. In turn, this will enable the definition of biological target volumes (BTVs) that can be specifically targeted for dose escalation. Methods are under development to facilitate imaging of biological processes known to have special significance for tumor response to radiotherapy, such as hypoxia, blood flow, proliferation, angiogenesis, apoptosis, and DNA repair. By visualizing these events in tandem with the anatomical information provided by traditional radiological techniques, different areas of a nonhomogeneous tumor mass can be identified. Radiation dose can then be adapted both to the morphology and the biology of the tumor. For example, hypoxia is a well-recognized factor that limits the curability of radiotherapy, negatively affecting patient outcome. A number of PET probes are being developed for measuring hypoxia, of which [18F]fluoromisonidazole ([18F]FMISO) is the most widely studied. It has a potential clinical role as a tool to define hypoxic subregions (BTVs) that could benefit from targeted dose escalation. This image-guided, functional radiotherapy approach could revolutionize the future biological individualization of radiation therapy.

As well as using PET technology to allow biologically adapted RTP, PET imaging also holds great potential as a useful tool for radiobiology and radiotherapy research. By utilizing the ability of various PET tracers to assess biological factors known to influence radiotherapy response, such as hypoxia (e.g., [18F]MISO), proliferation (e.g., [18F]FLT), and perfusion (e.g., [15O]H2O), PET studies can be designed so that the dynamics of these biological process can be evaluated in vivo both during and after a fractionated course of radiotherapy. In this way, various fractionation schedules, escalated doses, boost volumes, hypoxic cell radiosensitizers, and other methods aimed at improving the efficacy of radiotherapy can be investigated, with the aim of attaining maximal therapeutic gain.

A further role for PET exists as a means for monitoring treatment and assessing radiotherapy response, and is presently under investigation. Currently, response to anticancer treatment is determined by a decrease in anatomical tumor size, but this tends to occur late in the treatment course. PET studies could be used to assess whether biological responses occur earlier in the treatment course. This would facilitate optimal patient management and ultimately influence disease outcome and survival. Due to the inherent problems of postradiotherapy inflammation contaminating the FDG-PET signal, it is speculated that alternative PET probes (e.g., for proliferation markers) may prove to be more effective in this context.

### 4.3 Imaging and Anticancer Drug Development

Molecular imaging modalities have the ability to provide crucial support to the development of new cancer treatments, and are predicted to radically alter the drug development process. By providing direct information of underlying in vivo normal tissue and tumor pharmacology, early proof-of-principle and efficacy-of-action studies can be carried out (26, 27). Imaging studies can help to increase the understanding of a drug’s behavior within the body (pharmacokinetics) and of its effects (pharmac-
dynamics). This type of information offers the means to aid rational modifications in the drug development process, hence saving time and money (28).

Compounds aimed at inhibiting cellular processes can be directly assessed. For example, by using radiolabeled thymidine as a biomarker, PET imaging can be used to demonstrate inhibition of the thymidylate synthase pathway (29). Studies can be designed so that downstream functional effects expected of a therapeutic agent, such as changes in blood flow, metabolism, or proliferation, can be monitored during drug delivery to determine expected mechanism of action. Examples include the use of radiolabeled water (\([^{15}\text{O}]\text{H}_2\text{O}\)-PET), used to assess tissue perfusion, and to demonstrate the efficacy of the antivascular agent combretastatin (30).

By directly radiolabeling an anticancer agent, its biodistribution in the human body and individual tissue pharmacokinetics can be measured through the quantitative imaging offered by PET. The sensitivity of this technology is such that the amount of compound needed is at most a thousandth of that of an initial phase I dose; typically a dose of around 1µg is needed, which removes concerns of toxicity. This offers the opportunity to examine a range of potential agents in the quest to optimize delivery to and retention by a tumor relative to normal tissue. Initial reports of this imaging microdosing procedure have focused on the radiolabeling of well-established cancer drugs such as 5-FU (31, 32) and BCNU (33, 34). This has since been followed by the labeling of drugs during and even prior to phase I trials (35).

Magnetic resonance spectroscopy can also be used to investigate drug pharmacokinetics. For example, MRS has been used to demonstrate tumor uptake of 5-FU in colorectal metastases (36–38). It has the advantage of chemical resolution and does not need radiolabeled compounds, but does not have the sensitivity of PET. The advent of higher energy MRS machines may provide greater sensitivity and so allow expansion of this opportunity.

In the future it is expected that PET imaging probes will be developed to bind specifically to selective molecular therapeutic targets. As these would be administered intravenously, resulting images will relate both to the presence and the accessibility of those targets from the bloodstream. This could allow in vivo assay of binding sites within a particular tumor. In turn, this could define the density of the therapeutic target for an individual tumor and hence the case for administering an agent specific for that target.

The potential advantages that molecular imaging can offer rational drug design are huge, with consequences for reduced time and increased successful outcomes for the drug development and testing process in prephase I and phase I–III clinical trials. However, it is important to acknowledge that there are formidable challenges to overcome. A molecular imaging probe needs to be specific for the molecular pathway or binding site to which it is targeted. It also has to penetrate endothelial barriers and undergo minimal metabolism (otherwise, for instance, PET images will be contaminated with radiolabeled metabolites); therefore a good drug does not necessarily produce a good imaging probe. Methods also need to be developed to analyze the recorded image data in a meaningful manner. There then remains the need to characterize or validate the derived functional data against a reference; currently in oncology the principal means of characterization will be by comparison to tumor biopsy material, but future developments of pharmaceutical mediators of tumor selective binding sites are expected to offer further means for validation.
4.4 Imaging as a Translational Link among Academic Research, the Pharmaceutical Industry, and the Clinic

It is evident that molecular imaging is of considerable interest to drug developers within the pharmaceutical industry. Providing early proof-of-concept of treatment in patients is clearly seminal as it is estimated that 50–60% of anticancer drugs fail at the point of phase III clinical trials (39–41). Throughout development, decisions need to be made on whether or not a drug should progress through the increasingly expensive phases of clinical trials. Early evidence derived from molecular imaging studies concerning the expression of molecular targets, appropriate biodistribution, and tumor drug delivery, as well as data on mechanisms and efficacies of action, would be invaluable to this process.

Links between the pharmaceutical industry and clinical academic centers are likely to develop as they both share the motivation to advance molecular imaging in order to gain further insights into human tumor biology to support the development of new therapies. As a result, there is mutual interest in the pursuit of more specific imaging probes for targeted tumor biological processes, molecular pathways, and binding sites. Pharmaceutical companies are the custodians of large libraries of molecules and have the ability to custom synthesize many more. To undertake imaging research with these new probes, it will be important for scientists from the pharmaceutical and biotech industries to collaborate with multidisciplinary clinical academic centers. These centers will provide access to significant populations of cancer patients, and equipped with the required imaging facilities and suitable range of expertise, such environments would provide the opportunity to bring together all the resources necessary to support the role of molecular imaging as a key component of effective anticancer drug discovery.
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1. INTRODUCTION

Experimental models of cancer have played an important role in cancer drug discovery for more than 60 years. The same models have proven critical as tools for the elucidation of the molecular basis of neoplastic transformation, the processes involved in tumor progression and metastasis, and the determinants of therapeutic success or failure. More recently, transgenic models in particular have been used to “validate” and prioritize new strategies for therapeutic intervention. In vivo cancer models can be considered to fall within two broad classes, transplantable models, and in situ models, each with a number of subtypes (Fig. 1). For pragmatic reasons, transplantable models as a group are the most commonly used for drug evaluation, while in situ models such as cancer-prone transgenic mice provide a rich source of information on cancer etiology. It should be noted that each transplantable model represents the tumor of a single patient, not a tumor type. This discussion is centered on the application of both model types, and the potential impact of imaging technologies for cancer drug discovery. However, with recent advances in preclinical imaging technologies, these models are also proving useful in the development and testing of new imaging techniques and contrast agents. Increasingly, with the expanding role of drugs tied to specific molecular
targets, these models are also being used to optimize and validate clinical imaging strategies. Finally, molecular imaging techniques are finding a critical role preclinically in the simultaneous confirmation of mechanism of action and assessment of efficacy. This is particularly true in orthotopic or transgenic model systems.

2. TYPES OF TUMOR MODELS

2.1 Transplantable Syngeneic Models

Transplantable syngeneic leukemia and solid tumor models were developed from spontaneous or induced tumors subsequently adapted to serial in vivo passage in the same animal strain. The majority of early syngeneic models were leukemias, the most familiar of which are P388 and L1210 (1–4). Syngeneic transplantable solid tumor models were developed in the 1960s and 1970s by exposure of rodents to chemical carcinogens. This provided a variety of tumor histotypes and tumors with different growth rates within each histotype (5–11). Development of these tumor models was pioneered by investigators such as Fidler (12, 13), Morris (5, 14), Skipper (15–17), Schabel (18–20), Griswold (21–23), and Corbett (7, 8, 24–26).

Early drug screening strategies often involved an initial experiment against a murine leukemia with life span as the measured endpoint (27). Active compounds typically then moved into a solid tumor screening panel (15, 16, 18, 19, 28, 29) wherein solid tumor fragments were implanted into the subcutaneous space, and therapy was assessed by caliper measurement (27). Advantages of these models include their low cost and reproducibility. Imaging was generally not needed for assessment of tumor response in
these easily accessible and observable tumors. However, many investigators have used such models in the development and testing of new imaging approaches. In addition, the tumors grow in an immune-competent host, making these models appropriate for the study of immune modulation and vaccine approaches. However, the genetics of murine cancer are not always identical to their human counterparts, reducing the expectation of a direct correlation with clinical experience. The lack of progress in treatment of the major human solid tumors led to the conclusion that screening strategies with leukemias as the first triage point may not be appropriate. Subsequently, many investigators adopted screening strategies that involved direct testing against a panel of solid tumors.

2.2 Spontaneous and Autochthonous Models

There has been a resurgence in autochthonous models, such as mammary and colon tumors induced in rats with a carcinogen. The major theoretical advantage of both spontaneous and autochthonous models is that they may be more relevant to the development of human disease because the tumors reside in the tissue appropriate for the histotype. However, studies against tumors induced in this fashion are difficult because of low tumor incidence, variable and delayed onset of tumor growth, and deep tissue location of the tumors. Often treatment is initiated on an animal-by-animal basis as tumors arise and assessment of tumor burdens is performed by terminal sacrifice, complicating treatment and data collection. Lastly, autochthonous model systems require the handling and administration of known potent human carcinogens.

2.3 Human Tumor Xenografts

Syngeneic models, however well characterized, are not human. Xenotransplantation is the transplantation of tissues or organs from one species into a different species. The application of xenotransplantation techniques to the growth of human tumors in experimental animals was a major breakthrough in cancer biology and drug discovery research.

2.3.1 Subrenal Capsule

One of the first of these models sought to take advantage of the immunologically privileged status of the subrenal capsule (SRC). Human tumor fragments implanted under the SRC are not subject to immediate rejection. Changes in tumor volume during therapy are determined by invasive measurements with an ocular micrometer. Unfortunately, the SRC xenograft assay is labor intensive and both tumor growth and response to therapy are often highly variable.

2.3.2 Human Tumor Xenografts in Immune Deficient Animals

A major breakthrough in the in vivo evaluation of novel agents against human tumors was the identification and characterization of immunodeficient mice and rats. These animals have genetic immune deficiencies that minimize or prevent the rejection of the grafted tissues from other species. The difficulty in using immune compromised animals is that they are highly susceptible to viral, bacterial, and fungal infections. These infections can alter the outcome and reproducibility of experiments. Therefore, immunodeficient animals are maintained in specific pathogen-free (SPF) environments, dramatically increasing research costs.
Nude, scid, xid, and beige mice are the four primary types of immune-deficient mice. Each type of immunodeficient mouse has one or more mutations that diminish the animal’s capacity to reject transplanted allografts and xenografts. None of the mutations completely eliminates the immune system function (40–50). Nude and scid mice are predominantly used for cancer drug evaluation. Xenografted tumors often exhibit a more neoplastic phenotype in scid mice than in nudes, presumably because of the more severe immune deficiency of scid mice. These animals are often crossed with beige and/or xid mice to further suppress immune function. The availability of these animals transformed drug discovery paradigms. However, the costs of purchasing and maintenance of these animals is many fold higher than that of conventional animals.

2.3.3 METHODS FOR XENOGRAFT STUDIES IN IMMUNODEFICIENT MICE

2.3.3.1 Subcutaneous Xenografts. Subcutaneous xenografts are human tumor xenografts (cells, brei, or fragments) that are injected underneath an immune-deficient animal’s skin and not into the underlying tissue or cavities. These models are cost effective, and provide a direct assessment of efficacy against a human cancer through simple, noninvasive caliper measurement of tumor size. The accessibility of the tumor is also an advantage for harvesting of tumor tissue. Several publications have suggested that human tumor xenograft models are better predictors of clinical activity than syngeneic models (51–55). Although the use of human tumor xenografts has many advantages, there are also a number of disadvantages. Human cells are placed in a murine environment creating interactions that may not faithfully reflect the human disease process (e.g., differences in the local cellular environment, cytokine, chemokine, and growth factor incompatibility, differences in immunologic state, etc.). Moreover, the subcutaneous environment of the xenograft may also fail to recapitulate normal interaction of the tumor and stroma. Other disadvantages of this model include occasional tissue ulcerations, loss of metastatic potential, and dedifferentiation of the tumor. In addition, the genomic instability of human cancer requires that considerable care be taken to avoid unintended change of the model over time and multiple passages. Despite these potential shortcomings, human tumor xenograft testing remains the mainstay of in vivo anticancer therapeutics evaluation.

2.3.3.2 The Hollow Fiber Assay. The hollow fiber assay (56) utilizes polyvinylidene fluoride hollow fibers inoculated with human tumor cell lines (57). The fibers are then sealed and implanted into the intraperitoneal cavity or subcutaneous space of an immunodeficient mouse for 3–10 days. After treatment, the fibers are removed and live cells are counted. Advantages of this method are that multiple cell lines can be tested simultaneously in one animal contributing to low cost and high throughput. Disadvantages are that the technique requires survival surgery, the tumor cells are unable to interact with the normal stroma, and the cells have no opportunity to develop a blood supply. Hence, this assay does not reflect treatment-induced changes in stroma-tumor interactions and vascular effects.

2.4 Orthotopic Models

An orthotopic model involves the implantation of a tumor into the organ from which it arose. This is an increasingly popular assay format. A theoretical advantage of this
format is that the tumor cells grow in the “context” of their native \textit{in situ} environment \cite{58–60}. Orthotopic models have additional advantages over subcutaneous and hollow fiber systems besides cell context. These advantages may include retention of differentiated structures within the tumor, vascular growth differences, more realistic tissue pharmacokinetics at the tumor site, and metastatic spread. However, tumor implantation for orthotopic models requires potentially complex survival surgery. Observation of tumor growth in internal organs typically requires serial sacrifice of cohorts of animals, tumor take rates and growth can be highly variable, and it may be difficult and costly to harvest tumor tissue for pharmacodynamic and pathological analyses. These factors increase cost and decrease throughput. The use of imaging technologies can dramatically enhance the efficiency of orthotopic models. Although it is generally accepted that orthotopic implants often better preserve various aspects of tumor biology, demonstrations that they give different or more predictive assessments of therapeutic potential are lacking. The recent focus on signal transduction pathways (where context may be important) as targets for cancer drug discovery has renewed interest in the relevance of this assay format.

### 2.5 Models of Metastasis

While the general stability of the tumor tissue in the models discussed above can be an advantage, they often lack key features of human cancer, such as metastasis to secondary organ sites. Prevention of the metastatic process and specific targeting of metastatic lesions offers opportunities for therapeutic intervention. However, reproducible animal models of metastasis that recapitulate all aspects of the metastatic cascade are rare.

Clinically, metastases to the lungs, regional lymph nodes, liver, and brain are most common. A major determinant of the metastatic site is simply location of the primary tumor and the next capillary bed capable of trapping blood-borne tumor emboli. However, the process of metastasis is also critically dependent on the ability of cells that metastasize to promote angiogenesis and proliferate in the new organ environment, giving rise to the “seed and soil” hypothesis \cite{61–64}.

Several models of metastasis employ direct or systemic injection techniques. The choice of the site or route of injection is generally based on vascular proximity to the target organ. For example, liver metastases models often rely on intrasplenic injection, lung metastases can be reproducibly obtained from tail vein injection, and bone metastases from intracardiac injection. While direct injection models generally provide the most reproducible and cost-effective models, they have the limitation of not encompassing the entire metastatic process.

Spontaneous models of metastasis, including subcutaneous, transgenic, orthotopic, and autochthonous models provide a better representation of the entire metastatic process than direct injection models, and are specifically suited to the testing of therapeutics for prevention of metastasis. The most common of these relies on continuous passage of metastatic lesions arising from subcutaneous tumors to maintain target organ specificity and metastatic potential. However, these models require longer staging periods and generally have poorer reproducibility and organ specificity than direct injection methods. In addition, these models may require excision of the primary tumor.
Regardless of the model, the study of metastatic lesions has traditionally required inefficient experimental designs that involve serial sacrifice of cohorts of animals. However, in vivo imaging technologies can dramatically facilitate these assessments and are finding increased use.

### 2.6 Transgenic Tumor Models

The massive shift of drug discovery efforts toward inhibition of specific oncogene or suppressor gene related targets has led to increased interest in the use of transgenic models for target validation and the evaluation of drug candidates (65–70). Transgenic tumor models are created by the introduction of heritable (germ line) or somatic mutations that are implicated in neoplastic transformation. Target genes can be replaced by new alleles, conditionally expressed, conditionally turned off, or mutated. A key advantage of transgenic models is that the etiology of tumor development closely mimics that in humans. The animals can be treated with therapeutic agents at any stage of tumor development to further elucidate therapeutic efficacy and the mechanism of action (71).

Three examples of transgenic mouse models with germline mutations are the TRAMP (transgenic adenocarcinoma of the mouse prostate) model, and the p53 and PTEN knockout mice. The TRAMP model was created by linking the prostate-specific pro-basin promoter to the SV40 large T antigen. These animals develop variably differentiated tumors that metastasize primarily to the lungs and lymph nodes (71, 72). This model has been used to study late events in prostate tumorigenesis and mechanisms of angiogenesis. p53 is the most commonly mutated gene in human cancer. In the p53 knockout mouse, the p53 tumor suppressor gene is inactivated by mutation to create a model of the human Li-Fraumeni familial cancer predisposition syndrome. These mice are more susceptible to spontaneous and carcinogen-induced tumors in many organs (70). The average tumor latency for a homozygous p53 (−/−) mouse is about 4.5 months with an increased latency period for heterozygous p53 (−/+ ) animals (73). The PTEN heterozygous knockout mouse is predisposed to many tumor types, including colon carcinomas, leukemia, germline tumors, and T cell lymphomas (71, 74). Elimination of one PTEN allele results in the inactivation of proapototic pathways possibly contributing to drug resistance. The PTEN double null (−/−) is an embryonic lethal mutation.

Transgenic models driven by germline mutations can be problematic. Mutations of interest are often embryonic lethal. Additionally, unwanted physiological or toxic effects during development may occur that render the model unusable. Organ specificity can also be difficult to control and the study of multiple gene defects can require complex breeding efforts. Lastly, these animal models are often characterized by long tumor latency periods.

Somatic cell modification strategies offer advantages over germline modification strategies that include improved tissue specificity of transgene expression, avoidance of embryonic lethal events, and opportunities for introduction of sequential multigene defects. An example of a transgenic mouse model created by somatic cell mutation strategies is the TVA model, which is based on retroviral gene transfer. A transgenic animal is created that expresses the avian leukosis virus (ALV) receptor 1 (TVA) from a tissue-specific promoter. These animals are not predisposed to develop cancer without further manipulation. The target gene construct of interest is cloned into a replication-
competent ALV splice-acceptor (RCAS) vector followed by direct injection of the modified virus or virus-infected cells into the TVA-expressing tissue (75). The TVA/RCAS system has been used in mouse models of induction of gliomas (76) (Fig. 2) and ovarian cancer (77, 78).

3. ENDPOINTS AND MEASUREMENTS

Diverse types of information may be gleaned from any of the tumor models described above. Historically, with the exception of transgenic systems, these models have been used primarily to simultaneously assess the response of tumors to drug treatment and the potential for host toxicity (therapeutic index). Imaging technologies are routinely used for anatomical detection of tumors, particularly in orthotopic, metastatic, and transgenic models. However, trends toward molecular-targeted therapies are increasing the use of imaging technologies for quantifying drug-induced changes in physiology. Such methods can enable the use of endpoints that are tied to target modulation, in addition to more traditional growth-based endpoints.

Fig. 2. MRI of PDGF-induced glioma in a Ntv-a mouse (76). The same four contiguous slices are shown for (A) T2-weighted scans showing the tumor as a hyperintense region in the right upper cortex, and T1-weighted scans (B) before, and (C) after administration of Gd-DTPA. The T1-weighted scans highlight localized, heterogeneous contrast enhancement in the tumor. The MRI appearance of glioma in this model is typical of that of human glioma.
3.1 Detection or Diagnosis of Tumors

The basic method of tumor detection and quantitation is visual observation. Traditionally this involves palpation followed by caliper measurements. Calculation of tumor volume and an assumption of unit density generate an estimate of tumor burden. Caliper measurements have proven representative when compared to actual weights of excised tumors. This detection method is cost effective but primarily limited to subcutaneous tumors.

Increased interest in orthotopic and transgenic systems has created a demand for imaging-based methods for tumor diagnosis or detection. A broad array of imaging modalities and techniques is available for in vivo detection of tumors in mouse cancer models. These include bioluminescence imaging (BLI) and in vivo fluorescence imaging, magnetic resonance imaging (MRI), magnetic resonance spectroscopy imaging (MRSI), X-ray computed tomography (CT), positron emission tomography (PET), and single photon emission computed tomography (SPECT). Additional technologies not discussed in this chapter include ultrasound imaging and optical coherence tomography.

Bioluminescence imaging and fluorescence imaging—in vivo: BLI is a recently developed optical imaging method that allows visualization of luciferase-driven light emitted from within an animal (79, 80). In the most basic application, mice are inoculated with tumor cells that have been stably transfected with the luciferase gene, and the constitutive expression of luciferase allows assessment of tumor burden after systemic injection of substrate (luciferin). High sensitivity and the ability to quantify tumor burden make BLI ideally suited to detection of the spread and growth of metastases and in situ tumor models. Throughput is also high since image acquisition is generally rapid and several mice may be imaged simultaneously. Low spatial resolution is a limitation of BLI. In addition, since the images are commonly two dimensional, images from several animal positions may be necessary to unambiguously identify the anatomical location of a given signal.

In vivo fluorescence imaging can also be used to detect and monitor tumor growth in small animals (81–83). The fluorescent signal is emitted following excitation with monochromatic light of fluorescent proteins or dye-labeled biological molecules. Unlike BLI, fluorescence imaging does not require the injection of exogenous substrate. In addition, the high fluorescence signal allows image acquisition on a millisecond time scale, compared to minutes for BLI. Signal attenuation in deep tissues and a high background of autofluorescence can be problematic for standard fluorescent compounds, however, newer imaging agents provide fluorescent emission at the near-infrared wavelengths that minimizes these effects (84).

Magnetic resonance imaging: MRI of preclinical tumor models combines outstanding soft tissue contrast with high spatial resolution (85–87). Due to differential MR relaxation properties, tumors can usually be distinguished from normal tissue in rapid anatomical scans (Fig. 2). Another common approach to detection of tumors is with a contrast agent such as gadolinium diethylenetriaminepentaacetic acid (Gd-DTPA). Differential uptake of the contrast agent by the tumor compared with surrounding normal tissue, allows the tumor to be delineated in MR images (Fig. 2). MRI has been used in mouse models to detect tumors in the brain, lung, liver, and pancreas, among others (87). Tumors as small as 0.5 mm in diameter can be detected and monitored in vivo using MRI.
Magnetic resonance spectroscopic imaging: MRSI involves the combination of MR imaging techniques with conventional NMR spectroscopic methods (commonly proton or phosphorus based) to provide spatially localized spectra. Pathological tumor biology provides unique spectral signatures of various metabolites that distinguish tumors from normal tissue. For example, metabolites such as choline, creatine, lactate, ATP, lipid, and lysine can differentiate certain tumor types from surrounding normal tissue, as well as distinguish between benign and malignant disease in some cases (85, 88).

Computed tomography: The application of high-resolution X-ray CT to preclinical cancer models has recently become feasible, particularly for detection of lesions in bone, lung, and mammary glands (89). Three-dimensional images with resolution on the order of a 10–50 µm are produced. With the use of CT contrast agents and blood pool agents, soft tissues such as liver, pancreas, spleen, and kidney, as well as vasculature can also be imaged (89).

Positron emission tomography: PET is increasingly used to study tumor biology. Equipment design and sensitivity have improved, allowing higher image resolution and animal throughput. Tumor detection using micro-PET takes advantage of pathological changes in tumor cells that promote enhanced uptake of positron-emitting radiotracers. PET tracers have been developed to measure cellular glucose metabolism ([18F]fluoro deoxyglucose, FDG), cellular proliferation ([18F]fluorothymidine, FLT), protein synthesis ([11C]methionine, MET; [18F]tyrosine), as well as transgene expression (90–96). An alternative method [124I] uses radioimmunotracers targeting tumor-specific antigens that provides distinction between normal and malignant tissues (97, 98).

3.2 Assessments of Change in Tumor Burden

Change in tumor burden, usually in response to drug treatment, has historically been measured directly with calipers, by weight of an excised tumor mass, or by inference from measurement of host lifespan (1, 27). Excised tumor masses and tumors measured in situ contain both viable and dead tissue, and gross assessment of their mass is not equivalent to determination of the surviving fraction. The surviving fraction can be estimated for excised tumor masses by in vitro determination of clonogenic survival (99).

By far the most common format for the determination of therapeutic effect involves the estimation of tumor burden from caliper measurements of subcutaneous tumor masses. A number of mathematical treatments of these types of data have been developed, but two are dominant. The most common assesses response to therapy by comparison of control and treated tumor burdens as simple ratios of tumor mass (T/C) at a single point in time. Alternatively, ratios of the change in mass over the course of treatment (ΔT/ΔC) are generated (100, 101). This method is quick and economical, but it is also prone to severe variability, and the results are not directly comparable between experiments or across models. In addition, the same data set can give different estimates of therapeutic effect depending on the day of measurement, making the data highly subjective. Finally this method cannot give a quantitative estimate of the number of tumor cells surviving treatment. An alternative approach, pioneered by the group at Southern Research Institute, uses more data points to assess a therapy-induced tumor growth delay (T–C) from which estimates of net change in tumor burden are derived.
The advantages of this more rigorous method are that it produces data that are quantitatively comparable between experiments and across models.

As the use of transgenic, orthotopic, and metastasis models increases, all of the imaging modalities described above are being increasingly utilized for detection of tumor masses and measurement of the effect of therapeutic intervention. Imaging can greatly increase the efficiency of these models and provide a more accurate assessment of tumor burden than traditional determination after serial sacrifice. However, imaging can be associated with increased cost and decreased throughput. In certain cases, the use of a contrast agent or labeled molecule may also be required for image-based assessment of tumor burden, which may further increase the complexity of the assay.

### 3.3 Pharmacokinetics

Pharmacokinetic analysis quantifies the processes of absorption, distribution, metabolism, and elimination (ADME) of compounds over time. Often this is accomplished through serial collection and analysis of body fluids or tissues, or by autoradiography to generate a concentration–time profile. These traditional methods typically consume large numbers of animals, time, and resources.

In autoradiography, animals are systemically exposed to radiolabeled compounds and sacrificed at specific time points. Frozen tissue sections are exposed to imaging plates to produce high-resolution images directly from tissue samples. Two-dimensional images can then be stacked to form a three-dimensional image. However, this technology is time and labor intensive and relies on the use of potentially hazardous and long-lived radioisotopes.

As imaging modalities have advanced, a number of techniques have been applied to the determination of pharmacokinetic profiles. Positron emission tomography and SPECT have shown particular promise in this respect. These imaging technologies can be used to track movement of compounds, formation of metabolites, tissue concentrations, and drug half-lives. These are noninvasive imaging modalities that image radio-tracer distribution after systemic injection into the animal. However, quantification can be problematic due to tissue scattering of emitted photons. While PET is 10- to 20-fold more sensitive with better image resolution than SPECT, the generally shorter half-lives of PET isotopes can make the generation and use of labeled compounds challenging. Both imaging modalities are broadly applicable in clinical and preclinical settings.

### 3.4 Drug Effects at the Molecular Target

The dramatic shift of cancer drug discovery efforts toward a focus on specific molecular targets over the past decade has prompted an increased interest in pharmacodynamic analysis of drug function. These analyses confirm target modulation and can allow quantitative correlation of target modulation with both pharmacokinetics and preclinical efficacy. Pharmacodynamic analyses can also be used productively to enhance the efficiency of the discovery process by preempting doomed efficacy determinations. Pharmacodynamic analyses to determine the extent and duration of target modulation are typically rapid (1–2 days), and they require minimal drug supplies and only a few animals. By comparison to efficacy testing against a xenograft model, a pharmacodynamic analysis consumes 10- to 25-fold fewer resources. It can allow
efficient “drop” decisions for weak compounds and enable an informed design (with respect to dose selection and treatment schedule) of efficacy experiments for compounds with strong potential. Optimization of in vivo function for target modulation prior to efficacy determination is becoming the discovery paradigm of choice for targeted programs. These correlations can also be used to set decision-making thresholds for biomarker analyses in phase I clinical trials. Failure to reach a predetermined threshold for target modulation at tolerated dose levels would prompt a decision to terminate development of the targeted compound.

Pharmacodynamic analysis traditionally has involved harvest of tumor tissue from treated animals and quantitative assessment of target modulation with techniques that include Western or Northern blot analysis, biochemical assays for enzyme activity, or immunohistochemistry. More recently in vivo imaging-based assays have been developed to measure changes in enzyme activity, substrate or reaction product concentrations, and protein interactions. Imaging-based pharmacodynamic analyses using modalities such as bioluminescence, fluorescence, PET, and SPECT are becoming more widely used. They offer simultaneous evaluation of drug function at the molecular level and efficacy at the whole animal level, dramatically increasing efficiency, reducing animal use, and generating tighter correlations.

Extensions of the basic BLI experiment include various strategies for coupling the expression or activation of luciferase to molecular events within the cell, so that the event is signaled by light production of the active luciferase (79, 108). For example, BLI has been used to image DNA damage in vivo with a transgenic mouse that harbors an Mdm2-Luc cassette. Events that induce DNA damage cause stabilization of p53 wherein it accumulates approximately 100-fold, followed by induction of p53 transcriptional activity, leading to activation of the Mdm2 promoter. Subsequent luciferase expression can be detected by BLI. This has been used to demonstrate the radio-sensitizing effect of 5-fluorouracil in mice (A Rehemtulla et al., University of Michigan, 2003, personal communication).

3.5 Drug-Induced Physiological Changes

Direct assessment of drug function at the molecular target is often difficult or impossible. This is particularly true in the clinic, where the requisite biopsies may not be possible. In these situations, surrogate or indirect measures of drug-induced changes in physiology can be useful. Perhaps the best examples are assessments of drug-induced changes in tumor blood flow, vascular density, and vascular permeability now popularly applied to the development of antiangiogenic agents (109–111). However, a key difference between most clinical and preclinical imaging applications is the preclinical use of anesthesia such as isoflurane or ketamine/xylazine. The potential influence of anesthesia on the signal of interest must be carefully considered (112). Examples of changes in drug-induced physiology that can be measured with imaging technologies include the following.

Blood flow (MRI/PET): Blood flow, blood volume, and vascular permeability can be assessed in tumors using a variety of MRI-based techniques such as dynamic contrast-enhanced MRI (DCE MRI) (113, 114), arterial spin labeling (115, 116), and iron-oxide-based contrast MRI (117). These methods have been widely used to detect response to antangiogenic therapies in mouse cancer models (118). Tumor blood flow measurements have also been performed using clinical PET imaging of $^{15}$O[H$_2$O] (119), and
may show future widespread use in preclinical PET. Imaging of tumor perfusion and vascularity by PET and MRI is described in more detail in Chapters 4 and 5, respectively.

Apoptosis (BLI/SPECT/PET/MRI): Imaging of apoptosis provides a means of assessing the extent of tumor response to cytotoxic therapy. Several in vivo approaches have been developed utilizing BLI, MRI, PET, and SPECT (120–124). One technique using BLI makes use of tumor cells that have been transfected with a hybrid recombinant reporter consisting of luciferase linked to the estrogen receptor (ER) regulatory domain via a cleavage site for caspase-3 (DEVD) (120). The presence of ER in the hybrid reporter renders the luciferase inactive. On activation of caspase-3 during apoptosis, the DEVD site is cleaved and the luciferase becomes active, signaling the onset of apoptosis in the presence of luciferin. Other strategies for in vivo imaging of apoptosis are described in Chapter 16.

Metabolism. PET scans using $[^{18}\text{F}]$FDG provide a common approach to in vivo assessment of energy metabolism. Since tumors generally have elevated glucose metabolism, $[^{18}\text{F}]$FDG can be used to diagnose tumors as well as monitor changes in tumor metabolism in response to therapy (125). However, these types of images must be interpreted with care because elevated glucose metabolism may be associated with other physiological processes such as macrophage activity and inflammation. Methods such as MRI or MRSI can be used to quantify the levels of metabolites such as choline, lactate, and lipids using $^1\text{H}$-MR, and ATP and phosphocreatine using $^{31}\text{P}$ MR (126, 127).

3.6 Assessment and Early Prediction of Response

Conventional imaging methods for evaluating tumor response to therapy have generally been limited to simple morphological criteria such as an apparent reduction in tumor volume (128). Determination of these endpoints can take weeks or months, hindering timely detection of failed therapies and delaying opportunities to shift to potentially more efficacious treatment. Clearly the development of highly prognostic indicators of therapeutic benefit would be a meaningful advance; FDG-PET has proven to be useful for assessing response to therapy at early time points in cancers such as lung, colorectal, cervical, and esophageal carcinomas (129–131). Assessment of response is achieved in these cases by following the relative change in FDG uptake during tumor treatment. Other PET tracers that are associated with cellular proliferation and protein synthesis have also been used to evaluate tumor response to therapy. Further discussion may be found in Chapters 4, 7, 8, and 9.

Diffusion MRI (dMRI) has been widely used in the clinic to assess acute stroke patients (132, 133), but is being increasingly used in oncology applications for the early evaluation of tumor response to therapy. It provides a measure of the apparent diffusional mobility of water in tissue. The apparent diffusion of tissue water is influenced by diffusion barriers such as cytoplasmic structures, organelles, cell membranes, and the extracellular matrix. These break down in response to treatment. Measurement of water diffusivity by dMRI yields images or maps of the apparent diffusion coefficient (ADC). Several studies of different tumor types and models have shown that ADC within the tumor is correlated with tissue cell density (134–137). When a tumor responds to therapy, an early change in ADC can be observed, often before a measurable decrease in tumor volume (138). This has been interpreted as a decrease in tumor
cell density and increase in necrotic fraction (135, 136) (Fig. 3). In preclinical tumor models, this change in tumor ADC may be correlated with cell kill, providing an earlier indication of the activity of the therapeutic agent without the requisite measurement of tumor regrowth. Relative changes in ADC may also be used to optimize combination therapies or dose schedules. Recent clinical trials suggest a positive prognostic value for early ADC change in brain tumors (139). Advantages of dMRI include the following: (1) it is directly translatable to the clinic, (2) it does not require injection of contrast agents or tracers, and (3) it can be carried out with standard MRI equipment and very short scan times.

4. SUMMARY AND FUTURE DIRECTIONS

A wide range of in vivo tumor models is available. Although most have been criticized for poor correlation with clinical outcomes, compelling evidence exists indicating that for several types of models, the absence of preclinical in vivo anticancer activity is a negative indicator of clinical utility (53–55). The well-recognized shift to drug discovery strategies targeting specific molecules thought to cause or support the transformed phenotype has led to increased interest in the use of orthotopic and transgenic
tumor models. These discovery strategies are also facilitated by correlation of drug effect at the molecular target with efficacy. Fortunately, recent advances in preclinical imaging technologies offer enhanced opportunities for noninvasive analysis of drug function in addition to basic tumor biology at anatomic, physiologic, and mechanistic levels. These technologies are especially well suited to the use of the increasingly relevant transgenic and orthotopic models.

With the shift toward therapeutic targeting of cancer-specific molecular defects, confirmation of the interaction of the drug with its target and analyses of downstream effects (drug-induced changes in physiology) are also frequently sought. Imaging technologies are increasingly used to this end. However, imaging at the resolution required in small animals presents many challenges. While MRI is a relatively mature modality that is now used routinely for small animal imaging, modalities such as micro-PET, micro-SPECT, and in vivo optical imaging have only seen widespread use in the past decade, and they pose greater challenges in terms of sensitivity and resolution. Related to these issues is the image time required, or “throughput.” Improvements in animal imaging throughput are critical in enabling meaningful and efficient animal studies that involve sufficient animal numbers and multiple time points to providestatistical power and biological relevance (140). With future technological advancements that improve sensitivity, resolution, and throughput, clinical protocols that are already used routinely in nuclear imaging, CT and MRI, will be successfully translated to true quantitative imaging in the preclinical arena. Similarly, advances in novel preclinical imaging technologies and imaging agents will be translated to clinical trial.

Quantitative imaging can offer correlations of efficacy and therapeutic index with either target modulation at the molecular level or surrogate markers of drug function. These correlations can then be used to establish decision-making thresholds for measurable endpoints in early clinical trials. Hence, the future of imaging in preclinical tumor models lies in the development and validation of image-based biomarkers and surrogate markers for tumor response that will be used in clinical trials. These technologies will be used increasingly in the earlier stages of preclinical development of new therapies as correlates for growth-based determination of efficacy.
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1. INTRODUCTION

During the 1970s developments in technology, nursing techniques, and patient management led to a significant increase in the number of critically ill patients being successfully nursed back to health. This had ramifications for patients suffering from cancer. Prior to that time, the unwanted side effects associated with chemotherapy could not be adequately monitored nor patients satisfactorily managed. The number of chemotherapeutic agents available for use were therefore limited and aggressive treatment regimens could not be instituted. However, with technological advances the ability to treat and monitor tumors that previously could not be detected rose sharply. This, with intensive patient support, allowed aggressive chemotherapeutic regimes to be undertaken. Most chemotherapeutic agents currently on the market are cytotoxic, with a low therapeutic index, and act on rapidly dividing cells making no distinction between malignant cells and normal rapidly dividing cells such as the gastrointestinal tract and bone marrow.

Dose-limiting toxicity in the form of mucositis, nausea, vomiting, diarrhea, and bone marrow suppression is frequently encountered. Currently, one in three people will develop cancer at some time in their life and one in four will die from it (1). In the year 2000, 10 million new cases of cancer were reported worldwide, which is expected to rise to 15 million by the year 2020, largely due to an aging population (2). Conse-
sequently, this has led to the search for new, active chemotherapeutic agents with different mechanisms of action, which will improve survival in patients with advanced cancer and enable the patient to have an enhanced quality of life (QOL).

Clinical trials are necessary to establish which potential agents are active and appropriate for use. The ultimate aim is to provide a “cure,” or failing that a significant increase in survival with an improved QOL.

New drug development is a costly and time-consuming business. For every 10,000 drugs evaluated preclinically, five can be expected to reach clinical trials and only one will be approved for use on the market. The average time taken for a drug to pass from inception to market is about 15 years, of which 9 years are spent in clinical development (1). The cost of developing any given drug totals over $800 million and patent rights run for 20 years, so pharmaceutical companies have to recoup this outlay within a short time frame (1, 3). It is in everyone’s interests to safely and thoroughly develop new agents in the shortest time and withdraw inactive agents as soon as possible. More importantly, it is unethical to subject large numbers of patients to inactive agents, or to those where the toxicity is so great that the drug cannot be used safely and reliably.

To reduce the number of patients involved in studies and to decrease the time taken to complete clinical trials, surrogates for survival have been established. One of the most common surrogates is tumor “response” to treatment. A tumor or the number of lesions is measured before treatment and then again during and after treatment. A decrease in size by a predetermined percentage of the before treatment (baseline) measurement is considered a “response.” From this, “response rates” have been developed, where the proportion of patients “responding” to the agent under study in the clinical trial is recorded. Response rates have been developed to determine potential activity of cytotoxic agents, where the tumor would be expected to decrease in size during successful treatment. In solid tumors, it often takes two to four courses of treatment to demonstrate tumor shrinkage and some topoisomerase 1 inhibitors can take longer. It is unusual to see rapid and extensive tumor shrinkage within one or two courses of treatment, with a few exceptions, such as high-grade non-Hodgkins lymphoma and small cell lung cancer. Typically in single agent studies, active cytotoxic drugs have a response rate in the region of 15–40%. Two important points must be remembered. First, these studies are usually phase II studies. The primary aim of these studies is to establish whether the agent appears to have activity, as evidenced by response, and therefore whether the agent is potentially active. These studies are smaller than phase III studies, so if the agent proves to be inactive, as few patients as possible are exposed to it before it is discarded, but if it shows activity, it can be fast-tracked to phase III studies. Phase II studies may give an incomplete indication of toxicity and they give little information about QOL or long-term effects. Second, the duration of response is important; a drug that gives a high response rate that is short lived before progression ensues is of no value.

Response can be assessed by clinical means, but may suffer from subjectivity. The investigator may be biased toward a positive result and overestimate response, a relatively common problem in small single institution studies. To try and combat this, a second clinician may be asked to confirm the findings of the first, but this is not always appropriate. Moertel and Hanley demonstrated clinical subjectivity in a study in which a series of different sized steel spheres placed under a foam mattress to simulate subcutaneous metastases was assessed by 16 experienced clinicians. When a sphere
measuring 18.5 cm² was compared with a 7.3-cm² sphere [representing a greater than 50% decrease and therefore a partial response (PR)], 75% correctly recorded a PR. However, 16% recorded stable disease (SD) and 9% recorded progressive disease (PD) (4).

To try and reduce measurement error and subjectivity, anatomical imaging has been used, so well defined lesions can be objectively measured, and in 1981 the WHO response criteria were introduced (5). The WHO criteria required a lesion or number of lesions visible on the baseline examination to be measured, each in its longest diameter, with the greatest perpendicular diameter and the bidimensional product recorded. The sum of the bidimensional measurements for all lesions measured is recorded. During treatment, the same lesions are remeasured on subsequent examinations. The criteria recognize four responses: complete response (CR), PR, SD, and PD (Table 1).

The WHO criteria make no imaging stipulations, because the only widely available imaging modality in 1981 was the plain chest radiograph (CXR). It was a simple matter to review the hard copy film on a viewing box, determine if one or more opacities could be seen clearly, and measure it/them with a ruler. A PR was defined as a 50% reduction in the product of the bidimensional disease. It must be remembered this is an arbitrary definition—there is nothing inherently special about the figure 50%. A PD could easily be determined using the CXR, either by the appearance of one or more new lesions or by an increase in bidimensional product of at least 25% in one or more lesions. To attain a PR, the sum of the bidimensional products must decrease by at least 50% compared to baseline. However, to develop PD, the size of preexisting lesions must increase by at least 25% compared with its smallest measurement, not the baseline measurement.

Since the early 1980s, other imaging modalities have become more widely available and have been introduced and have largely superseded the CXR in clinical trials. The three most widely used modalities in the clinical setting are all cross-sectional modalities, ultrasound (US), computed tomography (CT), and magnetic resonance imaging (MRI).

By the late 1980s, many clinical trials allowed the use of all the above imaging modalities (and clinical assessment). Response was determined by WHO criteria, by criteria developed by various cooperative groups, or further modifications to these criteria. All criteria used bidimensional measurements, though the definition of response and PD varied. The criteria did not provide any clear guidelines regarding minimum lesion size at baseline or imaging stipulations, which led to confusion and resulted in

---

**Table 1**

Response Categories According to WHO Criteria

<table>
<thead>
<tr>
<th>Response Category</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Complete response</strong></td>
<td>Disappearance of all detectable disease, measurable and nonmeasurable</td>
</tr>
<tr>
<td><strong>Partial response</strong></td>
<td>A decrease in the product of bidimensionally measurable lesions by at least 50%, compared to the baseline examination, with no evidence of new lesions</td>
</tr>
<tr>
<td><strong>Stable disease</strong></td>
<td>A decrease in the product of bidimensionally measurable lesions by less than 50% and an increase in the product of any lesion by less than 25%, compared to that lesion’s smallest measurement, not the baseline measurement</td>
</tr>
<tr>
<td><strong>Progressive disease</strong></td>
<td>The increase in product of any bidimensionally measurable lesion by at least 25%, the appearance of any new disease, or the increase in size of nonmeasurable disease</td>
</tr>
</tbody>
</table>
many clinical trials where the results from one study were not directly comparable to other studies.

During the early 1990s, it was recognised that US is a subjective examination and although of great value in the clinical setting, is not appropriate in clinical trials where lesions are required to be measured accurately in the same anatomical plane on successive examinations. Ultrasound is therefore no longer used as an imaging modality in clinical trials, except in a few specialized circumstances such as in the assessment of very superficial lesions, or superficial lymph nodes, as an alternative to clinical examination.

In 2000, the Response Evaluation Criteria In Solid Tumors (RECIST) criteria were published (6). The aim was to update the previous criteria and provide a single set of response criteria with imaging stipulations and minimum lesion size, thereby allowing a fair comparison between different clinical trials. The criteria are designed for CT and MRI, which are essentially the only anatomical imaging modalities used in clinical trials. The CXR is sometimes used, but most patients likely to have intrathoracic disease undergo CT in addition to CXR, and CT is the preferred modality because of its increased sensitivity and its ability to detect smaller lesions and to detect disease that cannot be assessed on the CXR, such as paratracheal lymphadenopathy.

Whatever imaging modality is used at the baseline examination, the same imaging modality using the same parameters must be used on subsequent examinations to ensure consistency. Any given lesion visible on one imaging modality, say CT, may appear to be a different size if different window settings are used or if a different imaging modality is used.

Exacting imaging stipulations are not prescribed by RECIST, because there is inevitably some variation in technique from one institution to another and if the stipulations are too “tight” there is the risk that many patients enrolled in clinical trials will become protocol violators and so will be excluded from the study. However, at the same time, the stipulations mandate that the examinations should be conducted in a similar manner.

RECIST also made one other significant change compared to previous imaging criteria. Unidimensional measurements are taken rather than bidimensional measurements. WHO used a 50% reduction in disease to achieve PR status. Using unidimensional measurements, this is equivalent to a 30% reduction in length (Table 2). WHO and RECIST therefore have similar definitions for achieving PR. This is true for spherical lesions that decrease in size uniformly. For other lesions that decrease in size eccen-

<table>
<thead>
<tr>
<th>Response</th>
<th>Diameter</th>
<th>Bidimensional product</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Decrease</td>
<td>Decrease</td>
</tr>
<tr>
<td>PR: 30%</td>
<td>50%</td>
<td></td>
</tr>
<tr>
<td>Disease progression</td>
<td>Increase</td>
<td>Increase</td>
</tr>
<tr>
<td>Decrease</td>
<td>12%</td>
<td>25%</td>
</tr>
<tr>
<td>Increase</td>
<td>20%</td>
<td>44%</td>
</tr>
<tr>
<td>Increase</td>
<td>25%</td>
<td>56%</td>
</tr>
</tbody>
</table>
trically and become cylindrical in shape, because the longest diameter is measured, there is a greater likelihood of the lesion not decreasing by 30%, so it remains SD, even if the bidimensional product has clearly decreased by 50%.

WHO defined PD as a 25% increase in bidimensional product in one or more lesions, and with very small lesions there is a possibility of PD assignment, when there has simply been a measurement error. RECIST requires a 20% increase in the overall measurable disease, not just one lesion (or the appearance of new lesions) to be classified as PD. A 20% increase is the equivalent of a 44% increase in bidimensional disease, so there is less chance of a measurement error leading to PD assignment.

RECIST requires all lesions to be measured, up to a maximum of 10 in all and a maximum of five per organ. When the RECIST criteria are updated, it is likely the number of lesions required for measurement will be reduced to five, with a maximum of three per organ. Measuring the actual lesions is not difficult, but determining which image on subsequent examinations compares best with the corresponding baseline image can be very time consuming, particularly if many lesions have been measured and there are multiple subsequent examinations.

2. CONFIRMATION OF RESPONSE

This refers to a response being maintained for at least two successive examinations, not less than 28 days apart. If a response is attained only for one examination, then it is defined as an unconfirmed response.

Once PR or CR status is assigned, the patient cannot subsequently be assigned SD; it has to be PD, because the disease will have increased by more than 20%. Response is compared to the baseline measurements, but PD is compared to the smallest measurements.

The best response is the best response attained at any stage of the study, not the final response.

Whichever imaging modality is chosen, comparability is necessary, so the stipulations are designed to try and ensure consistency between examinations. Clinical trials used to support the application for a licence by regulatory authorities are (almost) always independently reviewed to ensure the data submitted are valid.

3. COMPUTED TOMOGRAPHY IMAGING

Even with cross-sectional imaging modalities, which are largely operator and patient independent, such as CT and MRI, for optimal objectivity and reproducibility, it is necessary to instigate certain protocols and stipulations. However, these stipulations need to take account of individual patient characteristics, such as cardiac output and the use and timing of scans after intravenous contrast agents and variations in practice from one center to another, while at the same time achieve broadly similar results, so a comparison can be made from one examination to the next for any given patient and also between patients in the study. A balance has to be struck between providing a window of acceptability that will enable most centers to enroll most patients using similar examinations, but without the stipulations being so “tight” that many patients enrolled in a study would be excluded due to protocol violation. To provide acceptable definitions is difficult. Add to this the constantly changing technology and difficulty predicting how it may change, criteria face the possibility of almost being out of date.
soon after publication. The imaging criteria set out in the RECIST paper were based largely on single and dual slice helical CT, but within a year of the publication, multislice CT (MSCT) was widely available with four slice scanners. At present, 16-slice scanners are the norm and within the last few years 64-slice scanners have become available, with 256-slice scanners now being tested. Most all CT scanners in use in the Western world are MSCT scanners.

To understand the need for certain stipulations, it is worth considering how a CT image is acquired. The original CT scanners were incremental scanners and it is easiest to describe the principles in a simplified manner using the original technology. An incremental scan means a “slice” of tissue of a certain thickness is imaged and detectors surrounding that volume of tissue sum the average attenuation (density) within the various voxels (small cubes of tissue) and a two-dimensional image is built up through a series of pixels using a gray scale corresponding to the voxels. The machine then moves a certain distance and repeats the process. Contiguous imaging means the slices are performed in continuity. Typically, in cancer imaging, contiguous imaging is performed using 10 mm slice thickness. This is a time-consuming process. Each slice takes 20–40 sec to acquire and the machine then has to move, which takes a few seconds longer. An examination of the thorax would take about 20 min. Further errors are introduced if the patient takes a different breath hold on each slice, which is difficult to correct.

3.1 Minimum Lesion Size at the Baseline Examination

Each “slice” has a certain thickness. The “slice” viewed is the sum of the attenuations between the two successive horizontal lines, not just the thickness of the line itself. Figure 1 illustrates the importance of minimum lesion size at baseline and why the minimum lesion size should be at least twice the slice thickness. Lesion (a) represents a lesion that is about twice the slice thickness. The apparent size of the lesion is the average of all the tissue in that volume, so in this case, on either of the slices it will be about the same size; although minimally smaller than in reality, this error is very small. However, lesion (b) is less than the slice thickness and when the other tissue is averaged with the tumor (partial volume effects) it will appear significantly smaller than it is in reality. Lesion (c) straddles two slices and so will appear to be even smaller than lesion (b), because of partial volume effects, even though it is the same size. This is important because if lesion (b) were seen at the baseline examination, then lesion (c) during treatment, this would appear to be a PR, even though it can be seen to be the same size. Equally importantly, if lesion (c) were seen at baseline and then (b) during treatment this would appear to be PD, even though this is not the case.

When incremental CT scanners are used, the usual slice thickness is 10 mm throughout the thorax, abdomen, and pelvis. The minimum lesion size at baseline therefore must be twice the slice thickness, so is 20 mm. For helical CT scanners, the mathematical algorithm used to reconstruct the slices is such that thinner slices can be obtained. Ideally, for the purpose of clinical trials a 5-mm slice thickness should be used, in which case the minimum lesion size is 10 mm, even though in clinical practice 7-mm slices are often used. However, with MSCT, yet thinner slices can be obtained, in the region of 1-mm slices for 16-slice machines. With such thin slices, the data can be reconstructed in different anatomical planes and a huge amount of data is potentially available. In practice, the policy is to “slice thin and image thick.” Images can be acquired...
at 1 mm intervals, but reconstructed in 5-mm slice thicknesses, to make reading the films manageable and without losing significant data. In practice, the images are reviewed on a work station, so it is possible to “scroll down” through the images, rather than study hard copy films, and the data can be reconstructed using an appropriate slice thickness. However, for any given patient, the slice thickness used at baseline should be used throughout subsequent examinations. Practically, lesions should not be less than 10 mm at the baseline examination, because of the problem with very small lesions and measurement errors. An error in measurement of 1 mm in a 5-mm lesion amounts to a 20% change in lesion measurement, which using RECIST criteria is enough to change the response to PD. Even when using electronic callipers on the machine and measuring the lesion on a large screen on a work station, measurement errors can occur.

Fig. 1. A CT “Scanogram” of the thorax with the horizontal lines representing the boundaries of each “slice.” The image generated for each slice is a two-dimensional representation of the volume between two horizontal lines, the slice thickness, represented as a gray scale in two-dimensional form. A simulated lesion (a) is of a diameter twice the slice thickness, so it will appear about the true size on each slice, though in reality it will be very slightly, but not significantly smaller. However, a simulated lesion (b) lies entirely within the slice thickness and will appear smaller than its real size. A simulated lesion (c) will appear to be even smaller, because the attenuation coefficient (density) averages “normal” tissue with the lesion, so it will appear smaller. This is important, because if lesion (c) is measured during treatment, after lesion (b) at baseline, it will appear to be smaller, though in reality it has not changed in size, and if lesion (c) were the baseline lesion and lesion (b) the lesion measured during treatment, it would appear to represent PD, even though we can see the lesion size has not actually changed.
One area not satisfactorily addressed is how to monitor lesions that become very small during treatment. One approach is to define lesions that decrease from a baseline measurement to less than 7 mm to nominally be ascribed a value of 7 mm, unless CR ensues. This acknowledges the continued presence of the lesion, but helps limit errors in the measurement of small lesions. If there is some doubt as to whether PD has occurred, all other things being equal, if the treatment continues, the next CT examination will determine if the patient does have PD or not. Phase II clinical trials are performed using experimental treatment when conventional treatment has failed, or there is no satisfactory treatment available, so further treatment options may not be available. It is therefore important to establish that PD is truly occurring before withdrawing the patient from a study.

With MSCT, it is possible to reconstruct the data set in different anatomical planes, so lesions can be measured. If this is undertaken, the same imaging plane and imaging parameters are required for subsequent examinations, though practically, response evaluation is usually performed in the axial plane.

### 3.2 Window Settings

When the CT examination is undertaken, the gray scale can be altered to demonstrate different structures to best effect. Manufacturers can preset different window levels and widths for different structures. Those most relevant in this context are soft tissue settings, to demonstrate the major viscera and soft tissues of the thorax, abdomen, and pelvis; lung windows do demonstrate the lung parenchyma, which detect small intraparenchymal metastases and bone windows. Whatever settings are used at the baseline examination must be used on subsequent examinations, as different window settings can make lesions “appear” to be a different size (Fig. 2). It is also important to review the entire examination on all window settings to ensure no new lesions have appeared (Fig. 3).

### 3.3 Contrast Agents

Oral and intravenous contrast agents contain iodine, and should be used except when contraindicated, such as iodine allergy, which can be life threatening. If no intravenous contrast agent is given at baseline, then it should not be used on subsequent examinations. Oral contrast agents delineate the bowel and IV contrast agents demonstrate the vessels and major viscera, so paraaortic lymphadenopathy and visceral metastases, particularly intrahepatic lesions, are more clearly defined. Most visceral metastases are hypointense compared to the adjacent normal tissue, though some metastases are hypervascular, e.g., carcinoid. The volume of contrast medium injected, whether it is injected by hand or by pump, and the concentration are all important factors. When incremental CT scanners were used, a contrast agent either was or was not administered. The time taken to image the viscera was such that several minutes elapsed before the whole organ could be scanned. However, with MSCT, the timing is very important. It allows the whole thorax, abdomen, and pelvis to be scanned in one breath hold and takes about 8 sec. Scans can therefore be performed through the liver during the arterial phase, where contrast is solely arriving from the hepatic artery, which occurs within about 20–30 sec after an upper limb venous injection, using a pump at a rate of 2–4 ml/sec. By 40–60 sec, there is additional input from the portal vein, a phase known as the equilibrium phase, and by 80–90 sec the true portal venous phase occurs. Delayed scans
Fig. 2. A CT scan through the thorax at the level of the left brachiocephalic vein in a patient with colonic carcinoma with lung metastases. (A) Lung window settings with the electronic calliper accurately measuring the lesion in the left upper lobe at 11 mm. The same image on mediastinal window settings (B). The electronic calliper accurately measuring the lesion on lung windows remains and shows that the lesion “appears” to be a different size than when measured on lung window settings. The same window settings must be used on all examinations.

can be performed several minutes after injection, but this is usually performed only to demonstrate the characteristic “filling in” of a hemangioma. The actual timing varies from one patient to another and is dependent on cardiac output, volume injected, and rate of injection, among other factors. Although technically feasible, it is undesirable to perform scans during all these phases, due to the increased radiation dose. The apparent size of visceral lesions does appear to change with time, though for some lesions
Fig. 3. A CT scan of the thorax at the level of the aortic root. (A) Mediastinal window settings showing no apparent abnormality. (B) The same image as (A), on lung window settings, showing several intraparenchymal lung metastases. It is important to review the entire examination on different window settings to ensure no evidence of new disease on subsequent examinations when the lung fields were initially clear, or to determine if nonmeasurable small metastases are resolving during treatment.

more than others even at the same examination (Fig. 4). When visceral metastases, particularly hepatic lesions are measured, it is important to ensure successive examinations are performed at approximately the same timing, preferably within about 10 sec. However, in reality, the volume of contrast injected and the rate and the timing of the
Fig. 4. Contrast-enhanced CT scan through the liver in a patient with colonic carcinoma, showing multiple intrahepatic metastases. (A) Arterial phase, about 30 sec after injection via a pump of 100 ml of a contrast agent containing 300 mg iodine per ml, at a rate of 3 ml/sec, showing several intrahepatic lesions. Two lesions have been arrowed: (i) in the left lobe and (ii) in the right lobe anteriorly and medially. (B) The same level performed during the portal venous phase about 80 sec after injection of the contrast agent. Lesion (i) appears the same size, but lesion (ii) appears much larger in size and other lesions are much more prominent. It is important, therefore, that lesions be measured at the same time after injection of the contrast agent on each examination. It may be at a different time for any individual patient, but it should be about the same time on successive patients for any given patient. This is usually relatively easy to arrange at any given institution, but may be a problem if different examinations are performed at different sites, with (slightly) different imaging protocols.
imaging are impossible to standardize between different institutions and patients, but wherever possible, for any given patient, the procedure should be standardized. Even this can be difficult, if the patient has the baseline examination at one center but is then referred to another for further treatment.

4. MAGNETIC RESONANCE IMAGING

Magnetic resonance imaging provides images in different anatomical planes and slice thickness is not such an issue. However, 10mm should be the minimum lesion size, at the baseline examination, for the same reasons as given above. The physics behind acquiring images is complex and different sequences can be produced to highlight or suppress different tissue. Short duration scans acquired during one breath hold are necessary in the thorax, abdomen, and pelvis. The mainstay of imaging are the T1-weighted images where fluid appears black and T2-weighted images where fluid appears white. Most licensed contrast agents available are gadolinium based compounds, though some contain manganese, both of which are paramagnetic and induce T1 shortening effects, resulting in relative brightening of tissue, but are visible only on T1-weighted sequences. The timing of the injection of the agent is important and the capillary phase corresponds to the hepatic arterial phase on the CT scan, early hepatic venous (or early nonequilibrium) occurs at about 1 min, equilibrium phase between 1.5 and 5 min, and the wash out phase at 10 min or longer. If contrast-enhanced sequences are used for measurements, the timings must be standardized on successive examinations.

The images acquired are dependent on multiple factors, the most important of which are the strength of the magnet used, typically 1.5T, the type of coil used, and the software package purchased with the scanner itself. For consistency, subsequent MRI scans should be performed ideally using the same scanner. It is necessary to use the same imaging sequences and in the same anatomical plane on subsequent examinations. It is important that the patient does not move during the examination, otherwise serious artifacts degrade the images. Magnetic resonance imaging can be a difficult examination for some patients with advanced cancer. Respiratory movement and normal bowel peristalsis can degrade the images significantly. It is vital to ensure patients have no ferrous material in their body, such as small metallic foreign bodies in the eyes, shrapnel, and some clips used in intracranial and cardiac surgery, as they can move while the patient is in the machine due to the high magnetic field and lead to serious injury. Most prosthetic cardiac valves, pacing wires, and intracranial and abdominal clips are nonferrous, but this must be established before scanning the patient. Fixed metallic prostheses, such as total hip replacements, do not move, but may heat up by 1–2°C during the examination, though this is not clinically relevant. However, these metallic foreign bodies can cause significant artifacts and degrade the images. Many MRI scanners have a narrow bore and many patients feel claustrophobic; approximately 2% of examinations are either not possible or have to be abandoned due to claustrophobia. The time taken to perform different sequences in different anatomical planes implies a much longer examination time, at least 30 min, compared to a scan time of a few seconds for MSCT. Magnetic resonance imaging scanners tend to have longer waiting times than CT and problems can be encountered when the scan has to be performed
within a certain short time frame between treatments. However, having said this, MRI is perfectly acceptable, but the general availability of CT and the speed of the examination, particularly MSCT, implies this is the imaging modality of choice for clinical trials.

5. THE FUTURE

There has recently been a move away from response rates and to monitoring time to progression (TTP) or time to treatment failure. In part, this is to try and determine whether cytotoxic agents under review are providing patient benefit by stabilizing disease, without achieving a predefined tumor shrinkage. The opening paragraph of this chapter made reference to new classes of drugs under investigation, such as antiangiogenesis agents and intracellular or intramembrane receptor antagonists. Antiangiogenesis agents halt new vessel formation, preventing the tumor from growing, but tumor shrinkage would not be expected. These agents are not directly cytotoxic, so it is inappropriate to measure response in the traditional manner, as tumor shrinkage may not occur, even though patient benefit is achieved. New methods of determining investigational agent activity are therefore necessary. Dynamic CT and MRI studies and PET can be used to assess blood flow, blood volume, and perfusion changes and tumor physiology and proliferation can be assessed. These surrogates predict agent activity in a much shorter time than tumor shrinkage, adding to patient benefit. However, standardized, validated, and reproducible criteria need to be devised to enable meaningful comparisons to be made with other agents. In the transition phase, anatomical imaging will continue to play a role, with increasing emphasis on the dynamic, functional aspects. However, further advances in technology and human genomics and proteonomics will undoubtedly influence further progress, with molecular and functional imaging playing a key role.

6. SUMMARY

Anatomical imaging in clinical trials uses CT and MRI to provide objective measurements of tumor size during treatment with potentially active new agents and acts as a surrogate for patient benefit. Classically, response rates have been used, which measure tumor shrinkage, but this is really applicable only for cytotoxic agents. There are increasing numbers of trials where TTP or time to treatment failure is used as the main endpoint, partly due to the fact that patient benefit may occur with prolonged stabilization of disease, even with cytotoxic agent, and partly because new classes of drugs under investigation, such as antiangiogenesis agents, would not be expected to cause tumor shrinkage. For a comparison to be made, imaging stipulations are required to ensure consistency from one examination to the next, not only for the same patient, but between different patients within the same trial and from one clinical trial to another. Practically, CT is easier and quicker than MRI, though both modalities are perfectly acceptable. With the introduction of new classes of active agents and greater understanding of molecular biology, functional imaging using dynamic CT and MRI studies and PET imaging will play ever increasing roles. To allow consistency, validation of the methods and standardization are necessary, so anatomical imaging will remain in the short term.
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1. INTRODUCTION

In this section, we summarize positron emission tomography (PET) imaging of tumor perfusion and hypoxia. We first summarize biological considerations, and then discuss the imaging approaches and results to date for PET imaging of tumor perfusion and tumor hypoxia. While we consider the importance of angiogenesis in the context of tumor hypoxia and tumor perfusion, we only briefly highlight recent PET imaging methods designed to specifically image angiogenesis and neovascularity. These topics are considered in more detail in other chapters in this text.

In the past two decades there has been a rapid growth in molecular imaging along with advances in morphological imaging providing a noninvasive tool to characterize and evaluate function and form in biological systems with the ability for serial imaging (1–9). Intricacies of tumor biology can now be unraveled and answers provided to the complex clinical problems. In addition, combining anatomic and functional imaging provides the ability for image-guided therapy.

2. ANGIOGENESIS

Angiogenesis, the formation of new blood vessels, is essential for the delivery of nutrients needed for tumor growth, invasion, and metastatic spread. Angiogenesis in tumors is essentially a failure of the balance between proangiogenic and antiangiogenic...
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signals that are needed to maintain a balance for the animal or human to control the tumor. Tumors do not grow beyond a size of 1–2 mm without producing new blood vessels (10).

Gene expression profiling has identified proteins that are selectively expressed by tumor endothelial cells, including a large class of integrins such as $\alpha_v\beta_3$ and $\alpha_v\beta_5$ (11) providing an opportunity for imaging as well as therapy (12, 13). Angiogenesis, a frequent consequence of hypoxia, can develop in the absence of hypoxia and vice versa as a result of genetic abnormalities without always having a “cause and effect.” In the example of de novo angiogenesis seen in Von Hippel–Lindau syndrome, spontaneous renal tumors develop due to the stabilization and overexpression of hypoxia-inducible factor (HIF1$\alpha$) that results in widespread angiogenesis even in the absence of significant hypoxia. The relationship between hypoxia, vascularity, and prognosis has been found to be “U” shaped. This phenomenon was explained mechanistically; overall prognosis in a solid tumor is poor when there is insufficient vasculature, due to the presence of hypoxia, and at the other extreme, when there is increased vasculature as a result of profound angiogenesis, a poor prognosis is likely due to greater metastatic potential (14). This is part of the reason that tumor hypoxia and tumor vascularity cannot be considered synonymous, and why the level of tumor vascularity and/or perfusion at the time of tumor detection is not always predictive of tumor response or prognosis.

3. TUMOR PERFUSION

3.1 Why Measure Perfusion?

Tumor blood flow, often referred to as tumor perfusion, has been measured by a variety of methods, including a number of different imaging modalities. The interest in quantitative measures of tissue perfusion stems from several factors. Angiogenesis is increasingly recognized as being fundamental to tumorigenesis and malignant progression (15), and tumor blood flow is a readily quantifiable, though indirect, measure of angiogenesis. Second, tumor perfusion is important as a measure of the delivery of nutrients and systemic therapy to the tumor (16), and measuring tumor perfusion may identify factors that affect the likelihood of delivery of systemic agents. Third, changes in perfusion may indicate the response to treatment, either targeted antiangiogenic therapy (17) or as a consequence of tumor response to nonspecific therapy (18). Finally, measurement of tumor perfusion relative to metabolism may identify tumors under metabolic “stress” and may help elucidate factors relating to tumor hypoxia (19, 20).

This section highlights PET methods to measure tumor perfusion and reviews approaches that have been used including experience in humans with PET tumor perfusion imaging and the relationship between perfusion and hypoxia. The reader is referred to comprehensive reviews of the approaches (21) for additional details on the subject.

3.2 Approaches to Measuring Tumor Perfusion

A variety of imaging modalities have been used to measure tumor perfusion, including computed tomography (CT) (22), magnetic resonance imaging (MRI) (23), ultrasound with Doppler measurements (24), single-photon emission computed tomography
(SPECT), and PET. This section focuses on PET methods. Some other chapters in the text describe the other modalities in detail.

Relative to the other modalities, there are several advantages and disadvantages of PET measures of tumor perfusion. Of the imaging modalities used to measure tumor perfusion, PET is the most rigorously quantitative and thoroughly validated (21). Validation of PET blood flow measures has been done for a variety of applications, including myocardial perfusion (25), cerebral blood flow (26), and tumor perfusion. These methods yield direct estimates of tumor perfusion in ml/min/g. Importantly, as a tracer method, PET does not perturb the system, as opposed to methods such as CT where the injected contrast material may lead to physiological effects. Since most PET methods of measuring tumor perfusion used radiopharmaceuticals with short-lived isotopes, early repeat measures to study the effect of interventions is possible (27). Finally, PET imaging using highly permeable agents, such as $^{15}$O[H$_2$O], require few assumptions in quantitative analysis and is therefore able to provide unbiased measures of tumor blood flow in a large variety of settings and is least likely to be affected by variations in tumor location, patient size, vascular permeability, and other anatomical or physiological factors (21).

Positron emission tomography has some disadvantages over other methods. Its spatial resolution is limited compared to some of the other modalities such as CT and MRI. Furthermore, PET is a purely functional technique, sometimes making measures hard to relate to the structural features of the tumor. The recent advent of combined PET/CT devices (28) is likely to be quite advantageous in this regard. Since PET methods for measuring tumor perfusion use radiopharmaceuticals with short-lived isotopes, they require an on-site cyclotron. This limits research availability and makes PET perfusion assessment relatively expensive, especially compared to methods such as SPECT or Doppler ultrasound. The use of $^{62}$Cu-pyruvaldehyde bis(4-methylthiosemicarbazone) ($^{62}$Cu-PTSM) (29), which uses an isotope that can be obtained from a radioisotope generator, may be advantageous in this regard; however, at present, copper radioisotope generators are not widely available.

Given these considerations, the choice of PET to measure tumor perfusion is appropriate for those applications requiring rigorous, robust, and precise quantitation in academic centers with the capability and expertise to analyze PET perfusion studies. These factors suggest the PET perfusion measures may be appropriate for studies focusing on preclinical drug development and testing and early (phase I or II) clinical therapy trials, especially of novel agents.

3.3 Approaches to Measuring Tumor Perfusion by Positron Emission Tomography

3.3.1 Quantitative Approaches

Positron emission tomography approaches to tumor perfusion methods can be broadly categorized by one of two approaches: (1) analogs of the Kety–Schmidt approach using freely permeable tracers such as $^{15}$O[H$_2$O] or (2) analogs of microsphere approaches using “chemical microspheres”, i.e., radiopharmaceuticals with high first-pass extraction such as $^{13}$NH$_3$ or $^{62}$Cu-PTSM. The former approach requires high-speed dynamic imaging at high count rates and is the most technically challenging; however, it provides the most rigorous and direct measures of tumor blood flow with the fewest assumptions.
The use of highly extracted agents is less technically demanding and provides better qualitative images; however, since tracer extraction varies with blood flow, it is difficult to estimate blood flow directly without some bias, especially at higher flow rates. In addition, tracer extraction may be affected by the physiological state of the tumor cell (for example, membrane potential, the activity of membrane transporters), and measurements made pre- and posttherapy may be confounded by the cellular effects of therapy.

The freely permeable tracer approach for $^{15}$O[H$_2$O] PET is described below followed by highlights of alternate approaches using highly extracted tracers.

### 3.3.2 Positron Emission Tomography Blood Flow Measured Using Freely Permeable Tracers: $^{15}$O[H$_2$O]

$^{15}$O[H$_2$O] PET is performed either by a bolus injection of $^{15}$O[H$_2$O] or by inhalation of C$^{15}$O$_2$, which is quickly converted into $^{15}$O[H$_2$O] by pulmonary carbonic anhydrase. While the injection method is more technically challenging, it yields a tighter bolus and provides more precise estimates of tumor blood flow (30). For the injection method, imaging generally involves a bolus injection, followed by 4–7 min of dynamic imaging, with early frames spaced at 2–3 sec per frame, lengthening to 10–15 seconds per frame by later studies (19, 31). The blood clearance function, which serves as the input modeling, is obtained through arterial blood sampling or noninvasively from a large image blood pool structure such as the left atrium or aorta. Time–activity curves are shown in Fig. 1.

To estimate blood flow, the compartmental model illustrated in Fig. 2 is used. The time–varying blood clearance function, $C_b$ (µCi/ml), serves as the input to a one-compartment model of tissue water space [$C_t$, (µCi/ml)] (19, 31). The blood-to-tissue

**Fig. 1.** Sample time–activity curves from $^{15}$O[H$_2$O] PET study of breast cancer. Tissue time–activity curves following bolus water injection are shown for tumor (left) and normal breast (right). Model fits to data are also shown. Units are arbitrary but are consistent between the two graphs. The tumor curve rises more quickly, indicative of more rapid tracer delivery (i.e., higher blood flow), and plateaus at a higher value, indicating a higher water distribution volume compared to the relatively fatty normal breast.
transport rate constant \( (K_1, \text{ ml/min/g}) \) describes tracer movement into the tissue compartment and the parameter, \( k_2 \) (1/min), describes tracer efflux. For a highly diffusible tracer like water, tracer delivery is limited nearly entirely by blood flow, and \( K_1 \) can be taken to be equal to flow \( (F, \text{ ml/min/g}) \). The components of \( k_2 \) can be inferred from the steady state (constant \( C_b \)), where water influx and efflux to the tissue must be the same. In steady state, the following formula applies:

\[
K_1 C_b = k_2 C_t
\]

therefore,

\[
k_2 = K_1 \frac{C_t}{C_b} = K_1 V_d
\]

The steady-state ratio of tissue to plasma water \( (C_t/C_b) \) is the water volume of distribution \( [V_d, \text{ (ml/g)}] \) and is analogous to the water partition coefficient. For most normal tissues, this value is close to 1; however, it can be more variable in tumors, depending upon their cellularity and the type of tissue. For example, in breast tumors, the normal breast tissue is rather fatty and has a low \( V_d \); however, the tumor tissue has \( V_d \) ranging from close to normal breast to nearly 1, depending upon tumor tissue composition and cellularity \((19, 31)\).

With these considerations, and equating \( K_1 \) to flow \( (F) \), the compartmental model is governed by the following differential equation:

\[
dC_t/dt = FC_b - \left( F/V_d \right) C_t - \lambda C_t
\]

For water studies, with the short half-life of \( ^15\text{O} \) (~2 min), the tissue efflux rate and isotope decay rate \( [\text{decay constant } \lambda, (1/\text{min})] \) are similar in magnitude, and the radioactive decay must be explicitly included in the model. Trying to fit the model using decay-corrected data without including the decay term will result in errors in the estimates of \( F \) and/or \( V_d \).

Using Eq. (3) and the measured \( C_b(t) \), the model parameters can be estimated by comparing them to the tissue uptake data measured by PET \( (A, \mu\text{Ci/g}) \). Given

\[
A = C_t + V_b C_b
\]

\( V_b \) is the blood volume (ml/g) in the tissue region in the image and typically ranges from 0.03 to 0.20 ml/g. The combination of Eqs. (3) and (4) now provides a method for estimating model parameters from the best fit of the PET data. In practice, the blood volume term is difficult to estimate from typical PET data \((32)\) and it is excluded from the formulation. The resulting formulation can be expressed simply by Eq. (4) with the goal of fitting to match the modeled \( C_t(t) \) to the measured \( A(t) \) \((31)\).
For a freely diffusible tracer such as $^{15}$O[H$_2$O], tracer uptake and washout are rapid, and static images may not provide a good visual picture of regional blood flow. Lodge (33) reported on a parametric imaging approach using $^{15}$O[H$_2$O], providing pixel-by-pixel images of estimated blood flow in ml/min/g. This provides the advantages of quantitative PET blood flow imaging, while also providing an accurate visual picture of regional blood flow.

3.3.3 Other Positron Emission Tomography Tracers for Tumor Perfusion

Although $^{15}$O[H$_2$O] is a robust and well-validated radiopharmaceutical for measuring tissue perfusion it has some practical disadvantages, which include a short half-life (approximately 2 min) and the need for high-count rate imaging, which is not feasible with all PET tomographs. In addition, for a freely diffusible tracer such as water, there is rapid uptake and washout resulting in modest qualitative image quality compared to radiopharmaceuticals for which longer periods of static imaging are possible. Arising from experience in myocardial perfusion imaging, several other tracers have been tested for tumor perfusion imaging. The alternate perfusion tracers share characteristics, such as a high first-pass extraction and high retention, giving them behavior close to microspheres. Tracer uptake after clearance from the blood is strongly dependent upon blood flow. Static images provide a relative indicator of perfusion and offer higher image quality compared to $^{15}$O[H$_2$O]. These highly extracted and retained radiopharmaceuticals have the disadvantage that their uptake is not always proportional to blood flow over the range of conditions encountered in tumor imaging. This stems from two issues: (1) the alternate tracers are less permeable to cell membranes than water; therefore they have lower extraction at higher flow rates. This creates a nonlinear relationship between blood-tissue transport of the tracers and blood flow that can lead to bias in the estimate of tumor perfusion, especially at higher flow rates. Their retention can be affected by cellular factors such as membrane potential and cellular metabolism; therefore the retention may vary with disease state and possibly with response to treatment.

$^{62}$Cu-pyruvaldehyde bis(N-4-methylthiosemicarbazone) is a highly extracted and retained tracer that has been tested for myocardial and cerebral perfusion, and preliminarily for tumor imaging (29, 34). $^{62}$Cu has a 10 min half-life and can be obtained from a radioisotope generator with a half-life sufficient for regional distribution, making it a potentially clinically feasible perfusion tracer. It has been used in a few settings in preliminary studies, including the perfusion of hepatic metastases under the effect of angiotensin II, used to increase tumor perfusion in an attempt to improve drug delivery (35). $^{13}$N-labeled ammonia is another highly extracted and retained PET perfusion tracer used widely in myocardial perfusion studies. It has also undergone preliminary testing in liver tumors (36). Despite some promising preliminary studies, PTSM and ammonia have not seen wide use as tumor perfusion agents. Since the applications of PET tumor perfusion imaging have been largely scientific (versus clinical), the desire for unbiased estimates of tumor blood flow, independent of the chemical or metabolic state of the tumor cells, favors the use of $^{15}$O[H$_2$O], given its mechanistic simplicity as a tracer of tumor perfusion. These agents may be desirable for small-animal imaging, where the use of $^{15}$O[H$_2$O] is challenging due to logistic issues, including the difficulty of gaining venous access in animals as small as mice and the difficulty of dynamic blood sampling.
3.3.4 Other Radiopharmaceuticals

In some circumstances, it may be possible to infer tumor perfusion from the early delivery of radiopharmaceuticals designed for other purposes. For example, this was done by Cascari (37) in a kinetic model of [18F]fluoromisonidazole (FMISO), where the blood-to-tissue transfer constant ($K_1$) provided a good indication of tumor blood flow for this highly lipophilic tumor. Recent analysis of blood flow and metabolism in breast cancer (32, 38) suggested that early delivery of FDG (given by $K_1$ in FDG compartmental models) may provide an approximate indication of tumor blood flow. Although FDG is not highly extracted, tumor FDG $K_1$ correlated with tumor blood flow measured by water PET with a correlation coefficient on the order of 0.7 (32).

3.3.5 Precision of the Measurement

Knowledge of the precision (test/retest repeatability) of tumor perfusion measurements is important in interpreting the results from serial measurements of the course of treatment. This has been estimated for blood flow measured by $^{15}$O[H$_2$O]. Using modeling simulations representative of conditions for breast tumor imaging, Mankoff and Tseng (18, 32) estimated a precision of 13% for blood flow measured by a $^{15}$O[H$_2$O] bolus injection and found an 11% difference in a single patient undergoing repeat studies. Wells (39) measured a within-patient variability (CV) of 11% in five patients with abdominal tumors who were studied repeatedly using the C$_{15}$O$_2$ inhalation method. Using $^{62}$Cu-PTSM PET, Flower (40) was able to achieve a precision of 10% or better for measurements of liver metastasis perfusion.

3.4 Experience with Tumor Perfusion Imaging in Cancer Patients

3.4.1 Positron Emission Tomography Blood Flow Imaging Results in Various Tumors

Positron emission tomography imaging of tumor perfusion has been carried out in patients for a variety of tumors in a series of relatively small studies. Tumors that have been studied include brain (41–43), breast (19, 31, 32, 38), liver (35, 44, 45), kidney (46), cervical cancer (47), head and neck cancers (48–50), prostate (51, 52), and lung metastases (53) (Table 1). These studies have found, in general, that blood flow is higher in tumors than in the surrounding normal tissues. An exception is renal cell cancer, which, although highly perfused, had lower average blood flow (0.87 ml/min/g) than the normal kidney (1.65 ml/min/g) (46). Blood flow is highly variable both across and within tumor types, ranging from fairly modest flows as low as 0.1 ml/min/g in, for example, some breast tumors, to very high flows in some vascular tumors, such as renal cell cancer metastases, with blood flow as high as 4 ml/min/g, in the range of those found in stress myocardial perfusion studies. Some studies showed that tumor blood flow varied with histological tumor features for a particular type of cancer. For example, while low-grade brain tumors (oligodendrogliomas) had blood flow less than normal gray matter, high-grade tumors (glioblastoma multiforme) had blood flow higher than normal gray matter (42). In a study of liver tumors, Fukudo (45) found that hepatocellular carcinomas had higher blood flow than colorectal cancer liver metastases. Yamaguchi (44) showed that blood flow measured by $^{15}$O[H$_2$O] PET correlated with the degree of vascularity assessed by contrast CT in colorectal cancer liver metastases. Mankoff (19) showed that ER-expressing breast tumors had lower average blood flow
than ER-negative breast cancers. Lehtio (48) showed that patients with head and neck tumors with higher blood flow had poorer survival than those with low blood flow.

### 3.4.2 Positron Emission Tomography Tumor Perfusion Imaging to Measure Response to Therapy

Several studies have investigated the use of PET perfusion imaging to measure tumor response to therapy. This has been done both for nonspecific therapy, for example, chemotherapy, and for therapy specifically targeted to the vasculature. Mankoff (18) measured locally advanced breast cancer blood flow using $^{15}$O$\text{H}_2\text{O}$ PET in patients undergoing doxorubicin-based neoadjuvant chemotherapy. The change in blood flow after 2 months of treatment, midway through therapy, was highly predictive of pathological response to treatment, even more so than PET measures of glucose metabolism.

#### Table 1
Perfusion Measurements in Various Tumors

<table>
<thead>
<tr>
<th>Tumor type</th>
<th>Study (reference) (type of tumors)</th>
<th>Number of patients (sites)</th>
<th>Tumor blood flow (ml/min/g)$^a$</th>
<th>Normal tissue blood flow (ml/min/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brain</td>
<td>Mineura (42) (oligodendroglioma)</td>
<td>5</td>
<td>0.24 [0.11–0.45]</td>
<td>0.40 [0.29–0.45]</td>
</tr>
<tr>
<td>Breast</td>
<td>Wilson (31)</td>
<td>20</td>
<td>0.30 [0.13–0.47]</td>
<td>0.05 [0.04–0.07]</td>
</tr>
<tr>
<td></td>
<td>Mankoff (19)</td>
<td>37</td>
<td>0.32 [0.08–0.95]</td>
<td>0.06 [0.02–0.13]</td>
</tr>
<tr>
<td></td>
<td>Zasadny (38)</td>
<td>9 (101)</td>
<td>0.15 [0.07–0.29]</td>
<td></td>
</tr>
<tr>
<td>Liver</td>
<td>Yamaguchi (44) (hepatocellular and metastases)</td>
<td>15 (22)</td>
<td>0.38 [0.32–0.53]$^b$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fukuda (45) [hepatocellular (HCC) and metastases (met)]</td>
<td>13</td>
<td>0.43 [0.15–1.06]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>[met] (HCC)</td>
<td></td>
<td>0.31 [0.15–0.44]</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.57 [0.21–1.06]</td>
<td></td>
</tr>
<tr>
<td>Prostate</td>
<td>Muramoto (51) (mostly bone metastases)</td>
<td>6</td>
<td>0.55 [0.28–0.99]</td>
<td>0.32 [0.23–0.38]$^c$</td>
</tr>
<tr>
<td></td>
<td>Kurdziel (52) (mostly bone metastases)</td>
<td>6</td>
<td>0.78 [0.49–1.72]</td>
<td></td>
</tr>
<tr>
<td>Renal</td>
<td>Lodge (33)</td>
<td>5</td>
<td>[0.4–4.2]</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anderson (46)</td>
<td>12</td>
<td>0.87 [0.33–1.67]</td>
<td>1.65 [1.16–2.88]</td>
</tr>
<tr>
<td></td>
<td>Anderson (21)</td>
<td>13</td>
<td>0.46 [0.11–2.16]</td>
<td>1.32 [0.77–2.00]</td>
</tr>
<tr>
<td>Cervical</td>
<td>Ponto (47)</td>
<td>7</td>
<td>0.42 [0.24–0.58]</td>
<td></td>
</tr>
<tr>
<td>Lung</td>
<td>Logan (53) (metastases, various)</td>
<td>8</td>
<td>1.82 [0.70–3.44]</td>
<td></td>
</tr>
<tr>
<td>Head and neck</td>
<td>Lehtio (48)</td>
<td>21</td>
<td>0.30 [0.14–0.63]$^d$</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Parentheses indicate standard deviation; brackets indicate range of values.

$^b$Range of means for different angiographic grades of tumor sites.

$^c$Benign prostatic hypertrophy.

$^d$Tumor to normal neck muscle blood flow ratio 9.1 from Lehtio et al. (50).
by FDG. Furthermore, the level of tumor blood flow after 2 months of treatment was predictive of survival, with patients having higher residual blood flow having significantly poorer survival.

Some studies have used PET perfusion imaging to investigate the response to targeted antiangiogenic therapy. Logan (53) measured the change in tumor blood flow by $^{15}$O[H$_2$O] PET in eight patients undergoing interleukin (IL)-1 therapy as part of a phase I trial in lung cancer patients and showed significant decreases in tumor blood flow as early as 2 h after IL-1 infusion, returning to close to baseline by 24 h. Herbst (54) measured blood flow changes in 25 patients receiving endostatin therapy for a variety of tumors. A general decline in tumor blood flow was found at 8 weeks, with some association with tumor cell and endothelial cell apoptosis. Anderson (46) measured blood flow by $^{15}$O[H$_2$O] in patients with primary and metastatic renal cell cancer treated with razoxane. No significant change in tumor blood flow was found in six patients scanned before and after drug administration. However, another study of 13 patients with a variety of solid tumors treated with combretastatin A4 phosphate performed by the same group (46) found a significant 49% decline in tumor perfusion as early as 30 min after the administration of the drug. These studies illustrate the valuable role played by quantitative tumor perfusion imaging in the evaluation of response to antiangiogenic drugs, especially in the early evaluation of new therapeutic agents.

Not all investigations of PET blood flow and antiangiogenic agents have supported the utility of blood flow measures. Kurdziel (52) used $^{15}$O[H$_2$O] PET to investigate the response to thalidomide in six patients with androgen-refractory prostate cancer, largely in bone metastases. Changes in blood flow were lower than the variance in the blood flow measurements. In a follow-up study (52), an inverse relationship between blood flow change and total prostate-specific antigen (PSA) change was found, as opposed to a positive correlation between the change in FDG uptake and PSA. These findings may be somewhat specific to measuring blood flow in prostate bone metastases due to the small blood flow in many bone metastases and artifacts from spillover from the highly vascular adjacent bone marrow. Nevertheless, they point out the need for more specific measures of angiogenesis to measure response to antiangiogenic treatments.

Other applications of PET tumor perfusion imaging in conjunction with drug therapy include studies using vasoactive agents to manipulate tumor blood flow relative to normal tissue. Flower (40) used $^{62}$Cu-PTSM PET to look for changes in blood flow to colorectal cancer metastases associated with infusion of angiotensin II. The goal of such therapy is to increase the local delivery of therapeutic agents to the tumor sites while decreasing delivery to normal liver. No significant changes were found in tumor site perfusion in seven of nine patients studied. Further analysis was performed by Burke (35), who found that relative tumor perfusion, assessed by the tumor-to-normal liver ratio (TNR), increased from a mean of 1.3 to 2.1 after angiotensin II infusion ($p < 0.01$). A similar study was performed by Koh (27) who used $^{15}$O[H$_2$O] PET to measure blood flow changes with angiotensin II in patients ($N = 13$) with hepatocellular cancer or colorectal liver metastases. While tumor blood flow did not change, however, blood flow to normal liver and spleen declined. Furthermore, hepatic arterial blood flow did not change significantly, while portal blood flow did, indicating the mechanism of selectively enhancing blood flow to tumors, which are largely supplied by hepatic arterial flow.
3.4.3 Relationship of Tumor Perfusion to Metabolism and Hypoxia

The delivery of nutrients, such as glucose and oxygen, plays an important role in tumor perfusion. As such, PET imaging using multiple radiopharmaceuticals provides a method for assessing the relationship between tumor perfusion and tumor metabolism and hypoxia. Several smaller studies investigating these relationships have been conducted. Mineura (42) studied blood flow and metabolism in oligodendrogliomas using $^{15}$O[H$_2$O], $^{15}$O$_2$, and FDG PET. In a study of five patients, tumor perfusion, oxygen consumption, and glucose metabolism were all found to be similarly lower than normal gray matter in these low-grade tumors. Fukuda (45) studied blood flow and glucose metabolism in 13 patients with liver tumors (7 with primary liver tumors and 6 with colorectal liver metastases) using $^{15}$O[H$_2$O], $^{15}$O$_2$, and FDG PET. Hepatocellular cancers were found to have higher blood flow than colorectal metastases, but the hepatocellular cancers had lower average glucose metabolism (FDG SUV) than colorectal metastases. As such an inverse correlation was found between blood flow and FDG uptake, although this may be related to the inclusion of two rather different tumor types. Mankoff (19) and Zasadny (38) examined blood flow and metabolism using $^{15}$O[H$_2$O] and FDG PET in locally advanced breast cancer. While there was some correlation between tumor blood flow and metabolism, the relationship was not as closely seen as in studies of normal brain and myocardium. Results from one of the studies (19) suggested that an imbalance between blood flow and glucose metabolism, specifically a high glucose metabolism relative to blood flow, was predictive of poor response to subsequent chemotherapy and of poor disease-free survival (Fig. 3). These results were further analyzed by Tseng (32). In untreated tumors, tumor blood flow and metabolism were only modestly correlated ($r = 0.34, p = 0.05$); however, blood flow and early FDG delivery

![Fig. 3. Blood flow and metabolism in a patient with left locally advanced breast cancer before and after 2 months of chemotherapy. Thick sagittal images providing a lateral view of the breast are shown. Pretherapy, there is high FDG uptake, indicative of high glucose metabolism, with only modest blood flow. The central-most portion of the tumor has lower uptake in the early water scan, indicating less tumor perfusion in the center. Postchemotherapy, metabolism declined significantly; however, maximum tumor perfusion quantitatively increased slightly in the remnant tumor compared to pretherapy. Residual high-grade viable tumor was found at surgery, despite a significant reduction in tumor size. The patient had disease recurrence and death from disease with 2–3 years of treatment and surgery, despite an apparently good response by size reduction criteria.](image-url)
(FDG $K_1$ in compartmental modeling) were well correlated ($r = 0.62$, $p < 0.01$). After chemotherapy, blood flow and glucose metabolism were more closely matched ($r = 0.76$, $p < 0.001$), suggesting a change in tumor metabolic phenotype posttherapy. These results point out the benefits of imaging studies examining multiple aspects of tumor biology, including tumor perfusion, and point out the potential of such studies to provide insight into tumor behavior that may have clinical relevance.

Tumor hypoxia reflects, in good part, a lack of oxygen delivery relative to oxygen need. As such, several studies have investigated the relationship between tumor perfusion and hypoxia directly using PET. Bruelheimer (43) measured tumor perfusion and hypoxia using $^{15}$O[H$_2$O] and FMISO PET in 10 patients with glioblastoma multiforme or meningioma. There was a positive correlation between blood flow and early uptake of FMISO, as would be expected for a highly lipophilic tracer such as FMISO (37). However, late FMISO retention was not correlated with blood flow and was associated with both hypo- and hyperperfusion on the tumors relative to normal brain. This also was expected, since while hypoperfusion may lead to hypoxia, hypoxia will also induce angiogenesis, ultimately leading to hyperperfusion, particularly at the tumor border. Importantly, this study showed that hypoxia could be measured with FMISO PET independent of tumor perfusion and blood–brain barrier disruption. Lehtio (48) also studied tumor perfusion and hypoxia in 21 patients with head and neck cancer using $^{15}$O[H$_2$O] and $[^{18}$F]fluoroerythronitroimidazole (FTENIM) PET, a follow-up to an earlier study with 8 patients (50). Both high tumor blood flow and high hypoxic volume by FTENIM PET portended poor survival, and higher blood flow was associated with poorer local control. These early studies indicate the utility of combined blood flow/hypoxia imaging studies and the potential to gain insight into factors associated with poor tumor response to treatment.

4. TUMOR HYPOXIA

4.1 Why Measure Tumor Hypoxia

During their evolution, many solid tumors develop chaotic and complex functions including altered metabolism, proliferation, invasiveness, and metastatic potential (55). These differences separate the tumor microenvironment from the surrounding normal tissues and form the basis for many functional imaging techniques. The critical role of oxygen in cellular respiration makes it an essential metabolic substrate in normal tissues and tumors. The tissue oxygen levels, commonly reported as a partial pressure Po$_2$, can reach below 5 mm Hg and cancer cells can still survive and adapt to these circumstances. Tumor oxygenation is intimately related to the tumor vasculature and tumor perfusion.

Growth of a tumor is primarily a result of unregulated cellular growth, resulting in a greater demand on oxygen for energy metabolism (56). Ischemia and hypoxia cannot be construed to be the same; hypoxia may not be evident until the late stages of ischemia and vice versa. The biological implications of hypoxia as a factor in treatment response were first explained by Thomlinson and Gray who, in studying lung cancer, showed that hypoxia develops beyond a distance of 120 µm from a capillary (57). High interstitial pressure within a tumor may put additional stress on the already inefficient and often poorly organized tumor, and other factors such as low O$_2$ solubility (anemia) may contribute to tissue hypoxia in tumors (58, 59).
4.2 Hypoxia-Induced Changes in Tumor Biology

Hypoxic cells attempt to adapt by using anaerobic glycolysis to maintain production of adequate amounts of ATP, resulting in accumulation of lactate in the cells, which changes the pH. If the poor delivery of oxygen and other nutrients to the tumor continues, the glycolytic activity itself can be shut down, in spite of continued hypoxia (60). Hypoxia-induced homeostatic changes to maintain viability of the cell include more efficient extraction of oxygen from blood and induction of more aggressive survival traits through expression of new proteins. A number of hypoxia-related genes are responsible for these genomic changes that are mediated via downstream transcription factors (61–64). These include expression of endothelial cytokines such as vascular endothelial growth factor (VEGF) and signaling molecules such as IL-1, tumor necrosis factor (TNF)-α, and tumor growth factor (TGF)-β and selection of cells with mutant p53 (65, 66). Hypoxic cells do not readily undergo death by apoptosis (67) and may arrest in the G1 phase of the cell cycle in response to sublethal DNA damage induced by radiation (68, 69). Increased glucose transporter (GLUT) and hexokinase levels are responsible for much of the increased glucose uptake in hypoxia (70–72).

4.3 Hypoxia-Inducible Factor (HIF)

The primary cellular oxygen-sensing mechanism appears to be mediated by a heme protein that uses O2 as a substrate to catalyze hydroxylation of proline in a segment of HIF1α. This leads to rapid degradation of HIF1α by ubiquitination under normoxic conditions (73). In the absence of O2, HIF1α accumulates and forms a heterodimer with HIF1β that is transported to the nucleus and activates hypoxia-responsive genes, resulting in a cascade of genetic and metabolic events aimed at the effects of hypoxia on cellular energetics (74, 75). In fact, overexpression of HIF1α has been seen even before the invasive stages or the development of frank hypoxic regions within a tumor (76). Identification of overexpressed HIF1α in tissues by immunocytochemical (IHC) staining has been used as an indirect measure of hypoxia (77–79), but its heterogeneous expression within a tumor and the nonspecific nature of HIF1α expression limit the prognostic utility of this method alone.

4.4 Tumor Hypoxia and Clinical Outcome: Current Understanding

It has long been known that hypoxia negatively impacts tumor biology and clinical outcome. Radiobiological experiments have overwhelmingly established that in the absence of oxygen, the free radicals formed by ionizing radiation recombine without producing the anticipated cellular damage (80–82). Preclinical experience indicates that three times as much photon radiation dose is needed to cause the same lethality in hypoxic cells as compared to normoxic cells (57, 82–85). Although these are established concepts, our understanding of the biological aspects of tumor hypoxia indicates that the development and selection of an aggressive phenotype would result in a poor response to treatment as well as a poor outcome due to increased metastatic potential (67, 86–88). Hypoxia has also been known to promote resistance to chemotherapeutic agents by a number of mechanisms (88, 89) (Fig. 4).

In the past, many cancer treatment schemes that were introduced to overcome the cure-limiting consequences of hypoxia have not produced the expected results (90).
They suffered from the lack of a noninvasive assay to identify patients with hypoxic tumors for rational patient selection.

It is logical to assume that the negative association of hypoxia with treatment response and patient outcome implies a role for evaluating hypoxia in a tumor that will help identify tumors with a high hypoxic fraction so that hypoxia-specific treatments can be successfully implemented. There is convincing evidence that tumor hypoxia does not correlate with tumor size, grade, and extent of necrosis or blood hemoglobin status (91–96).

The very nature of hypoxic cells makes them attractive targets for hypoxia-activated prodrugs (97, 98). While focal hypoxia in a tumor can be treated with a boost of radiation using intensity-modulation radiation therapy (IMRT) (99, 100), more diffuse hypoxia will benefit from systemic administration of hypoxic cell toxins/sensitizers. Newer hypoxia-activated prodrugs (101) are less toxic and more effective than their predecessors (102), e.g., tirapazamine (TPZ) (previously called SR 4233), and are being tested in a number of cancer types (98, 103, 104). These agents, in addition to direct cytotoxic effects, have synergistic toxicity with radiation and chemotherapy. When some of the early results from these trials were analyzed (105), it was obvious that TPZ was much more effective in the presence of hypoxia, indicating that identification of hypoxia prior to treatment would be beneficial in patient selection (105, 106).

### 4.5 Evaluating Tumor Hypoxia

During the past several decades, tumor oxygenation and assays of tumor hypoxia have been evaluated to predict patient outcome in cancers of the uterine cervix (107), lung (93), head and neck (99, 108–110), and glioma (111, 112). These techniques have identified widespread heterogeneity in tumor hypoxia within a tumor, between tumors, and between patients with the same tumor type (113).

Current hypoxia assays can be categorized as in vivo (both invasive and noninvasive) or ex vivo (invasive biopsy) (5, 114, 115). A useful assay should distinguish normoxic regions from hypoxic regions at a level of oxygen relevant to cancer, Po2 in the 3–5 mm Hg range.
4.6 Ideal Hypoxia Assay

Some of the desirable characteristics for an ideal clinical hypoxia assay include (1) a simple and noninvasive method, (2) nontoxic, (3) rapid and easy to perform with consistency between laboratories, and (4) the ability to quantify without the need for substantial calibration of the detection instrumentation. Location of the tumor in a patient should not be a limiting factor for the assay. The ideal assay must also be able to provide a complete locoregional evaluation of the tumor in view of the presence of spatial heterogeneity in the distribution of hypoxia within a tumor. To be maximally successful, hypoxia-directed imaging and treatment should target both chronic hypoxia as well as acute hypoxia resulting from transient interruption of blood flow (116). The assay should reflect intracellular \( \text{PO}_2 \) rather than blood flow or some consequence of the \( \text{O}_2 \) level on downstream biochemical changes in, for example, thiols or \( \text{NADH} \). All of these requirements suggest an important role for imaging in evaluating hypoxia.

4.7 Oxygen Electrode Measurements

Early measurements of oxygen levels in tumors were largely based on direct measurement of \( \text{PO}_2 \) levels using very fine polarographic electrodes considered as a gold standard for \( \text{PO}_2 \). Heterogeneity in hypoxia within a tumor presents a challenge for accurately mapping regional \( \text{PO}_2 \) (92, 117). Interlaboratory variations in calibration of the electrodes further plague the results (118) and these measurements can be affected by the presence of blood in the interstitial or vascular spaces in tumors (119). Adjuvant use of anatomic imaging, such as CT, to guide electrode deployment is plagued by the inability to differentiate viable tissue within a tumor (119, 120) as does choosing close entry points for the electrodes that will compromise patient comfort (118). Other limitations of electrode measurements include the need for accessible tumor location and difficulties associated with serial measurements. An absolute \( \text{PO}_2 \) value may be less useful and less robust than accurate assessment of the volume or fraction of tumor cells that are hypoxic. The fraction of cells in the hypoxic peak may be much more important than absolute \( \text{PO}_2 \) values. Imaging methods for hypoxia, on the other hand, provide a complete map of relative oxygenation level in tumor regions with good spatial resolution in a microenvironment that tends to be highly heterogeneous.

4.8 Positron Emission Tomography Hypoxia Imaging

Hypoxia imaging presents the special challenge of making a positive image out of the relative absence of \( \text{O}_2 \). Chemists have developed two different classes of imaging agents to address this problem, bioreductive alkylating agents that are \( \text{O}_2 \) sensitive and metal chelates that are apparently sensitive to the intracellular redox state that develops as a consequence of hypoxia.

4.8.1 Nitroimidazole Compounds

Misonidazole, an azomycin-based hypoxic cell sensitizer introduced in clinical radiation oncology three decades ago, binds covalently to intracellular molecules at levels that are inversely proportional to intracellular oxygen concentration below about 10 mm Hg. It is a lipophilic 2-nitroimidazole derivative whose uptake in hypoxic cells is dependent on the sequential reduction of the nitro group on the imidazole ring (121) and the viability of cells with intact mitochondrial electron transport. In the presence of \( \text{O}_2 \), the nitroimidazole simply goes through a futile reduction cycle and is returned
to its initial nitroimidazole state. In the absence of a competitive electron acceptor, the nitroimidazole continues to accumulate electrons to form the hydroxylamine alkylating agent and becomes trapped within the viable but O₂-deficient cell (Fig. 5).

[¹⁸F]Fluoromisonidazole is an imaging agent derived from misonidazole. It has a high hypoxia-specific factor (HSF) of 20–50, defined as the ratio of uptake in hypoxic cells compared to normoxic cells (122). The uptake and retention of FMISO are inversely related to the instantaneous oxygen tension within the cell. In vitro studies have shown that reoxygenated cells exposed to a new batch of the tracer will not accumulate the 2-nitroimidazole compounds.

FMISO is a highly stable and robust radiopharmaceutical that can be used to quantify tissue hypoxia using PET imaging (94, 123). Its easy synthesis and optimal safety profile led to its acceptance in the clinic. It is the most commonly used PET hypoxia tracer (93, 94, 124–130) and has biodistribution and dosimetry characteristics ideal for PET imaging (131). The partition coefficient of FMISO is 0.41 (132), and after about an hour the distribution reflects its partition coefficient (133) (Figs. 6 and 7).

The narrow distribution of pixel uptake values after about 90 min prompted a simple analysis of FMISO PET images by scaling the pixel uptake to plasma concentration. The mean value for this ratio in all tissues is close to unity and almost all normoxic pixels have a value of less than 1.2. The optimum time for imaging appears to be between 90 and 150 min and can be adjusted to fit the clinic schedule and has logistical similarity to the ubiquitous methylene diphosphonate (MDP) bone scan. FMISO images can be interpreted by either qualitative (105) or quantitative methods. Extensive validation studies have confirmed the simple but accurate quantitative method of using a venous blood sample to calculate a tissue : blood ratio (4, 129, 134).

The use of a tumor hypoxic volume (HV) parameter, which is the total number of pixels with a T : B ≥ 1.2 expressed in milliliters (4, 130), obviates the need for accurate delineation of tumor margins in order to define the denominator in calculating fractional

![Fig. 5. Structure of misonidazole showing the mechanism of action in the presence and absence of oxygen.](image-url)
Fig. 6. Patient with T3N2M0 of the tonsil. Coronal (top) and transaxial (bottom) slices of FDG and FMISO showing the uptake in the left lymph node (arrows). FMISO T:B$_{\text{max}}$ = 1.92 and HV = 51.1 ml and FDG SUV$_{\text{max}}$ = 7.25.

Fig. 7. Patient with T3N2M0 cancer of the tongue. Coronal (top) and transaxial slices (bottom) of FDG and FMISO images showing the uptake in the primary tumor (arrows). FMISO T:B = 1.63 and HV = 16.6 ml and FDG SUV$_{\text{max}}$ = 6.
hypoxic volume (FHV) (124). Although more detailed approaches to quantifying FMISO uptake and kinetics have been pursued (37), static measures provide most of the information regarding oxygenation status, and it is not likely that a detailed mathematical modeling for image analysis would play a role in the clinic.

A typical protocol for PET scanning with FMISO uses an intravenous administration of a dose of 3.7 MBq (0.1 mCi)/kg, which results in an effective total body dose equivalent of 0.0126 mGy/MBq (131). Scanning typically begins at about 120 min and lasts for 20 min with blood sampling during the scan. A transmission scan is used for attenuation correction of emission data. Typically one axial field of view (AFOV) of 15-cm in the craniocaudal dimension is acquired. An FDG PET scan of the entire torso including the region in question is obtained, taking care to reposition the patient between images. Use of immobilization devices such as radiation treatment masks would be helpful to maintain accuracy in image fusion. Addition of FDG imaging data increases the sensitivity of FMISO imaging by indicating the full extent of the tumor and helps in correlating metabolic activity and hypoxia in the tumor as well as in staging (60).

4.8.2 Other Azomycin-Based Imaging Agents

Some research groups have developed alternative azomycin (nitroimidazole) radiopharmaceuticals for hypoxia imaging by attempting to manipulate the rate of blood clearance in order to improve image contrast (135–137). These include EF-1, initially developed because of the availability of an antibody stain to verify the distribution in tissue samples (138). Fluoroerythronitroimidazole (FETNIM), a more hydrophilic derivative than fluoroetanidazole, shows less retention in liver and fewer metabolites in animals (139).

A number of SPECT-based hypoxia imaging compounds have been introduced with the hope of taking advantage of gamma camera imaging (140), e.g., BMS181321, BMS194796, and HL91 (135, 141, 142). The main drawbacks with the SPECT radiopharmaceuticals, both the iodinated compounds [e.g., [123I]IAZA (143)] and the technetium-based agents, are the lower image contrast and less potential for quantification than the PET agents (136).

Other Hypoxia Imaging Agents

Copper bis(thiosemicarbazones) are a class of molecules evaluated as freely diffusible blood flow tracers that are retained once they enter cells. The resulting images have a higher contrast because of altered redox environment associated with hypoxia. The longer half-life of the 64Cu-labeled acetyl derivative of pyruvaldehyde-bis[N4-methylthiosemicarbazonato] copper (II) complex, Cu-ATSM, is potentially advantageous in the clinic (144–146) although the mechanism of retention is less well validated than FMISO. Retention of Cu-ATSM in hypoxic regions and rapid washout from normal regions have been documented (147), although diffusion of NADH and other related reducing equivalents might make Cu-ATSM less reflective of the spatial heterogeneity of hypoxia. (145, 148).

5. SUMMARY

Hypoxia, a significant problem in solid tumors, can now be clinically evaluated with modern imaging techniques and tackled with effective treatments to specifically overcome the cure-limiting effects of hypoxia. Tumor perfusion can also be measured
quantitatively and accurately by PET and may play a role, especially in evaluating systemic therapy, in both the delivery and effect of new treatment agents. Angiogenesis-specific imaging approaches are being developed that will be useful in monitoring specific antiangiogenic therapy. Technological advances in the field of cancer imaging make PET imaging ideal for evaluating the entire tumor and regional lymph nodes noninvasively in a snapshot-repeated manner (149). The explosive growth in the availability of PET scanners and PET/CT scanners and the greater distribution of $^{18}$F tracers in the community will make most PET imaging procedures within reach of community nuclear medicine and radiation oncology centers. Clinical perfusion, hypoxia, and possibly angiogenesis imaging can help in several ways, both in guiding therapy selection and evaluating its efficacy.

The combined use of perfusion, hypoxia, and specific angiogenesis imaging in a single patient is feasible, may offer unique biologic insights, and may be an effective tool for guiding patient-specific cancer therapy. In addition, PET/CT scanners will facilitate the incorporation of quantitative, functional PET imaging into radiation treatment plans that will explore the role of IMRT-based boosts to target subvolumes that may be resistant on the basis of hypoxia or other tumor biological factors (99, 100, 150–153). Also, the ability to detect alterations in tumor perfusion and tumor hypoxia could guide the use of a systemic and specific hypoxic cell cytotoxin (154). In this way, assessing hypoxia and perfusion will also help in developing and evaluating novel hypoxia-directed and/or antiangiogenesis drugs (97, 155–157).

As cancer treatment becomes more sophisticated, noninvasive molecular imaging methods will play a pivotal role in characterizing the tumor and its microenvironment and in guiding treatment decisions for the individual patient. There is a need for large-scale multicenter trials on the utility of hypoxia and other specific imaging agents in patient selection and guiding treatment.
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1. INTRODUCTION

Several approaches to magnetic resonance (MR) measurements of tumor perfusion (i.e., the nutritive blood flux through tissues at the capillary level, alternatively termed tumor blood flow) and other properties of the tumor vasculature have been used in both preclinical and clinical studies. This chapter will first describe the principal approaches that have been used for measuring tumor perfusion and vascularity, including the data analysis methods used to extract quantitative information relating to the underlying tumor physiology. The remainder of the chapter will focus on dynamic contrast-enhanced MRI (DCE-MRI), which is currently the most widely used of these approaches. The methodological considerations for data acquisition, consensus approaches for data analysis, potential advances in DCE-MRI, and applications representative of how it is being used in drug development will be considered.

2. DEUTERIUM MAGNETIC RESONANCE IMAGING

2.1 General Approaches

In the late 1980s, deuterium MR spectroscopy (MRS) or imaging (MRI) was used to follow the clearance of deuterium-enriched water (D$_2$O) after direct injection into rodent tumors (1). Outside of the brain, where the blood–brain barrier limits the exchange of most diffusible tracers between blood and tissue, the tissue–blood exchange of water is limited only by its supply to the tissue via perfusion (flow limited), so the injected D$_2$O is cleared from the tumor at a rate determined by the tumor perfusion. Since the MR signal observed is directly proportional to the concentration of HDO (formed by proton-deuteron exchange with water), the principles developed for external
residue detection (2, 3) can be applied to determine perfusion directly (4). However, the data fitted to these models must be limited to the earliest times after injection (i.e., prior to HDO recirculation) or fit to a two-compartment model accounting for recirculation from the body (1). In addition to perturbing the vasculature when the water is injected, these perfusion measurements reflect only the local region surrounding the injection site (5).

To address these limitations, an alternate “uptake” approach using deuterium MRS or MRI to follow the increase in HDO in the tumor after intravenous D\textsubscript{2}O injection was introduced in 1991 (6, 7). Due to the difficulty in obtaining a pure blood signal via deuterium MRI, the initial area under the curve (IAUC) method introduced for positron emission tomography (PET) measurements of perfusion using H\textsubscript{2}^{15}O (8) was adapted to measure relative tumor blood flow (6). Tumor perfusion estimated with this technique using an appropriate common arterial input function correlates highly with that measured by the microsphere method (9, 10), yielding no significant differences (11).

2.2 Applications

Both the clearance and uptake approaches have been used in a variety of preclinical studies. For example, the uptake approach was used to provide the first evidence that flavone acetic, a predecessor to 5,6-dimethylxanthenone-4-acetic acid [DMXAA, studied in the clinic using DCE-MRI (12)] with a broad spectrum of preclinical antitumor efficacy, but a narrow therapeutic window that precluded its use clinically, acted by destroying the tumor vasculature (13). However, due to the low MR sensitivity of deuterium relative to protons, its potential for toxicity with accumulating HDO after multiple perfusion measurements, and its lack of deuterium observation capability on standard clinical scanners, these methods were never translated into humans.

3. CONTRAST AGENT-BASED MAGNETIC RESONANCE

3.1 Effects on Magnetic Resonance Signal

Characterization of tumor vasculature with MR contrast agents most commonly uses low-molecular-weight (<1000 g) paramagnetic gadolinium (III) chelates that extravasate in the absence of a blood–brain barrier, but cannot permeate viable cell membranes (14). These contrast agents, which are extensively used in clinical radiology, alter the MR signal due to their effect on the relaxation processes of tissue water protons. The unpaired electrons in these contrast agents provide an efficient mechanism for spin-lattice relaxation of water protons when the water molecule binds in the first or second coordination sphere of the contrast agent complex (15). As a consequence, the spin-lattice relaxation rate (R\textsubscript{1}, the reciprocal of the first-order time constant for spin-lattice relaxation, T\textsubscript{1}) is decreased in proportion to the contrast agent concentration (16). The decreased R\textsubscript{1} leads to an increase in MRI signal intensity, which, if the MRI acquisition parameters are selected judiciously (see Fig. 1), increases linearly in proportion to the contrast agent concentration. This effect of low-molecular-weight Gd(III)-based contrast agents on R\textsubscript{1} is the basis for DCE-MRI, the most commonly used method for clinical assessment of the effects of anticancer treatment on tumor vasculature.
If the MR contrast agent remains concentrated within the vasculature, the magnetic susceptibility of the blood is increased relative to the surrounding tissue leading to a local loss of signal, commonly referred to as $T^*_2$ relaxation. The concentration difference between blood and surrounding tissue resulting in substantial $T^*_2$ relaxation is seldom observed in tumors with low-molecular-weight Gd chelates. However, it is evident in regions with an intact blood–brain barrier and for either high-molecular-weight Gd chelates or another class of contrast agents known as superparamagnetic.

Fig. 1. Impact of acquisition parameters on the relationship between contrast agent concentration ([CA]) and increase in signal due to contrast agent ($S_{CA} - S_0$). Plots show relationships for a 5 msec repetition time, 750 msec $T_1$, and three flip angles ($\alpha$). A 15° flip angle provides the greatest sensitivity over the range of [CA] likely to be found in tissues (top plot), but a 90° flip angle provides a linear relationship between [CA] and signal increase to much higher [CA], including that likely to be observed in blood (bottom plot). Note, a 25° flip angle results in a small loss in signal increase at [CA] < 1 mM, and a nearly linear relationship up to 4 mM [CA], thus providing a reasonable compromise.
iron oxide nanoparticles. While this effect can be used to characterize vasculature using an approach known as dynamic susceptibility contrast MRI (17), the contrast agents required are not readily available for clinical use and this approach is not commonly used outside the brain. Hence, the remainder of this chapter will focus on DCE-MRI.

3.2 Dynamic Contrast-Enhanced Magnetic Resonance Imaging Protocol

Dynamic contrast-enhanced MRS involves acquisition of a series of T1-weighted images before, during, and after bolus intravenous injection of a of low-molecular-weight Gd(III)-based contrast agent. The oncology DCE-MRI community has established and updated consensus recommendations for acquisition and analysis of DCE-MRI data for oncology applications in general (18), and more recently for early clinical trials of anticancer therapeutics affecting tumor vascular function (19, 20). Specific recommendations have been made for the type of measurement, images to be acquired before contrast injection, requirements for contrast agent injection, the dynamic acquisition protocol, primary endpoints, measurement requirements for the primary and secondary end points, trial design, nomenclature, image analysis, data reduction, and the definition of region of interest. The most recent recommendations are available at the National Cancer Institute Cancer Imaging Program website (21) and will be published in greater detail in the magnetic resonance literature in the near future. Since these recommendations provide sufficient guidance to the practical aspects of successfully implementing DCE-MRI to measure the effects of anticancer treatment on tumor vasculature, the remainder of this section will provide some background relevant to understanding both the basis for these recommendations and how ongoing research may impact this approach in the future.

3.3 Dynamic Contrast-Enhanced Magnetic Resonance Imaging Background

3.3.1 Relation to Physiology

The change in signal over time measured by DCE-MRI reflects the exchange of contrast agent between vascular space and, since the contrast agent does not penetrate viable cells, extravascular–extracellular space. That exchange depends upon the capillary blood flow (F), capillary permeability-surface area product (PS), contrast agent distribution volume [V_d, which is commonly assumed to equal the fractional volume of extravascular–extracellular space, V_e (22)] and the blood contrast agent concentration as a function of time (23). The tumor (and blood) contrast agent concentration is inferred from the magnitude of the signal change (see Section 3.1) and parameters reflecting the underlying vascular physiology are derived using various analytical approaches (20). The two primary endpoints recommended for early phase trials of anticancer therapeutics (20) are the transfer constant [K_{trans}, (22)] and the IAUC (contrast agent concentration–time curve) (24). K_{trans}, which requires fitting the contrast–time curve to a two-compartment model, reflects contrast delivery (F) and transport across the vascular endothelium (PS). The relative impact of F and PS depends on the specific values of F and PS unless F is much greater than PS (tissue–blood exchange is permeability limited, K_{trans} reflects PS only) or vice versa (tissue–blood exchange is flow limited, K_{trans} reflects only F; see Fig. 2). Fitting the contrast concentration time
curve also provides a measure of $V_d$; $IAUC$, which does not require a model, reflects $V_d$ in addition to $F$ and $PS$ (see Fig. 3).

It should be noted that the assumption that $V_d$ is equivalent to $V_e$ has not been tested. For measurements of $V_e$ with radiolabeled EDTA (e.g., $^{51}$Cr-EDTA, note that the extravascular–extracellular space is also referred to as interstitial space in the physiology literature), at least 30–60 min are allowed for the EDTA to distribute throughout interstitial space (25). Moreover, additional procedures such as constant infusion (26) or, in animals, renal ligature (27) are often used to ensure that radiolabeled EDTA distributes throughout the interstitial space. Given the similarity of the chelating agents EDTA and DTPA, the contrast agent may reach tumor extravascular–extracellular space in close

Fig. 2. Relationships among $K^{trans}$, permeability-surface area product ($PS$) and flow ($F$) based on a two-compartment model [tissue and blood (22, 23)]. The top figure shows dependence of $K^{trans}$ on $PS$ for fixed $F$ and the bottom figure shows dependence of $K^{trans}$ on $F$ for fixed $PS$. Note that $K^{trans}$ is limited by the fixed variable and is linearly related to the nonfixed variable at low $K^{trans}$. This corresponds to a flow-limited exchange of contrast agent between blood and tissue when $PS/F \gg 1$ and permeability-limited exchange when $PS/F \ll 1$. 
proximity to the vasculature during data acquisition only in typical DCE-MRI experiments (<10 min). Hence, in regions with low vascular density, \( V_d \) may underestimate the true \( V_e \). This is consistent with the 2- to 3-fold lower \( V_e \) reported for rodent tumor core than in the (better perfused) rim (28).

3.3.2 Change Measurement

In consideration of the relation to physiology discussed above, treatment-induced changes in \( K_{\text{trans}} \) can reflect changes in \( F \) and/or \( PS \), while changes in \( IAUC \) can reflect changes in \( V_d \) as well as \( F \) and/or \( PS \). As illustrated in Fig. 4, unless contrast agent exchange is flow or permeability limited, a 50% reduction in \( K_{\text{trans}} \) requires either a greater than 50% reduction in one of the variables or a change in both \( F \) and \( PS \). A comparison of the time- and dose-dependent changes in \( K_{\text{trans}} \), \( IAUC \), and \( F \) [measured using the freely diffusible radiotracer, iodoantipyrene (29)] induced by the vascular targeting agent combretastatin A-4 3-O-phosphate (CA-4-P) investigated the relationship to \( F \) in rodent tumors (30). Dose- and time-dependent changes in both \( K_{\text{trans}} \) and \( IAUC \) were very similar to those measured in independent animals for \( F \), but as expected by the simulations summarized in Fig. 4, the magnitudes of the changes were greater for \( F \). A sense of the relative importance of changes in \( V_d \) for antiangiogenic therapy can be gained by comparing treatment-induced changes in \( K_{\text{trans}} \) and \( IAUC \) observed in phase 1 patients 2 days after starting treatment with the novel multityrosine kinase inhibitor, AG-013736 (31). As evident in Fig. 5, there is a strong one-to-one relationship between the changes in \( K_{\text{trans}} \) and \( IAUC \) suggesting that there is little contribution from altered \( V_d \) for this agent shortly after the start of treatment.

3.3.3 Input Function

The importance of the accounting for differences in the blood contrast concentration–time curve (commonly referred to as the input function) between DCE-MRI
measurements is widely recognized (24). In 2001, an approach to identify pixels within
the imaged volume reflecting the input function was used to demonstrate its impact experimentally (32). Test–retest data from 11 patients with different types of tumor demonstrated a clear improvement in the reproducibility when individual input functions were used rather than an assumed general input function. Although the test–retest data were not reported in terms of the root mean square coefficient of variability (rms CV), extracted data from the figures suggest a 3-fold improvement [from 25% rms CV with a general input function, which is comparable to other reports where individual input functions were not measured (33), to 8% rms CV with individual input functions]. Also, it should be noted that normalization of the tumor IAUC with a reference tissue (24), preferably blood (34), also accounts for variations in the input function.
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**Fig. 4.** Relationships among change in PS or F required for a 50% reduction in $K_{\text{trans}}$ as a function of F or PS for $0.1 \text{ min}^{-1} < \text{initial } K_{\text{trans}} < 0.9 \text{ min}^{-1}$. The top figure shows the change in F as a function of PS and the bottom figure shows a change in PS as a function of F. Unless contrast agent exchange is flow or permeability limited, a 50% reduction in $K_{\text{trans}}$ requires either a greater than 50% reduction in one of the variables or a change in both F and PS.
3.4 Potential Advances in Dynamic Contrast-Enhanced Magnetic Resonance Imaging

3.4.1 Transcytolemmal Water Exchange

With respect to the relationship between signal change and contrast agent concentration, it is commonly assumed that the linear relationship observed between $R_1$ and contrast agent concentration in homogeneous solutions also applies to biological tissues. However, since contrast agent does not enter viable cells, most tissue water is intracellular, and water molecules must be in direct contact with the contrast agent to alter $R_1$, this assumption may not be valid.\(^{(35)}\) The exchange between intracellular and extracellular water would have to be much faster than the difference in $R_1$ in the presence and absence of contrast agent for all water molecules in the tissue to have equal access to the contrast agent (i.e., equivalent to a homogeneous solution)\(^{(35)}\). This is generally not the case after a bolus injection of contrast agent\(^{(36)}\) resulting in underestimation of contrast agent concentration, which is greatest at highest concentrations\(^{(37)}\). As a result, there is a $K_{trans}$-dependent underestimation of $K_{trans}$ if the rate of exchange between intra- and extracellular spaces is not taken into account. A “shutter-speed” model to account for the effect of transcytolemmal water exchange was introduced in 1999\(^{(35)}\) and extended to include a blood compartment in 2005\(^{(38)}\). Of particular interest, when the “shutter-speed” model is applied to DCE-MRI data from patients with breast lesions\(^{(39)}\), $K_{trans}$ in an invasive ductal carcinoma increased 3-fold compared to the standard model (from 0.41 min$^{-1}$ to 1.22 min$^{-1}$), while $K_{trans}$ in a fibroadenoma remained constant (0.023 min$^{-1}$ and 0.024 min$^{-1}$). Thus, use of the “shutter-speed” model appears to increase the dynamic range of DCE-MRI considerably.

---

Fig. 5. The relationship between changes measured by $IAUC$ and $K_{trans}$ in response to a multityrosine kinase inhibitor and the relationship between the change in $IAUC$ and $K_{trans}$ 2 days after treatment with AG-013736 ($N = 17$; Pearson product–moment correlation coefficient $= 0.943$; two-tailed paired Student’s $t$ test $= 0.6$). The dashed line corresponds to a 1:1 relationship.
It should be noted that this approach has been used almost exclusively by the investigators who have developed this model and has not, to the author’s knowledge, been applied to data acquired in the context of treatment monitoring. If the data from such studies are of sufficient quality to account for transcytolemmal water exchange and the “shutter-speed” model can be included routinely, the sensitivity of DCE-MRI to treatment effects should be enhanced by the increased dynamic range.

### 3.4.2 Improved Acquisition Methods

Acquisition of DCE-MRI data requires a tradeoff among spatial resolution (needed to characterize heterogeneous tumor vasculature), temporal resolution [needed to characterize the input function and allow use of sophisticated analytical models (40, 41)], and field of view (needed to sample entire tumor or multiple tumors) (42). Over a decade ago, the “keyhole” approach (43, 44) was introduced to increase the temporal resolution by dynamically sampling only the center of k-space [an array representing the spatial frequency content of the imaged object into which the MR signals are collected prior to image reconstruction (45)]. However, use of the keyhole technique distorts the contrast time course, especially for smaller lesions (46, 47), so its use to assess treatment effects has been limited. A number of alternate approaches for sampling k-space that provide a better compromise between temporal and spatial resolution have been developed (48–55). Some of these approaches [e.g., k-space weighted image contrast or KWIC (53, 56)] provide k-space data that can be reconstructed with high temporal resolution or high spatial resolution, thereby maximizing the information content. However, these acquisition and reconstruction methods are not widely available, so their use has been limited to the groups developing these methods thus far.

### 3.5 Dynamic Contrast-Enhanced Magnetic Resonance Imaging Applications

There are multiple reviews of the applications of DCE-MRI to measure tumor perfusion and vascularity (57–62). Hence, the following is a brief summary of the results from phase 1 clinical trials evaluating the impact of vascular targeted therapies (63) on tumor perfusion and vascularity. For VEGF-targeted agents, it appears that a substantial decrease in $F$ and/or $PS$ is necessary, but not sufficient for a significant reduction in tumor size (31, 64). Interestingly, for vascular disrupting agents, a similar reduction in $F$ and/or $PS$ is not associated with a reduction in tumor size (12, 65–67). It is also worth noting that initial use of DCE-MRI in phase I studies involved single center studies, at sites with considerable DCE-MRI expertise, raising concern about the ability to use this approach more generally (68). However, one recent study included three centers, without specific DCE-MRI expertise at all sites, demonstrating that the methodology can be standardized to yield consistent results in an early clinical trial at multiple institutions (69).
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1. INTRODUCTION

Computed tomography (CT) remains one of the mainstay techniques for anatomical evaluation of tumor growth and response to therapy, both in clinical practice and drug trials (see Chapter 3). Computed tomography measurements of perfusion can be added to a conventional CT examination to provide a functional response assessment within the same examination. This combined approach can overcome some of the limitations of a purely structural evaluation, such as slow response to therapy and residual nonmalignant masses, while avoiding the inconvenience to the patient and additional cost of further examinations using different imaging modalities. Furthermore, as positron emission tomography (PET) systems are now commonly integrated with CT, functional CT techniques can be combined with PET evaluations of tumor physiology using a single imaging device.
The use of CT for measuring perfusion was proposed within a decade of the modality’s introduction by Hounsfield and Ambrose, when Axel published a methodology for determination of cerebral blood flow by rapid-sequence contrast-enhanced CT (1). However, the slow speed of image acquisition and data processing of conventional CT systems at that time limited initial application of the technique to research studies of myocardial and renal blood flow using electron beam CT systems (2, 3). The ability to perform perfusion CT on more widely available conventional systems came in the 1990s with the advent of spiral CT (4). The subsequent development of multidetector CT (MDCT) and the release of commercial perfusion CT software have now moved perfusion CT into the clinical arena. The first reported measurement of tumor perfusion using conventional spiral CT was a study of hepatic perfusion, including patients with metastases, in 1993 (5) with the first reports of the technique’s use in measuring tumor response to drug therapy published one year later (6, 7). This chapter describes the use of CT in the assessment of tumor vascular physiology and illustrates how the technique can offer a widely available, low-cost adjunct to existing methods for evaluating treatment response in a broad range of tumors.

2. DETERMINANTS OF CONTRAST ENHANCEMENT OF TUMORS ON COMPUTED TOMOGRAPHY

CT measurements of perfusion and other aspects of tumor vascular physiology are based upon the use of conventional contrast medium as a physiological indicator. The iodine component of CT contrast media is attenuating to X-rays and causes a local increase in the X-ray attenuation within the organs and blood vessels to which it is distributed following administration. A CT image displays the measured X-ray attenuation of each volume element (voxel) within the anatomical slice studied and, by acquiring CT images before and after the administration of contrast medium, it is possible to quantify the increase in attenuation produced by contrast medium. If a series of images is obtained, the temporal changes in attenuation, and hence iodine concentration, can be displayed as a time–attenuation curve (Fig. 1C and D). The increase in attenuation is linearly proportional to the iodine concentration with a concentration of 1 mg/ml producing an increase in attenuation typically between 20 and 30 Hounsfield units (HU), depending upon the tube current selected and the CT system used. Selecting a lower tube current results in a greater increase in attenuation for a given iodine concentration but increases image noise. The precise relationship between measured attenuation change and iodine concentration for particular image parameters on an individual system can be determined by using a simple phantom that contains solutions of contrast medium at different concentrations. The phantom can be left empty or filled with water to replicate examinations of the chest and abdomen or head, respectively. Greater beam hardening from surrounding tissues in the abdomen and head result in a higher mean energy of the X-ray beam and reduces the increase attenuation for a given iodine concentration (8). The differences in enhancement for a particular concentration of contrast material can vary on a single CT system over time, and between different CT systems, by up to 20% (9).

Following intravenous administration, the distribution of CT contrast media within the body approximates a two-compartment model, with intravascular and extravascular
components. These pharmacokinetic properties are reflected in the pattern of contrast enhancement within a particular tissue over time. Initially, contrast medium is predominantly intravascular but subsequently a proportion of the contrast medium passes into the extravascular space. Thus, the temporal changes in contrast enhancement depend upon tissue perfusion, the relative size of the vascular space, i.e., relative blood volume, the rate of leakage into the extravascular space reflecting vascular permeability, and relative size of the extravascular space (Table 1). It is possible to quantify each of these
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Conventional CT (A) and perfusion CT images (B) of right lung carcinoma. Time–attenuation curves (TAC) have been derived from the regions of interest over the aorta (C) and tumor (D). Tumor perfusion can be calculated from the maximal slope of the tumor TAC divided by the peak value of the aortic TDC (slope method) to give 40 ml/min/100 ml. Tumor perfusion can also be determined from the flow-corrected impulse residue function (IR)F, calculated by deconvolution, giving 48 ml/min/100 ml (E). (See color plate.)

| Table 1 | Physiological Parameters Quantifiable by Functional Computed Tomography and Corresponding Features in the Tumor Time–Attenuation Curve and Impulse Residue Function following Deconvolution*
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Physiological parameter</td>
<td>Corresponding feature of tumor time–attenuation curve</td>
<td>Corresponding feature of impulse residue function</td>
</tr>
<tr>
<td>Perfusion</td>
<td>Maximum enhancement rate during first pass</td>
<td>Initial height</td>
</tr>
<tr>
<td>Blood volume</td>
<td>Area under first pass curve</td>
<td>Area under curve</td>
</tr>
<tr>
<td>Capillary permeability</td>
<td>Initial slope of delayed phase</td>
<td>Height of second component</td>
</tr>
</tbody>
</table>

*See Section 4.2.
parameters in tumors and other tissues by applying physiological models to enhancement data from an appropriate series of images (10). However, as the pattern of enhancement within the supplying blood vessel, i.e., the input function, is also a major determinant of the tissue enhancement pattern, it is essential to obtain enhancement data from a major vessel as well as from the tissue of interest.

The processes of angiogenesis, by which tumors develop the blood supply needed for growth and metastasis, result in changes in vascular physiology and hence determine the manner in which tumors enhance on CT following intravenous administration of contrast medium. The increased density of tumor microvessels associated with angiogenesis translates in vivo to increased tumor perfusion and blood volume. The incomplete basement membranes exhibited by tumor microvessels result in increased permeability and increased size of the extravascular space. Tumor enhancement has been shown to correlate with histological measurements of angiogenesis, such as microvascular density (MVD), in lung and renal cancer (11–15), and with the expression of vascular endothelial growth factor (VEGF) in lung cancer (12, 15). These findings verify the ability for contrast enhancement on CT to provide an in vivo correlate for the microvascular changes of angiogenesis that is also confirmed by clinical use of perfusion CT (16). For example, by signifying differences in levels of angiogenesis in benign and malignant tissues, quantification of contrast enhancement and perfusion has been advocated for the characterization of pulmonary nodules, potentially reducing health care expenditure (17–19). Furthermore, the recognized association between high levels of angiogenesis and an aggressive tumor phenotype with poor survival is mirrored by the ability of perfusion CT to estimate tumor grade in cerebral glioma and lymphoma (20, 21) and to stratify risk for patients with hepatic metastases (22).

The emergence of antiangiogenesis treatment strategies for cancer has produced an interest in imaging techniques that reflect angiogenesis as in vivo markers of tumor response. Indeed, some studies have suggested that perfusion imaging may have advantages over other functional response markers, such as glucose metabolism, in the evaluation of response to antiangiogenesis agents (23, 24). However, a reduction in perfusion has been observed in response to cancer treatments not primarily directed at the vascular system, again in some instances predicting response better than changes in glucose metabolism (25). On the other hand, the hyperemia associated with radiotherapy can cause a temporary increase in tumor perfusion and vascular permeability that may not reflect ultimate response (26). A similar difficulty can arise with other functional response markers such as glucose metabolism. Correspondingly, these factors will impact the changes in tumor enhancement following therapy and the use of perfusion CT for tumor response evaluation.

3. IMAGE ACQUISITION

The acquisition parameters to be considered are (1) the overall length of time of the image series, (2) the number and frequency of images, (3) the number and thickness of CT slices, (4) the X-ray exposure factors, (5) the volume and concentration of contrast medium injected, and (6) the phase of respiration. The organ of interest, the physiological parameters to be studied, and the data processing method used by the analysis software all impact upon the precise protocol adopted. The protocol will also determine the radiation dose to the patient. Although in the context of oncology, the radiation
exposure associated with perfusion CT is small compared to the radiotherapy dose that many patients will receive, there remains a need to limit the radiation burden associated with perfusion CT studies. All protocols require a baseline image acquisition without intravenous contrast enhancement to enable baseline attenuation values to be subtracted from subsequent contrast-enhanced images.

3.1 Overall Length of Time of the Image Series

The overall length of the series determines which physiological parameters can be determined. Perfusion and blood volume can be assessed during the first pass of contrast material through the vascular system at which time the contrast material is predominantly intravascular. The length of the first pass depends upon an individual cardiac output and circulating blood volume, but typically comprises the first 45–60 sec immediately after intravenous injection. Assessments of vascular permeability and relative volume of the extravascular space require longer series to allow for sufficient passage of contrast material passes into the extravascular space. In tumors, the increased permeability of the vascular endothelium means that leakage of contrast medium sufficient for reliable measurements occurs within 2–10 min of the injection of contrast medium. Blood volume can also be estimated from such image series (see the Patlak analysis below). Vascular permeability studies may be particularly appropriate for the study of brain tumors where the differences in permeability between tumor vessels and the normal blood–brain barrier are considerably greater than the differences between tumor perfusion and cerebral cortical perfusion.

3.2 The Number and Frequency of Images

The number and frequency of images obtained will be a balance between the quality of the data and the radiation dose for the patient. A high image frequency will be required for reliable measurements from first pass data. Although modern CT systems can acquire images with a frequency of less than one image every second, image frequency can be reduced to every 2–3 sec without adversely affecting the perfusion values obtained (27). After the first pass, images can be acquired less frequently (every 5–10 sec) as changes in contrast enhancement become less rapid. A protocol that aims to use a single administration of contrast material to assess not only perfusion and blood volume but also vascular permeability will usually involve an initially rapid sequence of images during the first pass with less frequent images later.

3.3 The Number and Thickness of Computed Tomography Slices

Acquiring images at a frequency close to the time taken for the CT system to rotate the X-ray tube around the patient (typically 0.5–1 sec) does not allow sufficient time for table top movement during the study. Thus, the volume of tissue examined is constrained in the craniocaudal direction by the width of the CT detector, typically 2 to 4 cm for current MDCT systems. The detector can be divided so that a number of slices are obtained simultaneously, e.g., four slices 5 mm thick. Although slices as thin as 0.5 mm can be obtained, reducing slice thickness increases image noise, which can be remedied only by increasing the radiation exposure.

Greater volumes of tissue can be examined at lower frequency by using helical (spiral) acquisitions that incorporate movement of the imaging table through the gantry during the acquisition. Such protocols can be used to measure tumor vascular
permeability but are associated with an increased radiation burden to the patient. By focusing on a particular moment in the first pass, for example, the time of peak tumor enhancement measurement, a combined technique is feasible in which a timing sequence of frequent images using a small test bolus of contrast medium is performed without table movement to determine the time of peak tissue enhancement (analogous to the timing sequences often used during CT angiography to determine the time of peak vascular enhancement). A larger bolus of contrast medium (given over the same time as the test bolus) is then used for a volume acquisition that has been programmed to occur at the moment of peak tissue enhancement.

3.4 X-Ray Exposure Factors

The tube voltage (kVp), tube current (mA), and exposure time used for each image will determine the amount of noise in the image and the radiation dose to the patient. Higher values for each of these parameters reduce noise but increase radiation dose. Typical exposure times for current CT scanners are 1 sec or less. Selecting a tube voltage lower than that typically used for diagnostic studies (e.g., 80–100kVp instead of 120–140kVp) increases the amount of attenuation produced by a given concentration of contrast medium but increases image noise. Image noise can be reduced by selecting a smoother construction filter (e.g., soft tissue).

Analysis methods that use deconvolution to determine perfusion values (see below) are less sensitive to noise in individual images and can therefore tolerate a lower tube current (allowing a higher image frequency). However, with compartment analysis (see below), image noise can result in overestimation of tissue enhancement rates and miscalculation of perfusion values. Thus, time–attenuation data from protocols that adopt a higher tube current (with a lower image frequency to minimize radiation dose) are appropriate for compartmental analysis methods. Such data sets can also be successfully processed using deconvolution analysis (M.R. Griffiths, 2001, personal communication), as illustrated in Fig. 1.

3.5 Volume and Concentration of Contrast Medium

Maximizing contrast enhancement in blood vessels and tissues improves the signal-to-noise ratios for time–attenuation data for perfusion measurement and can be achieved by a rapid injection rate (at least 4 ml/sec) and by using contrast media with a high iodine concentration (i.e., 350–400 mg iodine/ml). A short sharp bolus is particularly important when using compartmental analysis to obtain perfusion values (see below), because the validity of the method requires that peak arterial concentration occurs prior to the time of maximal increase in tissue enhancement. Typical protocols use a relative small bolus (40–50 ml) administered with higher injection rates of between 5 and 10 ml/sec.

3.6 Phase of Respiration

As discussed above, measurements of enhancement on CT required subtraction of baseline attenuation values. Any change in position of the patient will result in misregistration between the unenhanced baseline image and subsequent contrast-enhanced images. Respiratory motion is a major cause of such misregistration, leading to errors in perfusion values and artifacts on parametric images. Many patients will be unable
to suspend respiration adequately for image series longer than 45–60 sec unless acquisition pauses are created to allow the patient to take a breath. Even with shorter series when it is possible to suspend respiration, patients will often slowly exhale during the image series leading to motion artifacts. If images are acquired during quiet breathing, the patient must be warned to avoid the temptation to take a deep breath when experiencing the “hot flush” commonly associated with a rapid bolus of contrast medium. With such precautions, it is usually possible to obtain reliable perfusion data during quiet respiration. Quiet respiration will also be appropriate when using a combined PET/CT system to coregister CT perfusion and PET images (see below), as suspended respiration is not possible for the PET images that take several minutes.

4. DATA PROCESSING

Ease of processing is a particular advantage for perfusion CT over other functional imaging methods. The linear relationship between enhancement and concentration of contrast medium, the ability to obtain an arterial input function directly from images, and the commercial availability of validated analysis software all contribute to the simplicity of the technique while avoiding the pitfalls associated with semiquantitative analyses that overlook the importance of the arterial input. Software packages support region of interest analysis as well as pixel-by-pixel analysis to generate quantified parametric images, often color coded, that display intratumoral variations in perfusion and other physiological aspects (Fig. 1B). The methods most commonly used for functional CT measurements have been developed from compartmental analysis and linear systems theory (deconvolution). Commercial software has adopted both methods; Siemens and Picker use compartmental analysis while General Electric has implemented a linear systems approach. Detailed descriptions of these approaches are available elsewhere (10, 16).

4.1 Compartmental Analysis

A single compartmental model is used for measurement of tumor perfusion while a two-compartmental analysis allows determination of vascular permeability and leakage space. Blood volume measurements can be derived from both models.

The single compartmental model applies the Fick principle to data obtained during the first pass of contrast. If the organ concentration of contrast material is measured before any contrast agent has left the organ of interest, then tissue blood flow per unit volume ($F/V$), i.e., perfusion, can be determined by

$$F/V = \left[\frac{dC_t}{dt}(\text{max})\right]/C_a(\text{max})$$

(1)

or

$$F/V = C_t(\text{max})/\int_0^t C_a(t)\,dt$$

(2)

where $C_t$ and $C_a$ are the tissue and arterial concentrations of contrast material at any time ($t$). For Eq. (1), $dC_t/dt(\text{max})$ is derived from the maximal slope of the tissue concentration–time curve and $C_a(\text{max})$ the peak height of the arterial curve (Fig. 1C and D). This technique, sometimes known as the “slope method,” was first applied to CT by Miles (28). For Eq. (2), $C_t(\text{max})$ is the peak height of the tissue curve and $\int_0^t C_a(t)\,dt$ is the area under the arterial curve corrected for recirculation using a gamma variate
fit. This implementation is also known as the Mullani–Gould method (29). (Note that for both these methods, knowledge of the precise relationship between enhancement and iodine concentration is not required as the conversion factor relating these parameters would cancel above and below the line.)

Relative blood volume within the tumor describes the fraction of tumor volume occupied by the blood space and can be estimated from first pass data in two ways: (1) from the ratio of the areas under the tissue and arterial time–attenuation curves, or (2) from parameters reflecting the mean transit time (MTT) of contrast medium through the tumor, for example, estimated from the full-width half-maximum value of the tissue time–attenuation curve. Relative blood volume is then calculated from the MTT and the perfusion value using

\[
\text{Relative blood volume} = \text{Perfusion} \times \text{MTT} \quad (3)
\]

A recent development of the Mullani–Gould method derives the standardized perfusion value (SPV) representing the ratio of the perfusion in the tissue of interest to mean whole body perfusion (8). Mean whole body perfusion is defined by the cardiac output divided by the patient’s weight (W):

\[
\text{SPV} = \frac{C_t(\text{max})}{[\text{iodine dose}/W]} \quad (4)
\]

The iodine dose needs to be expressed in HUs and therefore determination of SPV requires calibration of the individual CT scanner using appropriate image acquisition parameters as described in Section 2 above. Note also that the SPV is closely related to peak enhancement as long as the contrast medium is administered on a dose-by-weight basis.

The normalization of tumor perfusion to the patient’s cardiac output and weight afforded by the SPV means that this parameter will be unchanged in the presence of any alteration in cardiac output. On the other hand, tumor perfusion will fall in the presence of reduced cardiac output despite a lack of change in tumor vascularity or MVD. Thus SPV is likely to be more closely related to tumor vascularity than is absolute tumor perfusion, a fact that offers an explanation for the observed correlation between peak tumor enhancement and tumor MVD. Similarly, SPV measurements may be particularly useful in monitoring anticancer drugs known to alter cardiac output. By incorporating fewer calculation steps, peak enhancement and, therefore, SPV measurements are also less prone to interobserver error than the more complex perfusion analyses. In addition, the SPV benefits from a derivation analogous to that of the standardized uptake value (SUV) widely used in PET, facilitating comparison between the two measurements.

An important limitation to single-compartment models for calculating perfusion is the assumption that no contrast medium has left the tissue of interest at the time of measurement. In some instances, the transit time through certain tissues may not be sufficiently long to allow this assumption to be met, leading to an underestimation of the perfusion value, particularly for the Mullani–Gould method. There are few data available to indicate the likelihood or magnitude of such errors. However, there is a theoretical possibility that the presence and size of such errors could change following treatment.

The two-compartment model can be described mathematically by

\[
Q(t) = V_s C_a(t) + K_{\text{trans}} \int_0^t C_a(u) e^{-[K_{\text{trans}}/V_e](t-u)} \, du \quad (5)
\]
where \( Q(t) \) is the quantity of contrast material in the tissue of interest, \( V_b \) is the relative blood volume, \( Ca(t) \) is the arterial concentration at time \( t \) \( K^{\text{trans}} \) is the capillary permeability, and \( V_e \) is the relative volume of the extravascular space or leakage space. \( Q(t) \) and \( Ca(t) \) are derived from tissue and arterial time–attenuation curves, respectively. To determine values for all three physiological parameters, the equation must be solved iteratively. However, a simplified method assumes that back flux of contrast medium from extravascular to intravascular compartments is negligible for the first 60–120 sec after contrast medium administration, such that Patlak analysis (30) can be used to measure capillary permeability and relative blood volume from

\[
\frac{Q(t)}{Ca(t)} = V_b \times K^{\text{trans}} \int_0^t Ca(u) \, du / Ca(t)
\]

(6)

A graph plotting \( \frac{Q(t)}{Ca(t)} \) (y-axis) against \( \int_0^t Ca(u) \, du / Ca(t) \) (x-axis) yields a straight line portion with slope \( K^{\text{trans}} \) and intercept \( V_b \).

### 4.2 Linear Systems Approach (Deconvolution)

The mathematical process of deconvolution uses the concept of the impulse residue function (IRF) for the tissue of interest, where the IRF is a theoretical tissue curve that would be obtained from an instantaneous arterial input (Fig. 1E). Using the arterial and tissue time–attenuation curves to obtain \( Ct(t) \) and \( Ca(t) \) [i.e., the concentration of contrast medium in tissue and artery at any time \( t \)] is given by

\[
Ct(t) = \frac{F}{V} \left[ Ca(t) * R(t) \right] = Ca(t) * \frac{F}{V} R(t)
\]

(7)

where \( R(t) \) is the IRF and \( * \) denotes the convolution operator (other symbols are as for the equations described above). For ease of calculation, the shape of the IRF is usually constrained to comprise a plateau followed by a single exponential decay. The height of the flow-corrected IRF will give the tissue perfusion \( (F/V) \) and the area under the curve will determine the relative blood volume (Table 1). Measurement of capillary permeability is achieved by modelling the decay of the IRF with two components, a rapid component determined by blood flow and a slower component reflecting exchange with the extracellular space. Although appropriate for tumors, such IRF models may not be valid for organs with complex circulations (e.g., liver, spleen, and kidney).

### 5. TECHNICAL VALIDATION AND REPRODUCIBILITY

Perfusion CT methods have been extensively validated in a range of tissues using reference standards such as microspheres in animal studies or stable xenon washout and \([^{15}\text{O}]\text{H}_2\text{O} \) PET in humans (16). Specific validation studies in tumors are summarized in Table 2. The three animal studies used VX2 tumors or rat-derived mammary adenocarcinoma implanted into the thigh or VX2 tumors implanted into brain. A strong correlation between functional CT and microsphere perfusion values was obtained in all studies (\( r \) values: 0.83–0.96) (31–33). The animal study by Pollard et al. also validated Patlak analysis of functional CT data for evaluation of tumor capillary permeability by comparison with the Evan’s Blue dye technique, finding a strong correlation between the two methods for viable tumor (\( r \) value: 0.930) (33). Validation of perfusion CT using the slope method in human tumors has been performed by Hattori et al. who reported good correlations between perfusion CT and the results of thermal clearance and PET techniques (\( r \) values: 0.873 and 0.791, respectively) (34).
High levels of reproducibility are essential for imaging techniques used for evaluating response to therapy. The tumor validation studies of Cenic and Purdie in animals also evaluated reproducibility using a test–retest protocol, finding low variability for measurements of perfusion (13–14%), relative blood volume (7–20%), and capillary permeability (18%) (31, 32). The requirement for repeated irradiation has meant that test–retest studies in humans are uncommon. Using the slope method to measure normal cerebral perfusion in humans, Gillard et al. (35) showed little variability in repeated CT studies in seven patients 24 h apart ($r = 0.88$). These data produced a variability of 13% when reanalyzed using the GE deconvolution software (M.R. Griffiths, 2002, personal communication). The variability values above compare to reductions in perfusion due to antiangiogenesis drug therapy of between 30% and greater than 90% (23, 24, 36).

Interoperator variability is low (8%) for measurements of normal splenic perfusion (M.R. Griffiths, unpublished observations, 1999), peak aortic CT number ($r^2 = 0.99$), and maximal slope of liver time–attenuation curves ($r^2 = 0.83$) (37). Interoperator reproducibility deteriorates significantly for more complex techniques such as Patlak analysis (Student Selected Component, Brighton & Sussex Medical School, 2004). A preliminary investigation into the comparability of perfusion values derived using slope and deconvolution methods in 16 lung nodules has demonstrated good correlations ($r = 0.86$) (M.R. Griffiths, personal communication, 2001).

### 6. TECHNICAL LIMITATIONS AND ADVANTAGES

The limited anatomical coverage afforded by the detector design of current CT systems confers a significant constraint upon the application of functional perfusion. Until recently, the maximum axial field of view on current machines has been of the order of 20 mm, but as CT detector tracks have become wider, greater volumes of tissue can be evaluated. Sixty-four-slice systems are now available with z-axis coverage of 48 mm and future developments are likely to advance this coverage further.

Motion artifacts resulting from movement of the patient during image acquisition can create significant problems for functional CT, particularly for those organs that are subject to respiratory motion, such as the lung or liver. Careful instruction of the patients helps to minimize these difficulties (16). Motion within the image plane can

### Table 2

<table>
<thead>
<tr>
<th>Study</th>
<th>Subjects</th>
<th>Tumor type</th>
<th>CT analysis method</th>
<th>Reference standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cenic <em>et al.</em> (31)</td>
<td>NZ white rabbits</td>
<td>VX2 in brain</td>
<td>Deconvolution</td>
<td>Microspheres</td>
</tr>
<tr>
<td>Purdie <em>et al.</em> (32)</td>
<td>NZ white rabbits</td>
<td>VX2 in thigh</td>
<td>Deconvolution</td>
<td>Microspheres</td>
</tr>
<tr>
<td>Pollard <em>et al.</em> (33)</td>
<td>Fischer 344 rats</td>
<td>Rat-derived mammary adenoma</td>
<td>Mullani–Gould Patlak</td>
<td>Microspheres</td>
</tr>
<tr>
<td>Hatorri <em>et al.</em> (33)</td>
<td>Humans ($n = 27$)</td>
<td>Various superficial tumors</td>
<td>Slope</td>
<td>Evan’s Blue</td>
</tr>
</tbody>
</table>

Note: The table provides a summary of validation studies of perfusion computed tomography in tumors.
be corrected to some extent during image processing. Respiratory gating techniques are under development but may increase the time between image acquisitions.

Compared to imaging techniques that do not use ionizing radiation such as ultrasound and MRI, the radiation exposure associated with functional CT is a disadvantage. Typical whole-body equivalent doses range between 1 and 10 mSv depending upon the protocol and body region examined and are therefore comparable to many examinations in routine clinical use. Improvements in detector design that allow selection of a lower tube current without substantial loss of image quality may reduce radiation doses in the future.

The major advantages of functional CT are the technique’s simplicity, wide availability, and low cost. Simplicity is afforded by the similarity of image acquisition protocols to other CT and angiographic techniques, the ease of quantification, and the availability of commercial software for analysis and display. The reproducibility is similar to that of other techniques for imaging perfusion. The wide availability and low cost result from the use of conventional CT systems and standard contrast agents.

7. TUMOR RESPONSE EVALUATION WITH PERFUSION COMPUTED TOMOGRAPHY

7.1 Predicting Response

An adequate tumor blood supply is essential for the effective delivery of chemotherapeutic drugs to tumor tissue. Furthermore, the heterogeneous vascular networks typical of tumors result in an imbalance between oxygen supply and consumption and areas of tumor hypoxia. Hypoxia is known to confer resistance not only to chemotherapy but also to radiotherapy. Thus, functional CT measurements would be expected to predict tumor response to chemotherapy or radiotherapy with low and/or heterogeneous contrast enhancement and perfusion implying a likelihood of an unfavorable outcome. Preliminary studies have confirmed this expectation.

A CT perfusion study by Hermans et al. stratified 105 patients with head and neck cancer undergoing radiotherapy with curative intent, according to the median perfusion value of 83.5 ml/min/100 g (38). In multivariate analysis, low perfusion (along with T stage) was an independent predictor of local control but not of regional control or cause-specific survival. Perfusion values could stratify patients within T stages 3 and 4; among 34 patients with T4 tumors, the likelihood of local control at 18 months was less than 10% if tumor perfusion was less than 83.5 ml/min/100 g. Choi et al. (39) determined peak contrast enhancement in small cell lung cancers from spiral CT acquisitions performed at 40 sec and 2–3 min after a 120 ml bolus of contrast medium (300 mg/ml). Peak tumor enhancement correlated with the subsequent reduction in tumor volume following chemotherapy \( r = 0.57, p < 0.002 \). Ten of 11 (91%) patients with tumor enhancement less than 30 HU failed to achieve a reduction in tumor volume of 70% or more. Sommerfield et al. (40) used perfusion CT to make separate measurements of hepatic arterial and portal perfusion in a group of patients with colon cancer. Of 22 patients subsequently undergoing chemotherapy, those whose disease progressed despite treatment exhibited significantly lower levels of portal perfusion (29 versus 42 ml/min/100 ml, \( p < 0.05 \)). A portal perfusion value of 30 ml/min/100 ml had a predictive value for progression despite treatment of 80%.

The use of imaging to identify those unlikely to respond to cancer therapy has the potential to save the morbidity and cost of futile treatment. However, the specificity of
the test must be sufficiently high to ensure that treatment is not withheld from potential responders in error. The predictive values for poor response of above 90%, as found in T4 head and neck cancer and small cell lung cancer, emphasize the potential role for perfusion CT in patient selection. By reflecting the vascular heterogeneity that leads to hypoxia, the development of parameters that simultaneously encapsulate both the intensity and heterogeneity of contrast enhancement and/or perfusion may be able to improve these predictive values further.

7.2 Measuring Response

7.2.1 Chemotherapy

Functional CT has been used to demonstrate the physiological effects of a range of pharmacological interventions for cancer. One of the first of such studies was reported in 1994 by Yeung et al. who used two-compartmental modeling of contrast enhancement in the brain to demonstrate the effect of dexamethasone on the vascular permeability of cerebral tumors in 10 patients (7). After 7 days of treatment (4 × 4 mg), permeability fell by a mean of 32% and relative blood volume by 10% (p < 0.01 and p < 0.09, respectively). A simplified two-compartmental model was used by Ford et al. to study the effect of a bradykinin analogue, RMP-7, upon the permeability of cerebral gliomas (41). The mode of action of RMP-7 is to increase the vascular permeability of tumors and so increase the delivery of chemotherapeutic agents given in conjunction. The principle was confirmed by increases in median permeability in tumor from 41 µl/min/ml to 74 µl/min/ml while normal brain permeability was unchanged.

Two studies have used perfusion CT to study pharmacological interventions in colorectal cancer. Falk et al. used perfusion CT as one of a range of techniques to assess the impact on tumor perfusion produced by BW12C, an agent that aimed to increase the efficacy of bioreductive chemotherapy by increasing tissue hypoxia through modulation hemoglobin oxygen affinity (8). The study group was composed of patients with metastatic colon cancer. Marked reductions in perfusion were seen in some tumors, particularly if perfusion levels were high prior to treatment. The study concluded that the reduction in perfusion produced would reduce delivery of the agent and so reduce efficacy. More recently, perfusion CT has been used in patients with rectal cancer to confirm the antivascular effects of bevacizumab, a VEGF-specific antibody (24). With bevacizumab monotherapy, perfusion and relative blood volume fell by means of 34.6% and 26.5%, respectively, in line with a 47% reduction in microvascular density on tumor biopsy. Changes in permeability were highly variable. There was no significant reduction in fluorodeoxyglucose (FDG) uptake on PET during monotherapy, but FDG uptake did fall when the agent was used in combination with chemoradiation.

The potential for functional CT to assess the activity of lymphoma was studied by Dugdale et al. (21). Perfusion values were found to be higher in masses containing active disease, with values below 20 ml/min/100 ml being found only in inactive disease. Serial perfusion measurements were made in two patients. In one, perfusion fell from 70 ml/min/100 ml to 18 ml/min/100 ml in parallel with the change from active to inactive disease by retrospective clinical assessment. In another, persistently active disease was accompanied by persistently raised perfusion (56 and 46 ml/min/100 ml). Permeability measurements did not appear to correlate with disease activity in group studies while serial studies found variable changes in permeability in association with therapeutic response.
The potential for perfusion CT to evaluate treatment response in lung cancer has been emphasized by two recent studies. Choi et al. describe seven patients who underwent follow-up measurements of peak tumor enhancement in residual masses of small cell cancer following chemotherapy (39). Peak enhancement values increased in four, decreased in one, and were unchanged in two. All four patients showing an increase in enhancement were reported to demonstrate improvement. As part of a larger study, Kiessling et al. present a single case of non-small-cell lung cancer in which a partial response on size criteria was associated with a reduction in perfusion (42).

The above studies suggest that CT measurements of capillary permeability may have value for assessing pharmacological response in brain tumors. However, the data from rectal cancer and lymphoma raise questions about the value of permeability measurements in extracranial tumors. The data on changes in perfusion and peak enhancement following therapy are encouraging, but more studies are needed to address unanswered questions concerning the meaning of perfusion changes after therapy. For drug treatments that target the tumor vasculature, in many cases a reduction in perfusion appears to indicate efficacy. However, more studies are required to determine whether this case will hold for other drug classes and tumor types.

### 7.2.2 Radiotherapy

The feasibility of using functional CT for demonstrating the physiological effects of radiotherapy was first demonstrated by Harvey et al. (26, 43). Within the prostate gland, measurements within 1–2 weeks of radiotherapy demonstrated increases in perfusion, blood volume, and permeability of 116%, 35%, and 33%, respectively. All three parameters remained elevated at 6–12 weeks. However, the regions of interest for analysis may have encompassed tumor and normal prostate gland and therefore it is possible that a differential response between tumor and prostate tissue may have masked any therapeutic response. Bondestam et al. subsequently used perfusion CT to monitor the effect of iodine-125 brachytherapy on the perfusion of cerebral meningioma in six patients (44). At 3 months following therapy, mean perfusion within the center of the tumors had fallen by 41% (from 231 to 224 ml/min/100 g) with a further reduction to 68.7 ml/min/100 g at 1 year.

### 7.2.3 Other Therapies

Perfusion CT has also been used to evaluate changes in hepatic perfusion following transcatheter arterial chemoembolization of liver tumors using adriamycin and lipiodol (45). Mean arterial values in four tumors fell from 90 ml/min/100 ml to 28 ml/min/ml. The potential utility of perfusion CT for monitoring laser thermal therapy of tumors has been demonstrated by a recent animal study (46). The mean decrease in tumor perfusion was 41 ± 14%. Hypocapnia produced an even greater reduction in tumor perfusion (64 ± 10%, $p < 0.001$) thereby minimizing heat dissipation through blood flow and producing a significantly larger thermal lesion.

### 8. PERFUSION COMPUTED TOMOGRAPHY/POSITRON EMISSION TOMOGRAPHY

Although introduced only recently, technologies that integrate CT and PET within a single imaging device are fast becoming the standard for delivery of clinical PET services. The CT component of these combined examinations generally involves an examination for attenuation correction and anatomical assignment of abnormalities identified
on PET and is therefore performed without contrast medium. However, there is a growing interest in the use of intravenous contrast media during PET/CT (47). Extending these applications for contrast media to include perfusion CT would enable anatomical information about tumors to be coregistered with perfusion data and metabolic information, such as glucose metabolism, in a single examination. The use of CT to assess perfusion as opposed to administration of a second PET tracer, such as $[^{15}\text{O}]{\text{H}_2}{\text{O}}$, avoids the need for an on-site cyclotron and depicts the perfusion data with higher spatial resolution. The analogous derivations of the SPV for CT contrast enhancement and the SUV for FDG uptake facilitate comparisons between these parameters and development of combined indices. Such combined data have the potential for improved prediction and subsequent measurement of therapeutic response. However, experience of performing perfusion CT during PET/CT is limited and there is a need for further development work to optimise protocols.

8.1 Perfusion Computed Tomography/Positron Emission Tomography and Prediction of Response

The separate applications of perfusion CT and FDG-PET to prediction of outcome in head and neck cancer illustrate the synergies that could be obtained by combining the techniques into a single examination. As discussed above, low perfusion as assessed by CT was found to be an independent predictor for poor local control following treatment (38). In a separate study, Allal et al. demonstrated that high FDG uptake in head and neck cancer pretreatment was also an independent predictor for poor local control and reduced disease-free survival (48). Tumor adaptation to hypoxia provides an explanatory link between these findings.

The reduced delivery of oxygen associated with poor tumor vascularization and low perfusion results in hypoxia. Hypoxia-inducible factors (HIFs), such as HIF-1α and HIF-2α, are important mediators of the tumor metabolic response to hypoxia. They increase the transcription of several molecules that adapt the tumor to its hypoxic environment, simultaneously promoting tumor aggression and resistance to chemotherapy and radiotherapy (49). The degree of adaptation to hypoxia is likely to be of greater prognostic significance than the presence of hypoxia itself. Although the demonstration of reduced tumor perfusion may imply tumor hypoxia, perfusion measurements alone cannot assess the level of adaptation to hypoxia.

Increased HIF activity also increases expression of glucose transporters and promotes anerobic glycolysis (49). However, increased HIF activity can also occur as a consequence of oncogene mutations, resulting in not only increased glucose metabolism but also increased angiogenesis and perfusion (49). Hence increased glucose metabolism in a tumor may reflect hypoxia, oncogene mutation, or both and FDG-PET alone will be unable to distinguish between these possible tumor phenotypes.

The balance between glucose metabolism and perfusion will more closely reflect tumor adaptation to hypoxia, and hence the likely resistance to treatment, than either alone. High FDG uptake with high perfusion would therefore represent a different biological status of the tumor than high FDG uptake with low perfusion, the latter indicating adaptation to hypoxia. Perfusion CT with FDG-PET would enable this balance to be assessed using techniques available in routine clinical practice. Perfusion
CT with PET measurements of hypoxia could also be combined using tracers such as $^{18}$F-fluoromisonidazole (as discussed in Chapter 4).

### 8.2 Perfusion Computed Tomography/Positron Emission Tomography and Tumor Response

Measurements of perfusion and glucose metabolism have each been advocated as techniques for evaluation of the functional response of tumors to treatment. However, studies in which both parameters have been measured before and after treatment show that perfusion and glucose metabolism may not change in parallel in response to therapy (23–25, 50) (Fig. 2). In three of these four studies, the alterations in perfusion were of greater magnitude than the change in glucose metabolism. Although performed on separate imaging systems, the study of Willett et al., demonstrating differential perfusion CT and FDG-PET responses to the VEGF-antibody bevacizumab emphasizes the benefits of combining perfusion CT with FDG-PET (24). Uncoupling of flow and metabolism appears to be particularly likely following antivascular therapy, probably reflecting drug-induced hypoxia and secondary stimulation of glucose metabolism (see Section 8.1). In a study of locally advanced breast cancer treated with neoadjuvant chemotherapy, perfusion increased in tumors failing to respond to treatment but decreased in tumors that subsequently proceeded to partial or complete response (25). On the other hand, a study of androgen-independent prostate cancer treated with thalidomide demonstrated a negative correlation between PSA response and change in perfusion (50). Thus, the relative magnitude of changes in tumor perfusion and glucose metabolism in response to therapy may depend upon both tumor type and treatment regime. By implementing perfusion CT on integrated PET/CT systems, it will be possible to monitor changes in both functional parameters, as well as any morphological change, in a single examination.

**Fig. 2.** Conventional CT, perfusion CT, and FDG-PET studies before and after therapy from a patient with two tumors in the right leg. There are differential morphological and physiological responses to therapy. Tumor areas have reduced by 85% and 83% respectively whereas tumor perfusion has changed little (−12% and +3%). There have been moderate reductions in glucose metabolism (42% and 62%), possibly exaggerated by partial volume effects. (See color plate.)
9. SUMMARY

An ideal marker of tumor response to therapy would (1) accurately and reproducibly distinguish responding patients from those demonstrating no response or progressive disease, (2) identify nonresponders either before treatment or early in their course of treatment, so that the morbidity of ineffective therapy can be avoided, and (3) produce sufficient benefit at low cost. The capabilities of perfusion CT as outlined in Table 3 indicate that perfusion CT could fulfill many of these requirements, offering a widely available, low-cost adjunct to existing methods for evaluating treatment response in a broad range of tumors.
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1. INTRODUCTION

During the past 10 years, positron emission tomography with the glucose analog fluorodeoxyglucose (FDG PET) has evolved from a research tool to a clinical test that is used for diagnosis and staging of a variety of malignant tumors. More recently FDG PET has been evaluated for monitoring tumor response to therapy. Most of these studies have used FDG PET after completion of therapy in order to differentiate between viable tumor and therapy-induced fibrosis. However, there are also encouraging data that FDG PET may be used to predict tumor response during therapy. This chapter summarizes the results of recent studies on treatment monitoring by FDG PET and discusses potential clinical applications. Different approaches for quantitative analysis of FDG PET studies are also reviewed, since monitoring tumor response by FDG PET frequently relies on quantifying tumor metabolic activity over time. To put the results achieved by FDG PET in a more general context, the current clinical practice of assessing tumor response and its scientific background are briefly discussed.
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2. LIMITATIONS OF CURRENT TECHNIQUES TO MONITOR ANTICANCER THERAPY

Conventional criteria for monitoring cytotoxic therapy of malignant tumors are defined by therapy-induced reduction of tumor size, generally measured by radiological techniques. The World Health Organization (WHO) has defined standardized criteria for assessment of tumor response. These criteria request that the size of the tumor has to be measured in two perpendicular diameters. Tumor response was defined as a therapy-induced reduction of the product of these two diameters by at least 50% (1).

Given the broad acceptance of the WHO response criteria it is interesting to look at the data that formed the basis for their definition. In the publication of the response criteria in 1981 (1), the major reference for justifying a 50% decrease in tumor size as a criterion for tumor response is a study performed by Moertel and Hanley in 1976 (2). In this study wooden spheres were placed on a soft mattress and covered with a layer of rubber foam. Then 16 experienced oncologists measured the diameters of these spheres in random order using rulers or calipers. In a detailed analysis Moertel and Hanley point out that due to measurement errors the size of identical spheres differed by at least 25% in 25% of the measurements but by at least 50% in only 6.8% of the measurements. Thus, using a 25% decrease of lesion size as a criterion for tumor response would bear the risk of an unacceptable high rate of “responses” (25%) when the tumor was in fact unchanged in size. The false-positive rate would only be 6.8% when a decrease of lesion size by 50% was used as a criterion. This false-positive rate was considered acceptable and a 50% decrease of tumor size was recommended as a criterion for response in clinical studies.

This recommendation has been accepted by the panel defining the WHO criteria and has then been translated without further evaluation to all modern imaging techniques. More recently new “Response Evaluation Criteria for Solid Tumors” (RECIST) have been introduced by the National Cancer Institute (NCI) and the European Association for Research and Treatment of Cancer (EORTC). It includes requirements for measuring lesion size in clinical trials for different imaging techniques (e.g., minimum lesion size). However, the criteria for a tumor response have been essentially unchanged. The only major change is that the bidimensional measurements required by the WHO criteria have been replaced by unidimensional measurements (3). The new criteria define response as a 30% decrease of the largest diameter of the tumor. For a spherical lesion this is equivalent to a 50% decrease of the product of two diameters. Thus, when tumors are currently evaluated after therapy by magnetic resonance imaging (MRI) or multislice computed tomography (CT) the criteria for response stem from an experiment performed more than 25 years ago, which determined the accuracy by which physicians could measure tumor size by palpation.

In addition to radiological criteria tumor response can also be evaluated histopathologically. A histopathological response is commonly defined by the percentage of viable tumor relative to therapy-induced fibrosis. This percentage is expressed as a regression score. The most commonly used histopathological regression score is probably the Salzer–Kuntschik score for osteosarcomas (4). Similar scoring systems of tumor response have been established for other tumor types such as non-small-cell lung cancer (5), esophageal cancer (6), and gastric cancer (7). Histopathological regression scores
have shown a close correlation with survival. In particular, patients with no or only minimal (less than 10%) residual tumor have been found to have a markedly improved prognosis (5–8). Therefore, a histopathological response is often used as the gold standard for the evaluation of imaging techniques. However, complete resection of the tumor is necessary for a valid histopathological response evaluation. Thus, histopathological response can be determined only at the end of therapy and cannot be used to modify treatment. For these reasons there is a clear need for techniques that allow noninvasive monitoring of tumor response early in the course of therapy.

3. MONITORING OF TUMOR RESPONSE BY $^{[18\text{F}]}$FLUORODEOXYGLUCOSE POSITRON EMISSION TOMOGRAPHY: METHODOLOGICAL CONSIDERATIONS

3.1 Visual Interpretations versus Quantitative Measurements of Tumor Glucose Utilization

For staging of malignant tumors FDG PET scans are assessed visually, and focally increased FDG uptake not explained by the normal biodistribution of FDG is considered to be suspicious for metastatic disease. In a similar way PET scans may also be read after completion of chemotherapy or radiotherapy. Uptake of FDG should have normalized at this time and focal FDG uptake generally indicates residual viable tumor tissue. As described in Section 4.1 there are now numerous studies in malignant lymphoma as well as several solid tumors indicating that focal FDG uptake after therapy is a relatively specific sign for viable tumor tissue and is associated with a poor prognosis. Quantitative analysis is frequently not required at this time to make the diagnosis of residual tumor tissue. However, quantitative assessment of tumor metabolism is frequently necessary when FDG PET scans are performed during treatment in order to predict subsequent tumor response. At this time the metabolic activity of the tumor tissue has decreased in responders, but generally there will still be considerable residual FDG uptake (Fig. 1). In a recent study Wieder et al. (9) evaluated the time course of changes in tumor FDG uptake in patients with locally advanced esophageal cancer treated with chemoradiotherapy followed by surgical resection; FDG PET was performed prior to chemoradiotherapy, 2 weeks after initiation of therapy, and 3–4 weeks after completion of chemoradiotherapy. After the third PET scans the tumors were resected and tumor response was assessed histopathologically. In the baseline scan there was no significant differences between the FDG uptake of responding and nonresponding tumors. At the time of the first follow-up scan (at a radiation dose of 15–20 Gy) FDG uptake of responding tumors had significantly decreased ($p < 0.001$). However, most of the tumors still showed marked focal FDG uptake at this time. The intensity of tumor FDG uptake in histopathological responders (SUV 5.3 ± 2.1) was not significantly different from histopathological nonresponders (SUV 6.7 ± 2.1, $p = 0.11$). In contrast, the relative decrease in FDG uptake from the baseline scan to the first follow-up scan was more than two times larger for histopathological responders than for nonresponders (44% versus 20%, $p = 0.0055$). At the time of the third, preoperative scan FDG uptake of the histopathologically responding tumors had almost decreased to background levels [standardized uptake value (SUV) 2.7 ± 0.8].
3.2 Factors Influencing Quantitative Measurements of Tumor Glucose Use by $[^{18}\text{F}]$Fluorodeoxyglucose Positron Emission Tomography

Quantification of tumor metabolic activity by FDG PET is complicated by the fact that several factors (10) other than tumor glucose use have an impact on the FDG signal. Partial volume effects can cause a marked underestimation of the true activity concentration within smaller tumors (11). Of note, the activity concentration may be considerably underestimated even in large tumors due to heterogeneous FDG uptake. It is also necessary to consider that FDG uptake of malignant tumors is time dependent. Thus SUVs will generally be considerably higher at later than at earlier time points. For example, the SUV of gastric cancers has been shown to increase by 50% between 40 min and 90 min postinjection (12). Plasma glucose levels have a significant influence on tumor FDG uptake, since FDG and glucose compete for glucose transport and phosphorylation by hexokinase (13). Considering all these factors it becomes clear that it is challenging to quantify tumor glucose utilization by FDG PET in a clinical setting. Therefore, quantitative measurements of tumor FDG uptake have been criticized and it has been suggested that SUV stands for “silly useless value” (14) and not standardized uptake value. However, this does not mean that it is equally difficult to measure
relative changes in tumor glucose utilization over time. In this case only an intraindividual comparison of two studies is performed. This significantly reduces the number of factors that may confound the FDG signal (15). Several recent studies have shown that changes in FDG uptake during chemotherapy or chemoradiotherapy are significantly correlated with patient survival (see Section 4.2).

Although calculation of SUVs is straightforward, it is necessary to follow a strict protocol for data acquisition and analysis and to check the calculated values for consistency. Frequent sources of error in calculating SUVs are listed in Table 1. To check for errors in the calculation of SUVs changes in FDG uptake should also be evaluated visually. For this it is helpful to review the baseline and the follow-up study side by side and to normalize the display of both studies to the same maximum. If there are marked differences in the FDG uptake of normal organs an error in the calculation of the SUVs in one of the studies is very likely. For comparison of the baseline and the follow-up study the intensity of liver FDG uptake can provide helpful orientation, since the SUVs of normal liver show only a very low variation over time (16).

### Table 1
Common Sources of Errors in the Measurement of Standardized Uptake Values (SUVs)

<table>
<thead>
<tr>
<th>Error</th>
<th>Effect on tumor SUV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paravenous FDG injection, residual activity in the syringe</td>
<td>Incorrectly low SUV because the area under the plasma time activity curve is lower</td>
</tr>
<tr>
<td>No decay correction of the injected activity</td>
<td>Incorrectly low SUV</td>
</tr>
<tr>
<td>Incorrect cross-calibration of scanner and dose calibrator</td>
<td>Incorrectly low or high SUV, depending on the error of the calibration factor</td>
</tr>
<tr>
<td>Variable uptake period (time between injection and imaging)</td>
<td>The longer the uptake period, the higher the SUV</td>
</tr>
</tbody>
</table>

3.3 Which Degree of Change in Tumor Metabolic Activity Is “Significant”?

Unfortunately there are currently no generally accepted criteria for a “metabolic response” in FDG PET. The EORTC published preliminary criteria for assessment of tumor response in 1999 (17). However, at that time only a limited amount of data on the use of FDG PET for treatment monitoring was available. Since then numerous studies on treatment monitoring with FDG PET have been published and there is now a great need to standardize the criteria used for monitoring anticancer therapy with FDG PET.

Based on the reproducibility of the FDG signal in untreated tumors relative changes of approximately 20% are very unlikely to be due to measurement errors or spontaneous fluctuations of tumor metabolic activity (18, 19). This applies to measurements of SUVs as well as to measurements of FDG flux ($K_i$) by Patlak–Gjedde analysis. However, it is important to note that this criterion is only valid for tumors with sufficient baseline metabolic activity. In our study evaluating 50 lesions in 16 patients the 95% normal
range for these differences in SUV was ± 0.9. According to these data a change in SUV can be considered to be significant only when the difference between the baseline and the follow-up scan is more than 0.9 (baseline SUV approximately 5) (19).

These data establish the minimal effect of treatment on tumor metabolic activity that can be assessed by FDG PET. However, a measurable change in metabolic activity does not necessarily imply that treatment has a beneficial effect for the patient. We have therefore recently evaluated the prognostic implications of a measurable change in tumor glucose utilization in patients with advanced non-small-cell lung cancer who were treated with palliative platinum-based chemotherapy. A “metabolic response” in PET was prospectively defined as a decrease of the SUV of the primary tumor by at least 20%. A total of 57 patients were included in the study and 28 tumors showed a metabolic response after the first chemotherapy cycle. Median progression-free survival of metabolic nonresponders was only 1.8 months versus 5.9 months for metabolic responders. Median overall survival of metabolic responders was 8.4 months and only 5.0 months for metabolic nonresponders (20). These data indicate that a measurable change in tumor FDG uptake after the first cycle of chemotherapy is associated with a palliative effect of therapy.

Other threshold values for definition of a metabolic response are necessary when chemotherapy is used with a curative intent. For example, in patients with high grade malignant lymphomas a mean decrease of FDG uptake by more than 45% has been observed within 24 h after the administration of the first dose of chemotherapy (21). In patients with solid tumors treated by preoperative chemotherapy a change in FDG uptake of 35–50% (9, 20, 22–25) within the first weeks of chemotherapy has been found to provide the highest accuracy for prediction of histopathologically complete or subtotal tumor regression (see Table 2). These differences in the changes of tumor FDG uptake in different clinical situations are not unexpected since the degree of tumor response to treatment is also clearly different. While chemotherapy induces only a minor reduction of tumor size in palliative treatment of non-small-cell lung cancer, a decrease of FDG uptake of more than 50% has been consistently associated with a substantially improved survival in patients with advanced non-small-cell lung cancer treated with chemoradiotherapy (20, 24). The differences in the changes of tumor FDG uptake in different clinical situations are not unexpected since the degree of tumor response to treatment is also clearly different. While chemotherapy induces only a minor reduction of tumor size in palliative treatment of non-small-cell lung cancer, a decrease of FDG uptake of more than 50% has been consistently associated with a substantially improved survival in patients with advanced non-small-cell lung cancer treated with chemoradiotherapy (20, 24).

<table>
<thead>
<tr>
<th>Tumor</th>
<th>Reference</th>
<th>Year</th>
<th>N</th>
<th>Criteria</th>
<th>Median survival</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lymphoma</td>
<td>Kostagoglu (22)</td>
<td>2002</td>
<td>30</td>
<td>visual</td>
<td>24</td>
<td>5</td>
</tr>
<tr>
<td>Esophagus</td>
<td>Weber (72)</td>
<td>2001</td>
<td>37</td>
<td>-35%</td>
<td>48</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>Wieder (9)</td>
<td>2004</td>
<td>22</td>
<td>-30%</td>
<td>38</td>
<td>18</td>
</tr>
<tr>
<td>Gastric</td>
<td>Ott (24)</td>
<td>2002</td>
<td>35</td>
<td>-35%</td>
<td>48</td>
<td>17</td>
</tr>
<tr>
<td>Head and neck</td>
<td>Brun (25)</td>
<td>2002</td>
<td>47</td>
<td>-50%</td>
<td>120</td>
<td>40</td>
</tr>
<tr>
<td>Lung</td>
<td>Weber (20)</td>
<td>2003</td>
<td>57</td>
<td>-20%</td>
<td>9</td>
<td>5</td>
</tr>
</tbody>
</table>

*p value for nonresponders vs. responders.

Table 2: Prognostic Relevance of Quantitative Changes in Tumor Fluorodeoxyglucose Uptake during Chemotherapy or Chemoradiotherapy

*a Progression-free survival; otherwise overall survival.

*b Chemoradiotherapy; otherwise chemotherapy.
cancer it reduces the viable tumor cell mass by more than 90% in patients with a histopathological response to preoperative therapy and it cures many patients with high-grade malignant lymphomas (i.e., it eliminates 100% of the tumor cells). Thus, the interpretation of a metabolic response in FDG PET will necessarily depend on the clinical context.

### 3.4 When Should \( ^{18}\text{F}\) Fluorodeoxyglucose Positron Emission Tomography Scans Be Performed to Assess or Predict Treatment Response?

When FDG PET is performed after completion of potentially curative chemotherapy or radiotherapy only small amounts of residual viable tumor may be present. In this situation differentiation between “responders” and “nonresponders” by FDG PET can be challenging. To achieve the highest sensitivity for detection of residual tumor tissue FDG PET should therefore be performed as late as possible after completion of therapy in order to enhance the detection of residual tumor tissue. In our experience, a waiting period of 4–6 weeks after completion of therapy is a reasonable compromise. Imaging at later time points would probably improve the accuracy of FDG PET for detection of residual tumor tissue, but is frequently of limited clinical relevance.

*In vitro* studies have suggested that chemotherapy and radiotherapy may cause a “metabolic flare phenomenon” (26, 27). In these *in vitro* studies, however, FDG uptake was measured per surviving cells after chemotherapy or radiation therapy. This differs from the clinical situation, where the change in the PET signal is determined by a combination of decreased FDG uptake due to cancer cell death plus potentially increased FDG uptake by surviving tumor cells. In clinical studies a mild to moderate increase in tumor FDG uptake has been observed only in the first hours after high-dose radiotherapy of brain tumors (28, 29). A “metabolic flare” phenomenon has also been observed in metastatic breast cancer treated with tamoxifen and was associated with a good response to therapy. This initial increase in tumor metabolic activity is likely due to the partial estrogen-like stimulatory activity of this antiestrogen, which may be particularly apparent during the initial days of treatment when its levels are still low (30).

### 3.5 Monitoring Radiotherapy or Chemoradiotherapy with \( ^{18}\text{F}\) Fluorodeoxyglucose Positron Emission Tomography

Radiotherapy often causes inflammatory reactions, which has raised concerns about using FDG PET for assessment of tumor response to radiotherapy or chemoradiotherapy. It has frequently been recommended that FDG PET should not be performed until several months after completion of radiotherapy. However, there is a surprising lack of data to support this recommendation. Although there is no doubt that radiation-induced inflammation accumulates FDG, the intensity of FDG uptake is often considerably lower than in untreated primary tumors. Furthermore, the configuration of increased FDG uptake in radiation-induced inflammation is often markedly different from a malignant tumor. It is therefore frequently possible to differentiate between radiation-induced inflammation and residual tumor tissue (9, 31), especially when comparing a pretreatment with a posttreatment PET scan (Fig. 2).
4. CLINICAL STUDIES ON TREATMENT MONITORING WITH $^{18}$F-FUORODEOXYGLUCOSE POSITRON EMISSION TOMOGRAPHY

4.1 Assessment of Tumor Response after Completion of Therapy

4.1.1 Malignant Lymphoma

Anatomic imaging modalities often reveal residual masses after completion of therapy for lymphoma. It is very difficult to assess whether this represents viable tumor or fibrotic scar tissue. Even biopsy may be inaccurate because residual masses frequently contain a mixture of viable tumor cells and fibrosis, which may cause false-negative results. The clinical value of FDG PET in detecting residual viable tumor tissue has been demonstrated for Hodgkin’s disease and high-grade non-Hodgkin’s lymphoma. Jerusalem et al. were the first to demonstrate in a larger series of patients that focal FDG uptake in a residual mass is associated with a poor outcome (32). These findings have been confirmed by several studies published in the past 5 years (Table 3). In one of the largest series Zinzani et al. report on 75 patients with Hodgkin’s disease or aggressive non-Hodgkin’s lymphoma who were studied after chemotherapy (33). Four out of five (80%) patients who were positive in PET, but negative in CT, relapsed, as compared with 0 out of 29 patients who were negative in PET, but positive in CT. Among the 41 patients with a residual mass in CT, 10 out of 11 (91%) who were PET positive relapsed, as compared with 0 out of 30 who were PET negative. The relapse-free 1-year survival

![Fig. 2.](image) By comparing the baseline and the follow-up scan radiation-induced inflammation can frequently be differentiated from viable tumor tissue. This patient with esophageal cancer (arrow) was studied by FDG PET prior to and after completion of chemoradiotherapy. In the posttherapeutic scan there is linear uptake along the esophagus (arrowheads). The pattern of FDG uptake allows differentiation between residual tumor and esophagitis.
rates were 9% and 100% for patients with and without metabolically active lesions in PET.

The treatment and prognosis of Hodgkin’s disease and non-Hodgkin’s lymphoma are clearly different, and recently PET studies have been published taking these differences into account. De Wit et al. (34) compared PET with CT in 37 patients after treatment for Hodgkin’s lymphoma. The sensitivity of FDG PET to predict disease-free survival was 91%. Surprisingly the specificity of FDG PET was only 69%. However, six patients underwent additional radiotherapy after the PET scan. These patients might have had residual disease at the time of the PET scan that was controlled by radiotherapy. Another study focusing on Hodgkin’s disease included 28 patients with a residual mediastinal mass of at least 2 cm after initial therapy or after salvage chemotherapy (35). A PET-negative mediastinal tumor was observed in 19 patients, of whom 16 remained in remission and 3 patients relapsed. In 6 out of 10 patients with a positive PET, progression of disease or relapse occurred, whereas 4 patients remained in remission.

Several studies also addressed the role of FDG PET for treatment evaluation in high-grade non-Hodgkin’s lymphoma (NHL). Mikhaeel et al. (36) reported on 49 patients with aggressive NHL. The results of posttreatment PET were well correlated with patient outcome, with relapse rates of 100% (9 of 9) for positive PET scans and only 17% (6 of 36) when the PET was negative. The relapse rate was 100% for positive PET and only 18% for negative PET, compared with 41% and 25% for patients with

<table>
<thead>
<tr>
<th>Tumor</th>
<th>Reference</th>
<th>Year</th>
<th>N</th>
<th>Responder</th>
<th>Nonresponder</th>
<th>p value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lymphoma</td>
<td>Spaepen (37)</td>
<td>2001</td>
<td>93</td>
<td>&gt;46</td>
<td>7</td>
<td>&lt;0.001a</td>
</tr>
<tr>
<td></td>
<td>Weihrauch (35)</td>
<td>2001</td>
<td>28</td>
<td>&gt;50</td>
<td>3</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>Spaepen (38)</td>
<td>2003</td>
<td>60</td>
<td>&gt;60</td>
<td>30</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>Schot (39)</td>
<td>2003</td>
<td>46</td>
<td>&gt;30</td>
<td>8</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td>Kumar (56)</td>
<td>2004</td>
<td>19</td>
<td>&gt;30</td>
<td>9</td>
<td>&lt;0.001a</td>
</tr>
<tr>
<td></td>
<td>Zinzani (33)</td>
<td>2004</td>
<td>75</td>
<td>&gt;15</td>
<td>9</td>
<td>&lt;0.001a</td>
</tr>
<tr>
<td>Esophagus</td>
<td>Flamen (41)</td>
<td>2002</td>
<td>36b</td>
<td>&gt;34</td>
<td>7</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Swisher (44)</td>
<td>2004</td>
<td>103b</td>
<td>&gt;24</td>
<td>15</td>
<td>0.01</td>
</tr>
<tr>
<td>Lung</td>
<td>Mac Manus (45)</td>
<td>2003</td>
<td>73b</td>
<td>&gt;36</td>
<td>12</td>
<td>0.001</td>
</tr>
<tr>
<td></td>
<td>Hellwig (46)</td>
<td>2004</td>
<td>47b</td>
<td>56</td>
<td>19</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Head/Neck</td>
<td>Kunkel (55)</td>
<td>2003</td>
<td>35b</td>
<td>&gt;60</td>
<td>18</td>
<td>0.002a</td>
</tr>
<tr>
<td>Cervix</td>
<td>Grigsby (51)</td>
<td>2003</td>
<td>152b</td>
<td>&gt;60</td>
<td>30</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Soft tissue sarcomas</td>
<td>Schuetze (52)</td>
<td>2005</td>
<td>47</td>
<td>&gt;100</td>
<td>40</td>
<td>0.02</td>
</tr>
</tbody>
</table>

*aProgression free survival; otherwise overall survival.
bChemoradiotherapy; otherwise chemotherapy.
positive and negative CT, respectively. In a larger series, including 93 patients with non-Hodgkin’s lymphoma, Spaepen et al. (37) evaluated PET in predicting relapse after first-line treatment. A normal FDG PET scan was found in 67 patients; within a median follow-up of 22 months, 56 out of 67 remained in complete remission and 11 of 67 patients relapsed with a median progression-free survival of 13 months. Persistent abnormal FDG uptake was seen in 26 patients, and all of them relapsed with a median progression-free survival of only 2 months.

[18F]Fluorodeoxyglucose positron emission tomography also appears to be helpful in the evaluation of patients prior to high-dose chemotherapy and stem cell transplantation (38). In a retrospective study of 60 patients with induction failure or relapsing chemosensitive lymphoma the findings in FDG PET were significantly correlated with progression-free and overall survival. Thirty patients showed a negative FDG PET scan before high-dose chemotherapy; 25 of those remained in complete remission, with a median follow-up of 50 months. Only 3 patients had a relapse after a negative FDG PET scan. Persistent abnormal FDG uptake was seen in 30 patients and 26 progressed; of these 26, 16 died from progressive disease. Schot et al. (39) studied 46 patients with Hodgkin’s disease and NHL prior to stem cell transplantation. Progression-free survival at 2 years was 62% for PET-negative patients versus 32% for PET-positive patients.

In summary, persistent increased FDG uptake in initially involved tumor sites in patients with Hodgkin’s disease or non-Hodgkin’s lymphoma is highly predictive for residual or recurrent disease. If PET shows areas of increased FDG outside the initially involved sites the differential diagnosis includes inflammation, bone marrow stimulation, or thymic hyperplasia. Minimal residual disease can still be present in patients with a negative PET scan and result in subsequent late relapses.

4.1.2 Esophageal Cancer

In patients with esophageal cancer residual FDG uptake after chemoradiotherapy appears to be a specific marker for viable residual tumor tissue and is associated with a poor prognosis. Brucher et al. (40) studied 27 patients with locally advanced squamous cell carcinomas of the esophagus before neoadjuvant chemoradiotherapy and 3–4 weeks after completion of therapy. Therapy-induced reduction of tumor FDG uptake was 72% for histopathological responders compared to 42% for nonresponders. Using a threshold of 51% SUV decrease of baseline resulted in a sensitivity of 100% and a specificity of 52% for PET assessment of tumor response. Tumor response assessed by PET was also a strong prognostic factor. Median survival of PET responders was 23 months compared with just 9 months in PET nonresponders. The prognostic relevance of FDG PET has been confirmed in three recent clinical trials. Flamen et al. studied 36 patients with esophageal cancer before and 3–4 weeks after completion of preoperative chemoradiotherapy (41). Using visual analysis of FDG PET scans this group obtained a sensitivity of 71% and specificity of 81% for PET assessment of histopathological response. Patients classified as nonresponders in FDG PET had a median survival of only 8 months compared with more than 24 months for PET responders. In a relatively small group of 17 patients studied before and after neoadjuvant chemoradiotherapy the 2-year survival rate of PET responders, defined as a greater than 60% decrease in FDG uptake, was 63% compared with 38% in PET nonresponders (42). In the largest study published so far Swisher et al. (43) evaluated 103 patients treated by preoperative chemoradiotherapy followed by surgical resection. The accuracy of FDG PET to predict
histopathological response was compared with CT and endoscopic ultrasound. Post-chemoradiotherapy PET SUV equal to or greater than 4 had the highest accuracy for pathological response (76%). Univariate and multivariate Cox regression analysis demonstrated that a postchemoradiotherapy SUV equal to or greater than 4 was an independent predictor of survival (hazard ratio 3.5, \( p = 0.04 \)). This group has also studied the relationship between the amount of residual tumor tissue and the intensity of FDG uptake. Mean FDG uptake in the tumor bed was not different for patients with no residual viable tumor cells and patients with up to 10% viable tumor cells (44). Thus FDG PET cannot rule out residual microscopic disease after chemoradiotherapy of esophageal cancer.

### 4.1.3 Lung Cancer

MacManus et al. studied the use of FDG PET after chemoradiotherapy in patients with locally advanced non-small-cell lung cancer. Seventy-three patients were prospectively evaluated for tumor response to chemoradiotherapy by CT and FDG PET (45). Complete response in FDG PET was defined as normalization of all sites with abnormal FDG uptake and partial response as a significant reduction in FDG uptake of all known lesions without the appearance of new lesions. Tumor response assessed by FDG PET predicted better patient survival than response by CT criteria, the pretreatment tumor stage, or patient performance status. The correlation between tumor FDG uptake after chemoradiotherapy and patient outcome was confirmed in a recent study by Hellwig et al. (46). These investigators studied 47 patients after preoperative chemoradiotherapy. Patients were classified as responders if the SUV of the primary tumor was less than 4. Median survival after resection was greater than 56 months for PET responders and 19 months for PET nonresponders (\( p < 0.001 \)). In several studies FDG uptake after chemoradiotherapy and or changes during chemoradiotherapy have been correlated with histopathological tumor regression (47–50). All these studies report a significant correlation between the findings in FDG PET and histopathological tumor regression. The individual values for sensitivity and specificity, however, vary widely (58–100%). This is likely due to the fact that different criteria for a histopathological response were used in this study (no viable tumor cells, less than 10% viable tumor cells). Furthermore, the number of patients with a histopathological response was generally small in these studies; as a consequence, the values for the specificity of FDG PET to detect residual tumor tissue (nonresponders) must be interpreted with caution.

### 4.1.4 Other Tumors

The prognostic relevance of FDG PET after chemotherapy or chemoradiotherapy has been evaluated in several other tumor types. Grigsby et al. (51) retrospectively evaluated the FDG PET scans of 152 patients with carcinoma of the cervix. Positron emission tomography imaging was performed before and after chemoradiotherapy. Patients with a normal FDG PET scan after therapy were characterized by an excellent prognosis with a 5-year survival rate of 90%. In contrast, 5-year survival was only 45% in patients with persistent FDG uptake at the site of the primary tumors. If the post-therapeutic PET scan demonstrated new metastatic lesions, the prognosis of the patients was poor (5-year survival of 15%).

Schuetze et al. studied 46 patients with high-grade soft tissue sarcomas before neoadjuvant chemotherapy and again before surgery. Patients with a decrease of FDG
uptake by less than 40% were characterized by a poor prognosis. In 90% of these patients recurrent disease was diagnosed within 4 years. The 2-year overall survival rate was 80% for the 17 patients with a decrease in FDG uptake of at least 40%, but only 40% for patients with a decrease in FDG uptake of less than 40% (52). In patients with osteosarcoma and Ewing’s sarcoma changes in FDG uptake after neoadjuvant chemotherapy have been shown to be significantly correlated with histological tumor regression, which is one of the most important prognostic factors (53, 54).

4.2 Prediction of Tumor Response during Therapy

Several studies have indicated that measurements of changes in tumor SUVs during chemotherapy allow prediction of subsequent reduction of the tumor mass as well as of patient survival. The use of quantitative changes in tumor metabolism to predict the outcome of therapy goes back to a pioneering study by Wahl et al. in 1993 that evaluated tumor glucose utilization during chemohormonotherapy of breast cancer (57). The results of this study indicated that in responding tumor metabolic activity markedly changes within the first weeks of therapy. Subsequent studies by Jansson et al. (58) in breast cancer and by Findlay et al. in colorectal cancer (59) have also suggested that tumor glucose utilization is rapidly decreased by effective therapy. More recently the accuracy of FDG PET to predict response and patient survival has been evaluated in larger studies and other tumor types. The results of these trials are summarized in Table 2. In these studies FDG PET generally had a high negative predictive value for response and patients who did not show a significant decrease in FDG uptake early in the course of treatment were unlikely to benefit from continued therapy. Early identification of nonresponding patients is of great clinical importance since the response rates of common malignant tumors to chemotherapy are in the range of only 20–30% (60). This means that the majority of patients will be treated without significant benefit. Response rates to targeted therapy, e.g., EGFR kinase inhibitors, are even lower, in the range of 10–20% (61, 62). Early identification of nonresponding patients by PET imaging therefore has the potential to significantly reduce side effects and costs of ineffective therapy.

4.2.1 Breast Cancer

Neoadjuvant chemotherapy is increasingly used to treat patients with locally advanced breast cancer in order to increase the rate of curative resections. Additionally, patients with a histopathological response have significantly higher disease-free and overall survival rates than nonresponders (63).

Smith et al. evaluated the accuracy of FDG PET to predict histopathological response in 30 patients with locally advanced breast cancer undergoing preoperative chemotherapy (64). After a single cycle of chemotherapy, PET predicted complete pathological response with a sensitivity of 90% and specificity of 74%. In another study, Schelling et al. compared results from PET imaging with pathological response (65). After the first course of therapy, responding and nonresponding tumors could be differentiated by PET. In contrast, Mankoff et al. (66) found a large overlap between changes in metabolic activity in histopathological responders and nonresponders. This discrepant finding may be explained by the different timing of the PET scans. In the study by Mankoff et al. the follow-up PET scan was performed after 2 months of chemotherapy. After that period of time histopathological nonresponding tumors may
demonstrate a relatively large decrease in tumor size and FDG PET may be unable to
differentiate between small absolute differences in the amount of viable tumor cells.
Consistent with this explanation, Smith et al. (64) also observed that the accuracy of
FDG PET for prediction of tumor response was higher after the first cycle of chemother-apy than at later points in time. A similar trend has been observed by Wieder et al. in esophageal cancer (9).

4.2.2 Esophageal and Gastric Cancer

Most patients with gastric or esophageal cancer present with locally advanced
disease. To improve the rate of curative surgical resections, preoperative (neoadjuvant)
chemotherapy or chemoradiotherapy has been evaluated over many years. There is still
no consensus, however, as to whether neoadjuvant therapy improves patient survival
(67, 68). Nevertheless, data suggest that in patients responding to preoperative chemother-apy or chemoradiotherapy survival is significantly improved compared with surgical
treatment alone. This beneficial effect appears to be outweighed by the poor prognosis
of nonresponding patients (69–71). Therefore, early prediction of tumor response is of
particular importance in patients with esophageal and gastric cancer. We have studied
40 patients with locally advanced adenocarcinomas of the esophagogastric junction
who underwent preoperative (neoadjuvant) chemotherapy. [18F]Fluorodeoxyglucose
positron emission tomography imaging was performed at baseline and on day 14 of the
first cycle of chemotherapy. Changes in tumor FDG uptake were correlated with histo-
pathological response after 3 months of chemotherapy. Using a threshold of 35%
decrease of baseline metabolic activity histopathological response could be predicted
with a sensitivity and specificity of 89% and 75%, respectively. The 2-year survival of
patients responding to FDG PET imaging was 49%, compared with only 9% for PET
nonresponders (72). In a more recent study we prospectively applied the threshold of
35% SUV decrease from baseline in patients with gastric cancer (24). Forty-four
patients with locally advanced gastric cancer underwent serial FDG PET imaging; nine
patients were excluded from further analysis because of low tumor FDG uptake in the
baseline scan. In the remaining 35 patients the sensitivity and specificity of FDG PET
for prediction of histopathological response were 77% and 86%, respectively. The 2-
year survival was 90% for PET responders compared to 25% for PET nonresponders.
These data suggest that changes in tumor metabolic activity may be used to individual-
ize the use of chemotherapy in patients with esophageal and gastric cancer. Positron
emission tomography nonresponders may undergo salvage therapy; alternative thera-
peutic options include chemoradiotherapy or immediate surgical resection. Individual-
ization of preoperative chemotherapy for esophageal cancer is currently being evaluated
in the MUNICON trial. An interim analysis of this study has confirmed that FDG PET
allows selection of patients with a high probability of a histopathological response (73).
As an increasing number of second- and third-line chemotherapy regimens and targeted
anticancer treatments are emerging it will also become more and more feasible to
perform early treatment adjustments in patients who are identified as nonresponders in
FDG PET.

4.3 Monitoring Treatment with Protein Kinase Inhibitors

Protein kinases are enzymes that catalyze the transfer of a phosphate group to amino
acid residues of proteins. This phosphorylation activates or inhibits the functional activ-
ity of the target protein. Protein kinases play an essential role in cellular signaling in response to growth factors and other stimuli. Activating mutations of protein kinases regulating cellular proliferation and apoptosis have been observed in a large number of tumor types and are considered to be a key factor for the uncontrolled growth of cancer cells. Inhibition of protein kinases has therefore been extensively studied as an approach for “targeted” anticancer therapy. Landmark clinical trials of the protein kinase inhibitor imatinib in patients with chronic myeloid leukemia and gastrointestinal stromal tumors (GIST) (36) have proven the feasibility of this approach for treatment of cancer.

\[^{18}\text{F}\]Fluorodeoxyglucose positron emission tomography is particularly attractive for monitoring treatment with protein kinase inhibitors, since many signaling pathways targeted by protein kinase inhibitors also have a well-established role in regulating tumor glucose metabolism (75, 76). New techniques to monitor treatment with protein kinase inhibitors are urgently needed, since response rates, as assessed by routine anatomic measurements, to protein kinase inhibitors in the treatment of common solid tumors are low (10–20%). However, patients who do respond appear to benefit markedly from therapy with kinase inhibitors. For the further development and clinical application of protein inhibitors it will therefore be imperative to develop tests that allow prediction of tumor response to the inhibition of a particular kinase or to monitor the effectiveness of therapy early in the course of therapy.

\[^{18}\text{F}\]Fluorodeoxyglucose positron emission tomography has already been used in clinical studies to monitor the response of gastrointestinal stromal tumors to treatment with imatinib (77–79). Gastrointestinal stromal tumors are characterized by a mutationally activated KIT receptor tyrosine kinase, which is inhibited by imatinib (80). A marked reduction of tumor metabolic activity was noted as early as 24h after the first dose (77, 81). Moreover, extensive anatomical abnormalities observed by CT persisted at a time when metabolic alterations had already resolved. In a study of 21 patients with GIST or other soft tissue sarcomas (81), the decrease in FDG uptake after only 1 week of treatment with imatinib was closely correlated with patient outcome. Progression free survival at 1 year was 92% in patients who were classified as responders in PET (\(N = 13\), decrease in FDG uptake by more than 25%). In contrast, progression free survival at 1 year was only 12% for PET nonresponders (\(N = 8\), \(p < 0.005\)). These data suggest that FDG PET may become a valuable tool to monitor treatment with imatinib and potentially other protein kinase inhibitors.

5. SUMMARY AND OUTLOOK

\[^{18}\text{F}\]Fluorodeoxyglucose positron emission tomography has been evaluated in numerous studies to monitor tumor response in patients undergoing chemotherapy and chemoradiotherapy. Its clinical value for differentiation of residual or recurrent viable tumor and therapy-induced fibrosis or scar tissue has been well documented for malignant lymphomas and various solid tumors. Furthermore, there are now several reports suggesting that quantitative assessment of therapy-induced changes in tumor FDG uptake may allow prediction of tumor response and patient outcome very early in the course of therapy. In nonresponding patients treatment may be adjusted according to the individual chemosensitivity and radiosensitivity of the tumor tissue. This indicates
that FDG PET has an enormous potential to “personalize” treatment and to reduce the side effects and costs of ineffective therapy. Since new “targeted” forms of anticancer therapy (e.g., protein kinase inhibitors) are expected to be effective only in a relatively small subset of patients, early prediction of tumor response by FDG PET is expected to become even more important for clinical trials and patient management in the future.
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1. INTRODUCTION

While the ultimate goal of cancer treatment is to eliminate all evidence of the tumor’s presence, the more immediate goal of treatment with chemotherapy, radiation, and biological agents is to decrease the tumor’s ability to replicate and increase the death rate of cancer cells. This basis has inspired researchers to design and develop imaging approaches to assess tumor proliferation and, more importantly, a tumor’s response to new treatments. Such approaches, while still in development, may complement the routine imaging of tumor size now done as part of standard clinical care. In general, successful therapy should lead to declines in the size of tumors as reflected by techniques such as computed tomography (CT) and magnetic resonance imaging (MRI) (1, 2). While anatomic imaging is relatively straightforward and readily available, it has a number of limitations. First, it measures the size of the mass, but does not determine the cellularity or growth rate of the tumor. Second, after treatment, the tumor may
be left with a fibrotic mass that can persist even after successful treatment. While eventually a mass may decline in size after therapy, this can take many weeks to months for the cells to lyse and finally to be absorbed. Finally, when therapy is unsuccessful, it may take months for the failure of treatment to become apparent, since tumors may grow very slowly. In fact, the doubling time of most tumors is generally from 1 to 3 months (3). It is for these reasons that imaging cell proliferation is attractive to assess treatment response and for potential use to steer or change a course of therapy. This approach to positron emission tomography (PET) imaging may also complement imaging other aspects of tumor metabolism, such as energetics, protein and membrane synthesis, and apoptosis. Energetics imaging is most readily and widely done using 3′-fluorodeoxyglucose (FDG), yet other measures of metabolism may provide more rapid measurements of response in some situations (4, 5).

The best way to image response after therapy may depend on the treatment employed and the timing of the answer desired. The gamut ranges from simple anatomic imaging to determine if a patient has had a complete response to treatment with all visual disappearance of tumor as an indicator to complex kinetic modeling and agent fractional analysis to determine if a new targeted agent has simply blocked the main proliferation pathway.

One of the hallmarks of cancer is uncontrolled proliferation of cells. Over the years different approaches to measuring cell growth have been developed for in vitro and in vivo use. Each has its own benefits and limitations, with variations in the accuracy of providing a reflection of cell growth and the ease of conducting the measurement. When cells are grown in tissue culture, the simplest measure of growth is the quantitation of cell number over time; this can be done using a microscope or a flow cytometer. This type of measurement is analogous to measuring the size of a lesion using anatomic imaging techniques and is subject to many of the limitations, as discussed below. This constraint has led to more sophisticated and accurate biochemical and physiological approaches to the measurement of cell proliferation. Often the fraction of viable cells is measured using techniques such as staining with the tetrazolium dye MTT (3-[4,5-dimethylthiazol-2-yl]2,5-diphenyltetrazolium bromide) (6). Cells that take up and retain MTT must have an intact mitochondrial reduction system.

Once DNA synthesis was determined to be an essential part of cell growth and division, techniques for measuring DNA replication were developed. Radioactively labeled nucleosides were studied to better understand the biochemical pathways involved in DNA replication and these approaches were found to also provide a measurement of cellular proliferation (7). While DNA synthesis is restricted to proliferating cells, RNA synthesis is a continual process, driving the design of a probe that reflects the former without interference from the latter. The cytidine, adenine, and guanine nucleotides can be incorporated into RNA or DNA, while uracil and thymine are restricted and uniquely incorporated into either RNA or DNA, respectively (8). This cellular distinction has led to the consistent use of thymidine, the nucleoside produced from thymine, as a routine measure of DNA synthesis in the laboratory. Thymidine can be labeled with 3H or 14C and most of the label retained in the cell is present in DNA. While thymidine is rapidly catabolized (8), as discussed below, this is not a major issue in tissue culture where the metabolites are biologically removed leaving predominate activity in DNA. Translating knowledge and applications using labeled pyrimidines from the laboratory in tissue culture and animals for use in patients requires a thorough understanding of
the pharmacokinetics of the tracer and its retention in normal and tumor tissues. Studies by a number of investigators throughout the world have explored the promises and limitations of a number of tracers for DNA synthesis.

2. CELL CYCLE AND EXPERIMENTAL MEASUREMENTS OF DNA SYNTHESIS AND PROLIFERATION

As cells replicate they proceed through an orderly cycle through a DNA synthetic phase (S portion of the cycle) on to mitosis (M phase). These are separated by two gaps (G₁ and G₂, while G₀ represents a noncycling phase) (Fig. 1). In the clinic one of simplest measures of the aggressiveness of a tumor is the mitotic index (MI), the fraction of cells undergoing mitosis in a histological section. A limitation of this approach, like a number of the measures of cell growth, is that it requires a tissue specimen for evaluation. Tissue is regularly obtained as part of the initial diagnosis of a tumor, but infrequently repeated during the course of therapy. Common to other measurements based on biopsies, MI does not provide a measure of the variability of tumor growth from lesion to lesion in patients with metastatic disease. The small specimen used for histological analysis may not even provide an accurate sample from a large tumor mass.

Flow cytometry provides more quantitative information about the distribution of cells through the cycle by staining the cells and measuring the amount of DNA within each cell (Fig. 2) (9). This allows more precise measurement of the distribution of cells within the phases of the cell cycle and is most useful in measuring the percentage of cells in S and G₂ phases. The limitation of this approach is that the speed with which

![Cell Cycle Diagram](image)

**Fig. 1.** Cell cycle.
cells can transverse these different phases of the cell cycle can vary greatly, therefore providing more limited information on the overall doubling time of the cells. Furthermore, cells that are noncycling (G₀) are not differentiated from cells that are preparing to replicate (G₁), but still have the usual complement of diploid DNA.

The advent of tritium-labeled thymidine provided an approach to measuring cell growth that offers a more direct measure of the rate of replication of cells in culture in vivo (7). In tissue culture the incorporation of labeled thymidine is a simple approach to measuring cell growth. Cells are exposed to the labeled nucleoside for a short period of time, the unincorporated tracer and metabolites are removed, and the activity trapped in DNA is determined. In culture, most of the activity retained in growing cells is present as DNA, which can be validated by various extraction techniques. In vivo studies have been conducted with [³H]thymidine in animal systems and occasionally in patients (10). One major limitation of this technique is the need to obtain tissue samples. Monitoring treatment response requires repeated biopsies and small biopsies may not be representative of the bulk of the tumor or multiple metastatic sites. Another major limitation, discussed below, is the catabolism of thymidine. While rapid catabolism may limit the tracer available to the tumor for labeling, the presence of metabolites is not a major problem, since it is possible to remove those with extraction or from histological specimens. In patients the amount of [³H]thymidine that can be injected is a significant limitation, providing levels of tracer too low for simple scintillation counting on a regular basis. This has led to the establishment of the labeling index (LI), an indicator that measures the fraction of cells in S phase (7). Injection of labeled thymidine, biopsy of the tumor, preparation of histological sections, and then placement of photographic emulsion on the slide are procedural steps to determine LI. After exposure it is possible to measure the fraction of cells that displays grains of photographic emulsion from radioactive decay. This technique is laborious, measures a limited area of the tumor, and simply quantitates the fraction of cells in S phase and not the speed of replication.

Probably the most accurate and complete picture of cellular proliferation is obtained after the injection of unlabeled 5-bromodeoxyuridine (BUDR) (Fig. 3). The bromine in the 5-position has almost the same van der Waals radius as thymidine, so that the com-

**Fig. 2.** Flow cytometry schematic of cycling cells.
compound is readily taken up and incorporated into DNA using the thymidine pathways. Techniques have been developed to measure the presence of BUdR in DNA in fixed histological specimens or dispersed cells using appropriate antibodies and microscopy or flow cytometry (11). At first impression, this would simply provide another way to measure the LI, since it is possible to measure the fraction of cells in S phase. The innovation in using BUdR is that the compound is injected a number of hours before the planned biopsy or surgery to sample the tumor. Using flow cytometry, the place in the cell cycle and the presence of BUdR in each cell from the tumor can then be determined. Cells that have taken up BUdR were by definition in the S phase at the time of injection, but several hours later some of these cells may have moved into G2 or G1. It is possible to quantitate the cells in each phase of the cell cycle that began in S phase. Thus BUdR staining provides information about the fraction of cells in S phase (like the LI and standard flow cytometry) and dynamic information about the rate of movement of cells through S phase. While theoretically this provides superior information, this approach has a number of practical limitations. It requires the injection of unlabeled BUdR a few hours before a biopsy is done. The difficulties of obtaining biopsies and the problem with their limited sampling all have led to limited adoption of this technique.

Fig. 3. Structures of thymidine and its analogs: FLT, FMAU, and 5′-halogenated analogs.
While unlabeled BUdR is a superb, although difficult, method for assessing tumor proliferation, labeled BUdR has not been found to be generally useful for imaging proliferation. BUdR can be labeled with $^{76}$Br, with a 16 h half-life, and $^{77}$Br, with a 56 h half-life. The former can be used for PET imaging and the latter for single-photon emission computed tomography (SPECT). The major problem is the rapid dehalogeneration of BUdR, obscuring tumor uptake (12, 13).

Today, the most commonly used approach to measure proliferation on biopsies is to assess the level of Ki-67, an antigen present in proliferative cells. While the exact function of Ki-67 remains to be determined, it is clear that it is expressed in cells with proliferative capacity during any point of the cell cycle (14). Thus cells that are cycling but are presently in G1 are differentiated from cells not undergoing replication (G0). Staining for Ki-67 can be done in fixed tissues using the MIB-1 antibody. Increased expression of Ki-67 has been shown to predict poor survival in a number of cancers, including lung, breast, and prostate (14, 15). While Ki-67 measurements obtained from biopsy specimens have the same sampling problems discussed above, this approach is now being used for comparison with noninvasive imaging approaches as will be discussed below.

3. IMAGING TUMOR GROWTH

Imaging tumor growth and response to therapy is the ultimate goal for many clinicians and investigators and a number of different approaches have been developed and tested to address this issue. Measurements of DNA synthesis using labeled thymidine and its analogs have provided the most promising approach, but other measurements of tumor metabolism may also provide indirect assessments of tumor proliferation. For example, some, but not all, studies using FDG have found that the level of activity in the glycolytic pathway correlated with proliferation, measured on biopsy specimens. This is not surprising since tumors that are more rapidly growing might also be more metabolically active. For example, in a small series of patients with gliomas PET imaging with FDG did correlate with proliferation (16). It is notable that a larger study by the same group did not find FDG uptake correlated with proliferation, while imaging with $^{[1]}$Cmethionine did correlate with Ki-67 staining (17). On the other hand, in pediatric brain tumors neither methionine nor FDG uptake correlated with measurements of Ki-67 proliferation (18). In some lung cancer studies, FDG uptake did correlate with proliferation (19), but not in others (16, 20). It is likely that general measures of tumor metabolism, such as those obtained with FDG and methionine, provide a gauge of tumor well being and thus correlate with proliferation in some but not all situations. Clearly a more direct measure of tumor growth is needed to obtain a more accurate measure of proliferation.

4. THYMIDINE IMAGING OF TUMOR PROLIFERATION

Given the large number of studies using labeled thymidine in the laboratory to assess cell proliferation it was appropriate to try and translate such measurements to the clinic. This led to developing approaches to labeling thymidine with $^{11}$C. The initial synthesis, done at the Brookhaven National Laboratory (Upton, NY), placed the label in the methyl position (21). Studies in mice demonstrated high retention in organs, such as the spleen, with rapid cellular proliferation. Subsequent studies in mice and dogs with
tumors demonstrated increased retention of labeled thymidine (22, 23). Thymidine was found to be rapidly taken up into the cells and incorporated into DNA. Since thymidine is rapidly cleared from the circulation there initially was concern that its distribution would reflect blood flow. Studies in mice demonstrated that after the first minutes, metabolism and DNA incorporation were the primary determinants of thymidine retention (23). Thymidine has been labeled with $^{11}$C in both the methyl and ring-2 positions (24–26). Despite the 20 min half-life of (27) thymidine, the synthesis can be reasonably accomplished in about 1 h and produce enough tracer to image one patient. While the short half-life limits the commercial utility of labeled thymidine, it has the advantage of being the natural compound and it is not necessary to worry about differences noted in transport and enzymatic activity seen with all the analogs. For this reason labeled thymidine has served as the standard agent with which all the other analogs in development should be compared.

Thymidine labeled with $^{11}$C has a number of limitations, however, in addition to its challenging synthesis and short half-life. Thymidine is rapidly catabolized in both animals and humans (28, 29). Within a couple of minutes the glycosidic bond is broken and thymine is released, followed by cleavage of the pyrimidine ring (Fig. 4). The metabolic products differ depending on the site labeled within the molecule.

Methyl-labeled thymidine results in the production of a number of varying metabolites once the pyrimidine ring is cleaved (8, 28). Labeling in the ring-2 position has the advantage that after a few minutes the principal catabolite is carbon dioxide (30). While this is still excreted relatively slowly, it is possible to measure its presence in the blood and take this into account when producing kinetic models of thymidine retention.

![Fig. 4. Catabolism of thymidine. Breakdown products from label placed in the 5-methyl position (#) and ring-2 position (*).](image-url)
The most accurate way to account for the distribution and clearance of the labeled carbon dioxide is to obtain a second scan and measurements after injection of labeled carbon dioxide (34). It is possible to combine the blood activity curves of thymidine and its metabolites with the tumor time–activity curves (TAC) to measure the flux of thymidine into DNA. It should be noted that such kinetic models are always a simplification of the complex mechanisms of thymidine delivery, transport, catabolism, and DNA incorporation. It is necessary to make a number of simplifying assumptions. For example, most cellular thymidine is actually synthesized intracellularly from deoxyuridine monophosphate. Thymidine used in tracer studies utilizes the exogenous or salvage pathway that involves uptake and phosphorylation of extracellular thymidine. The kinetic models assume that transport is a simple process that is included in the delivery of thymidine to the cell. In reality uptake appears to involve a number of facilitated and active transporters (35, 36). Once thymidine is intracellular it is phosphorylated by thymidine kinase (TK1). This cytosolic enzyme is closely controlled by the cell and its activity increases several-fold as the cell enters the S or DNA synthetic phase (37). At this point thymidine from the endogenous and exogenous pathways mix as thymidine monophosphate (TMP). One concern was that these two pathways would be treated differently and that both sources would not freely mix. Another possibility was that the relative levels of endogenous synthesis and exogenous thymidine utilization might vary greatly from tissue to tissue, tumor to tumor, or time to time. This has been studied in cell lines, tissues, and tumors and it was found that all utilized exogenous thymidine to the same extent, which was dependent on the level of exogenous thymidine in the incubation medium (38). Based on these results it is reasonable to assume that the uptake and retention of labeled thymidine provide an overall reflection of the cellular level of DNA synthesis.

The greatest issue in dealing with labeled thymidine, as noted above, is that it is rapidly cleaved and the contribution of metabolites to the images obtained with PET must be understood. This is difficult to do with thymidine labeled in the methyl position, given the large number of varied metabolites (Fig. 4), but with ring-2 labeled thymidine the only significant metabolite after a few minutes is labeled CO₂. Compartmental models have been developed that use information from PET and measurements of labeled thymidine, thymine, and CO₂ in the blood (31, 39). Because of the large number of variables that are measured and the parameters that could be fit, it is necessary to constrain the model and realize that individual parameters, such as the incorporation rate of thymidine triphosphate into DNA, will be difficult to accurately determine. The main parameter of interest, the overall uptake and incorporation into DNA or DNA flux, can be measured with reliability.

In one imaging study, 17 patients with intraabdominal tumors were imaged with [¹¹C]thymidine and the fractional retention of thymidine was calculated using kinetic models and compared to the assessment of proliferation based on measurement of the Ki-67 index using the MIB1 antibody (33). It was found that these two measurements correlated ($r = 0.58; \ p = 0.01$), but there was no correlation with measurement of thymidine standardized uptake values (SUV) or area under the tissue activity curve. This was also the first study to actually compare thymidine retention and tumor perfusion in patients, using inhaled [¹⁵O]CO₂. There was no correlation between thymidine retention and perfusion, consistent with the data obtained previously in mice.
5. THYMIDINE IMAGING AND THE ASSESSMENT OF TREATMENT RESPONSE

Labeled thymidine has been used to image a number of different tumor types including brain, head and neck, lung, lymphoma, lung, sarcomas, stomach, and colon tumors (5, 40–44).

Since thymidine does not readily cross the blood–brain barrier, there is little uptake in the normal brain, unlike the high levels seen with FDG. Thus patients with brain tumors have lesions seen above background in most cases, whether imaged with either ring-2 or methyl-labeled thymidine (40, 43, 45). With [2-\textsuperscript{11}C]thymidine the presence of CO\textsubscript{2} contributes to the background activity, but this can be removed by appropriate kinetic modeling (40). Elsewhere in the body thymidine retention is seen in the normal myocardium as the result of thymidine kinase 2 (TK2) present within the mitochondria and kidneys (42). When imaging was done with [\textit{methyl}-\textsuperscript{11}C]thymidine retention within the liver is seen due to the retention of metabolites, but this is not seen with ring-2-labeled thymidine where the primary metabolite is CO\textsubscript{2}.

A limited number of studies have evaluated PET imaging with [2-\textsuperscript{11}C]thymidine in the assessment of treatment response. In one study, six patients with either small cell lung cancer or high grade sarcoma were imaged before and about 1 week after the start of therapy (5). Patients also had FDG imaging performed on the same day. In four patients with clinical response to therapy thymidine retention, as measured by SUV and metabolic rate, declined by an average of 65% and 84%, respectively. In these same patients FDG retention also declined, but not as dramatically, with mean decreases of 51% and 63% for SUV and metabolic rates, respectively. In the two patients who subsequently progressed there was no change in thymidine retention.

PET has also been used in a phase I study of a protein kinase C inhibitor (\textit{N}-benzoyl staurosporine, PKC412) (46). Patients were imaged with [2-\textsuperscript{11}C]thymidine at baseline and after the first cycle of treatment and changes in the thymidine area under the curve (AUC) of the tissues and tumors were compared (47). In a series of seven patients imaged without treatment the average change in thymidine retention was 1% (range −5% to +10%). In this pilot study four treated patients had an average decline in thymidine retention of 10% (the four patients had actual declines of 1, 5, 14, and 21%). This type of study demonstrates the possible utility of thymidine imaging for testing new drug therapies and gauging their effectiveness.

One of the most exciting uses of PET imaging is in the evaluation of new therapeutic agents. One study used imaging of abdominal tumors to assess metabolic changes after treatment with a new thymidylate synthase inhibitor (nolatrexed, AG337) (48). It is notable that in this study seven patients were imaged 1 week apart to assess the reproducibility of the technique and the difference in SUV and fractional retention of thymidine was −7% (range −14 to 0%) and 3% (range −11 to 17%), respectively (44). Since nolatrexed would inhibit endogenous thymidine synthesis, tumor cells might be expected to compensate by increased utilization of the exogenous pathway and hence increase uptake and retention of labeled thymidine. In fact, when another five patients were imaged 3 days after the start of treatment with nolatrexed they noted an increase in SUV and fractional retention of thymidine of 43% (range 24–62%) and 38% (range 8–68%), respectively. In this study, thymidine is not being used to measure proliferation, but rather the effect of nolatrexed on the thymidine synthetic pathway. While this
study does demonstrate a pharmacological effect of nolatrexed, it must be understood that the mechanism of increased retention of thymidine is complex. For example, the cell may increase TK in order to compensate for declines in TS. On the other hand, there may actually be declines in overall DNA synthesis because thymidine is limiting and at some point the cell may alter TK activity to reflect this decline. In any case, the use of thymidine imaging is very helpful in documenting a pharmacological effect and may help in understanding the pharmacodynamics of the drugs.

6. IODINATED AND BROMINATED PYRIMIDINES

Since the initial development of 5-fluorouracil by Dr. Charles Heidelberger in 1957 (49) numerous pyrimidine analogs have been developed as possible antineoplastic and antiviral agents. Many of these have been developed and tested as possible tracers to track proliferation of tumors in vivo. Among the first was 5-iododeoxyuridine (IUdR), which has been studied since 1959 (50). It can be labeled with $^{131}$I for SPECT imaging or $^{124}$I for use with PET. It is readily incorporated into DNA, but also undergoes substantial dehalogenation. It is possible to limit the contribution of the labeled free iodine to the images by waiting for over 12 h for washout of the catabolites (51, 52). While this approach has been demonstrated to produce imaging with a low level of background activity, the extent of dehalogenation, time needed for washout, and longer half-lives needed for the tracers limit the number of counts available at the time of imaging. This would be a problem even if $^{123}$I for SPECT (half-life 13 h) or $^{124}$I for PET (half-life 4.2 days) was used. This approach, therefore, is not routinely used at present.

Another halogenated pyrimidine of note is BUdR. As previously discussed, unlabeled BUdR provides an excellent measure of cell proliferation by using antibody to detect cells in S phase. In such a staining technique dehalogenation is not an issue, since free bromine is cleared in fixation and is not detected by the antibody. Bromine has appropriate isotopes for use with SPECT ($^{77}$Br, half-life 56 h) or PET ($^{76}$Br, half-life 16 h). As with IUdR, rapid dehalogenation results in the release of 90% of the label within minutes of injection (53). Studies in animals suggested that this problem could be overcome by either a separate imaging study after the injection of free bromide or by the induction of diuresis (54). In another study patients with brain tumors were imaged with [$^{76}$Br]BUdR immediately after injection and then a few hours later and the next day (55). The patients also underwent diuresis and then had surgery on the second day. The specimens taken at surgery were analyzed for their radioactive content and only 9% activity was present in DNA. Furthermore, there was only a 5% decline in the level of free bromide in the plasma, despite the diuresis. The authors concluded that labeled BUdR was not a promising tracer for imaging proliferation.

7. FLUORINATED PYRIMIDINE ANALOGS

5-Fluorouracil (5-FU) was the first fluorinated analog synthesized as an inhibitor of cellular pyrimidine metabolism (49). It was subsequently labeled for study with $^{18}$F (56). This tracer has found use in assessing the retention of this antineoplastic drug in patients with advanced colon cancer who were to undergo therapy with unlabeled drug (57). While such a use may be appropriate, the ability to measure tumor growth is limited because 5-FU can be catabolized or conjugated with either ribose sugar as fluo-
rouridine (FUR) or deoxyribose sugar as FUdR. These nucleosides can be incorporated into either RNA or DNA, resulting in relatively poor imaging properties \((58, 59)\). Similarly, labeled FUR has also been examined on its own, but it is primarily incorporated into RNA \((58, 60)\). Of these tracers FUdR had the most promise, since it is primarily incorporated into DNA, has demonstrated improved tumor to background ratios \((58)\), and its retention is correlated with proliferation in animal studies \((61)\). Studies in patients by the same investigators have found that \([^{18}F]FUdR did not provide high contrast images in most tumors and its retention did not correlate with proliferation as measured by Ki-67 \((62)\). The major limitation of FUdR may be attributed to its metabolism and cleavage of the glycosidic bond.

One of the primary limitations of many of these tracers discussed above has been in the in vivo catabolism of the tracers including dehalogenation or cleavage of the glycosidic bond. This has led to the development and testing of nucleosides that were resistant to degradation (Fig. 5). As before, a number of appropriate compounds have been developed as antiviral and antineoplastic agents and have been further tested as imaging agents. These have included a number of tracers with fluorine placed in the 2'- and 3'-position of the deoxyribose including FLT (3'-fluoro-3'-deoxythymidine), FMAU [(1-(2'-deoxy-2'-fluoro-β-D-arabinofuranosyl)thymine], FBAU [1-(2'-deoxy-2'-fluoro-1-β-D-arabinofuranosyl)-5-bromouracil], and related compounds \((63–67)\). All of these compounds are resistant to degradation greatly simplifying their use in imaging.

Of these compounds, FBAU takes advantage of the good incorporation found with BUdR, but improves upon this molecule by limiting its degradation. The presence of fluorine in the 2'-sugar has been shown to result in negligible degradation in mouse and dog studies \((64, 65)\). This compound can be labeled with \(^{77}\text{Br}\) and \(^{76}\text{Br}\) for SPECT and PET and recent work has also produced this as a \(^{18}\text{F}\)-labeled compound for PET \((64, 68)\). There are relative advantages to both PET tracers in that the longer lived \(^{76}\text{Br}\) (16h half-life) allows for easy distribution of the compound, but this isotope is not available in most centers and the long lived results in dosimetry require a lower injected dose. These studies have demonstrated that most of the activity is in proliferative tissues and tumors, it is incorporated into DNA, and that there is good contrast with nonproliferative tissues that would include the background. Further studies of FBAU are indicated and should be compared to FMAU and FLT.

**Fig. 5.** Pathways of retention and excretion of thymidine and its analogs.
8. 3'-FLUORO-3'-DEOXYTHYMIDINE

The tracer that has undergone the most extensive recent exploration is FLT. This compound was originally synthesized as a possible antineoplastic compound (69) and subsequently studied as an agent to treat HIV (70) once the activity of the related compound, 3'-azidothymidine (AZT) was noted. It was thought to be a very promising agent based in part on its slower clearance from the blood and its minimal binding to plasma proteins (71). A number of laboratory and animal studies led to a phase I trial in HIV patients (72), which noted increased marrow and hepatic toxicity from FLT, and further clinical development of this agent was discontinued. While this toxicity precluded use of FLT as a therapeutic compound, at the miniscule doses used for imaging such toxicity was not considered to be an issue when used for PET. Thus FLT was labeled with 18F (73) and a number of synthetic routes have since been developed that produce high yields, with good specific activity, in techniques that can be automated (74–76). This has led to the commercial availability of a number of possible precursors and the sale of automated synthetic boxes for shape parameter recovery from images.

The first study of FLT imaging was done in dogs and patients and it demonstrated that FLT produced high contrast images of proliferative tissues, such as the bone marrow, as well as in tumors (66) (Fig. 6). While there was no breakdown of FLT in either species, in humans there is significant glucuronidation of FLT that needs to be taken into account when kinetic models are being developed and tested (77, 78). FLT is retained in tissues by the action of TK1, which traps the tracer intracellularly as FLT-monophosphate (79, 80). A small amount of FLT is incorporated into DNA (<2%), which primarily acts as a chain terminator as DNA is synthesized (81). TK1 is cytosolic and increases several-fold as cells enter their S phase (37). Also present within mitochondria is thymidine kinase 2 (TK2), and FLT is not a substrate for TK2 (82). Therefore FLT demonstrates no visible uptake within the heart, unlike labeled thymidine, which demonstrates increased cardiac retention (83).

In general it is possible to model the retention of FLT using a three-compartment model analogous to that utilized for FDG (84, 85) (Fig. 7). Over a 1-h period of imaging, dephosphorylation (k4) appears to be negligible, although it can be detected by careful analysis if imaging is conducted for 2 h (77). A comparison of the estimates of the overall flux of FLT using the three-parameter fit obtained for 60 min compared to the four-parameter fit over 120 min correlated well (r = 0.95), yet the actual value was consistently underestimated with the shorter imaging time (86). It is necessary to

![Fig. 6. Image of a patient with lung cancer imaged with FLT PET. Activity is seen in the tumor (arrow), bone marrow of the ribs, sternum, and vertebrae, and in the liver.](image-url)
take into account the activity in the blood that is present in FLT and its glucuronide, which can be done with analysis of a single blood sample done at the end of the imaging period (78). On average, over the period of 60 min, 25% of the FLT is converted to the glucuronide, but this ranged from 57% to 87% in a series of 19 patients (77, 78, 87). The dynamic uptake of FLT can also be measured using the graphic analysis approach developed by Patlak and Gjedde for use with FDG (88, 89). In patients with untreated breast cancer, both compartmental and graphic approaches give comparable results ($r^2 = 0.98, p < 0.0001$) and the graphic approach is computationally simpler to perform (78). Even simpler is just to measure SUV in patients with breast cancer. There was a significant correlation with FLT flux ($r^2 = 0.85, p = 0.0002$). It was also found that SUV correlated well with net influx constant in patients with colon cancer ($r^2 = 0.84$) (85). In measuring treatment response, although it would certainly be simpler just to measure SUV, this would not take into account differences in the clearance and delivery of FLT to the tumor, which might change during the course of therapy. Future studies need to determine if kinetic measurements are necessary for accurate measurement of FLT retention or if SUV measurements are sufficient. Another issue that needs careful consideration is the reproducibility of the FLT measurements. Only limited studies of reproducibility have been done with FDG, which have demonstrated errors of less than about 20% (90, 91), similar to preliminary studies with FLT (92). A study in mice with tumor xenographs, where two scans were done on the same day 6 h apart, demonstrated a coefficient of variation of 14% ± 10% when the data were expressed as %ID/g (93). It should be noted that mice have native thymidine levels about 10-fold higher than humans (about 10 µM in mice). Since thymidine may compete for FLT uptake, high thymidine levels in rodents may decrease FLT uptake. In fact, this competition has been demonstrated in tissue culture and mice and may vary with mouse strain (93, 94).

3′-Fluoro-3′-deoxythymidine is retained in the DNA incorporation pathway, but not in DNA itself. To demonstrate that FLT does correlate with tumor growth in patients, a number of studies have compared FLT retention to proliferative activity as measured on biopsy specimens to assess Ki-67 (79, 87, 95–98) (Table 1). In general, FLT SUV has correlated nicely with Ki-67 in lung, colorectal, and breast cancers, sarcomas, and lymphoma. For example, in the study of Buck et al. FLT and Ki-67 significantly correlated ($r = 0.92, p < 0.0001$) in patients with untreated lung cancer, while the correlation was not as robust with FDG ($r = 0.59, p < 0.001$) (Fig. 8). In one study of breast cancer, FLT retention did not correlate with Ki-67 (99), and in a study of esophageal cancer there was actually a negative correlation (100). Overall, all of these studies had relatively small numbers of patients.

Fig. 7. Kinetic model of FLT uptake and retention.
Table 1
Correlation of 3'-Fluoro-3'-deoxythymidine Retention, Measured as Standardized Uptake Values, and Biopsy Measurements of Proliferation Made by Staining for the Ki-67 Proliferation Antigen

<table>
<thead>
<tr>
<th>Tumor type</th>
<th>Patient number</th>
<th>Correlation (r)</th>
<th>p value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lung</td>
<td>26</td>
<td>0.92</td>
<td>&lt;0.000</td>
<td>Buck, 2003 (95)</td>
</tr>
<tr>
<td>Lung</td>
<td>11</td>
<td>0.84</td>
<td>0.0011</td>
<td>Vesselle, 2002 (98)</td>
</tr>
<tr>
<td>Colorectal</td>
<td>10</td>
<td>0.8</td>
<td>&lt;0.01</td>
<td>Francis, 2003 (97)</td>
</tr>
<tr>
<td>Breast</td>
<td>12</td>
<td>0.14</td>
<td>NS</td>
<td>Smyczek-Gargya, 2004 (99)</td>
</tr>
<tr>
<td>Breast</td>
<td>15</td>
<td>0.92</td>
<td>&lt;0.0001</td>
<td>Kenny, 2005 (87)</td>
</tr>
<tr>
<td>Sarcoma</td>
<td>19</td>
<td>0.652</td>
<td>&lt;0.005</td>
<td>Cobben, 2004 (79)</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>10</td>
<td>0.95</td>
<td>&lt;0.005</td>
<td>Wagner, 2003 (96)</td>
</tr>
<tr>
<td>Esophageal</td>
<td>8</td>
<td>−0.74</td>
<td>0.034</td>
<td>van Westreenen, 2005 (100)</td>
</tr>
</tbody>
</table>

Fig. 8. Comparison of tumor proliferative activity, as measured by Ki-67 level, compared to retention of FLT and FDG, as mean SUV, in patients with untreated lung cancer. [Redrawn from data of Buck et al. (95).]
8.1 Use of $3'$-Fluoro-$3'$-deoxythymidine to Detect Cancer

$3'$-Fluoro-$3'$-deoxythymidine imaging can also be employed to detect, stage, and assess prognosis in patients with cancer. In patients with lung lesions FLT was more specific than FDG in determining if a lesion was malignant, in that four of eight benign lesions demonstrated increased activity with FDG, while FLT was negative in all eight (95). On the other hand, FDG was more sensitive, missing only 1/18 malignant lesions versus 3/18 with FLT. The mean SUV was also higher with FDG than FLT, 4.1 and 1.8, respectively. FLT can also readily detect esophageal cancer, which is aided, in part, by the low retention of FLT in the normal organs of the thorax (101). In colon cancer, FLT and FDG did almost equally well in detecting extrahepatic disease despite the higher SUVs seen with FDG (102). Within the liver, however, FDG had a much higher sensitivity than FLT, 97% and 34%, respectively. This is partly attributable to the high background uptake of FLT in the normal liver due to metabolism. One area in the body with very low background uptake of FLT and other pyrimidines is the brain. The blood–brain barrier makes it possible to obtain high contrast images of rapidly proliferating tumors, both with FLT and agents such as FMAU (103–105).

8.2 $3'$-Fluoro-$3'$-deoxythymidine Use in Assessing Treatment

A number of recent studies in both tissue culture and rodents have used FLT to assess response to chemotherapy, endocrine treatment, or radiation. In mice implanted with an androgen-dependent prostate cancer FLT could be readily used to image the tumors (106). Furthermore, there was a rapid decrease in FLT retention in mice treated by castration or with diethylstilbestrol.

In a study of mice with an implanted fibrosarcoma treated with cisplatin, declines in FLT retention were noted at 24 and 48 h of 25% and 50%, respectively (107). The changes in FLT retention reflected the declines in TK1 levels. In mice implanted with a murine squamous cell cancer treated with a single dose of 20 Gy of radiation FLT retention decreased by 39% at 6 h, while a significant decline in FDG retention was not seen until 3 days (108). These investigators also examined the use of photodynamic therapy in nude mice implanted with HeLa cells. By 24 h there was a 64% decline in FLT retention, but not a significant decrease in FDG uptake.

In another study, mice with a human epidermoid carcinoma were treated with a tyrosine kinase inhibitor directed at ErbB (109). FLT retention declined by over 50% at 48 h and by almost 80% at 7 days. In this particular study FDG uptake also declined almost as much and the retention of both tracers correlated with tumor measurements of proliferation by staining for proliferating cell nuclear antigen. Thus it is necessary to determine whether FLT or FDG is needed, depending on the tumor being imaged and treatment employed.

It is necessary to be careful when using FLT to monitor response after the use of antimetabolites. Since these drugs inhibit the synthesis of endogenous thymidine, the cell may compensate by increasing activity within the salvage pathway. In cell lines this resulted in a several-fold increase in FLT retention with 5-FU and methotrexate within 24 h, while FLT retention declined after treatment with cisplatin (110). In contrast, mice bearing an implanted fibrosarcoma and treated with 5FU had decreased retention of FLT at 24 and 48 h (4). This decline correlated with a decrease in tumor proliferating cell nuclear antigen staining. The difference between these results may
reflect differences in the tumor type studied, sensitivity to 5-FU, and cell culture versus \textit{in vivo}. Nevertheless, it serves to caution investigators about the interpretation of FLT imaging soon after treatment with antimetabolites.

In summary, a number of studies have now demonstrated in culture and in mice that treatment with chemotherapy, radiation, hormonal manipulation, and targeted drugs can result in rapid declines in FLT retention. In many cases, the decline in FLT uptake preceedes changes seen in FDG retention. Pilot studies using FLT in assessing treatment response in patients are now just being completed and will need to be expanded if FLT is going to find routine clinical use to assess treatment response.

9. 1-\((2'\text{-Deoxy-2'}\text{-fluoro-}\beta\text{-d-arabinofuranosyl})\text{thymine}\)

1-(2'-Deoxy-2'-fluoro-d-arabinofuranosyl)thymine (FMAU) has a number of differences compared to FLT in its metabolism and imaging characteristics. Both tracers are stabilized by the presence of fluoride on the sugar resulting in similar stability for FMAU over the course of imaging in animals and humans (105, 111, 112). One significant factor in imaging with FMAU is its rapid clearance from the blood in humans, primarily into the liver, with over 90\% of the tracer cleared within about 10 min (105). Unlike FLT, FMAU is readily incorporated into DNA, with the level of incorporation reflective of the proliferative rate (113). In animal studies, the activity present in proliferating tissues, such as bone marrow and intestine, was primarily present in DNA (87\% and 64\%, respectively) (112). Less activity was present in most nonproliferating tissues in dogs, such as the lung and heart, and less than 10\% was in DNA. It is necessary to acknowledge that high FMAU uptake is seen in the heart in humans, which has a high concentration of TK2. As previously noted, thymidine is also retained in the heart, while FLT, which has a low affinity for TK2, has minimal cardiac retention.

In patients, FMAU imaging may have limited use in the lower thorax and upper abdomen because of high physiological retention in the normal heart, liver, and kidney (105). On the other hand, the rapid clearance and retention in these organs result in relatively less bladder activity, improving imaging in the pelvis (Fig. 9). Work in evaluating FMAU to assess treatment response is now needed.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{prostate_cancer_fmau_pet.png}
\caption{Image of a prostate cancer patient with FMAU PET. Activity is seen in the prostate (arrow) and bone metastases (arrowheads). Physiological retention is also seen in the liver and kidneys.}
\end{figure}
10. CONCLUSIONS

A critical measurement in the assessment of tumor response is the measurement of proliferation. While a number of laboratory measures have been developed to measure DNA synthesis and tumor growth rates, each has its limitations. When applying such techniques to clinical studies and care, the greatest challenge is the requirement for processing of tissue samples. The heterogeneity of tumors is also problematic when analyzing biopsies from a single area. The design and validation of new imaging methods to evaluate proliferation using nuclear techniques offer noninvasive assessment options. A number of tracers have been developed for use with PET. Thymidine labeled with $^{11}$C is the standard agent, but it is difficult to use in practice because of its short physical and biological half-life. The use of FLT and FMAU offers good opportunities to image tumor proliferation with practical tracers. Further work in cancer patients is needed to demonstrate that such tracers can be used to rapidly and accurately to predict treatment response for use in optimizing routine care and enhancing drug development.
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1. INTRODUCTION

One of the most important applications of positron emission tomography (PET) in clinical oncology is monitoring and assessing tumor response to treatment (as discussed in Chapter 1). In contrast to conventional anatomic imaging, which is insensitive for early assessment of therapeutic response, molecular imaging by PET can provide unique information about the likelihood of tumor responsiveness to therapy before initiation of treatment or early during a course of treatment. Additionally, PET is more sensitive and specific than conventional imaging for defining a complete or near-complete response after a course of treatment has ended. One of the most challenging aspects of managing patients with breast cancer is determining the most appropriate therapeutic regimen for an individual patient, based on the tumor’s biological features. Additionally, it is difficult to identify patients who are not responding to the selected therapy shortly after starting treatment, so that an alternative therapy can be initiated. The traditional criteria for assessing therapeutic response in breast cancer are based on changes in size of measurable disease or on decline of tumor markers. Unfortunately, these criteria are not particularly useful in distinguishing responders from nonresponders early after therapy is begun. Additionally, patients with predominantly or only osseous metastatic disease represent a particularly difficult problem for treating physicians, as their disease is not usually measurable or easily evaluable, and several months of...
therapy are needed before radiographs or bone scintigraphy can be used to determine the effectiveness of therapy. The disease status of these patients can be monitored by changes in clinical symptoms, in particular pain, and in tumor markers. However, not all such patients are symptomatic nor do all have abnormal tumor marker levels to monitor. The major premise underlying the use of PET in assessment of therapeutic response is based on its ability to delineate alterations in cell biology associated with response. With appropriate radiolabeled molecular probes, PET can be used to interrogate a variety of targets, including a specific change in cellular physiology, tumor-specific antigen or receptor, or a specific gene. In patients with breast cancer, several factors, such as proliferative rate and receptor status, have been recognized to be predictive of response to therapy. In this review, we will discuss the importance of the estrogen receptor (ER) in breast cancer, as well as its relationship to selection of therapy, and in predicting and assessing response to hormonal therapy of this cancer.

2. TREATMENT OF BREAST CANCER

Breast cancer is the most common malignancy of women. It is estimated that in the year 2006 that there will be 214,640 new cases of breast cancer and 41,430 breast cancer-related deaths in the United States (1). The selection of systemic treatment of breast cancer, whether neoadjuvant, adjuvant, or palliative, is guided by the tumor’s ER and/or progesterone receptor (PRg) status. Thus, in vitro analysis of tumor tissue for ER and PRg is routinely performed and is considered standard of care. The majority of breast cancers are estrogen-receptor positive (ER+) and/or progesterone-receptor positive (PRg+). When compared with hormone-negative [estrogen-receptor-negative (ER–) and/or progesterone-receptor-negative (PRg–)] breast cancer, hormone-positive (ER+ and/or PRg+) breast cancers are more likely to have clinical response to hormonal manipulation (2) and are less aggressive (3). In addition, the natural history of receptor-positive disease differs from that of receptor-negative disease in terms of time to recurrence, site of recurrence, and overall pace of the disease. Hormonal therapy, when effective, is associated with significant improvements in disease-free and overall survival; moreover, the morbidity of hormonal therapy is generally lower than that of chemotherapy. However, prediction of tumor response to hormonal therapy based on ER and PRg status assessed by in vitro assays is only moderately accurate. Only 55–60% of patients with hormone-positive tumors and about 10% of patients with hormone-negative tumors actually respond to hormonal therapy (4, 5). This is likely due to the fact that in vitro assays, now most typically immunohistochemical methods, provide limited information about the functional status of the receptors (6). In addition, in vitro assays are unable to address intrinsic heterogeneity of receptor expression within individual lesions or the concordance or discordance between the original primary tumor and metastatic or recurrent lesions, unless biopsies of all of lesions can be obtained.

Despite the advantages of hormonal therapy, many oncologists choose chemotherapy over hormonal therapy for several reasons including the uncertain response of receptor-positive tumors to hormonal therapy, the belief that response to hormonal therapy occurs more slowly than response to chemotherapy, and the limited ability of conventional methods (clinical and radiological) to predict response or to assess response early after institution of hormonal therapy. Thus, an improvement in the ability to predict the outcome to hormonal therapy would allow many patients to avoid unneces-
sary morbidity associated with chemotherapy. In addition, it could enhance the prognostic stratification of patients with receptor-positive disease.

In hormone-responsive ER$^+$ breast cancer, the ER is essential for tumor growth, although, it does not act alone to stimulate tumor growth. It serves as a transcription factor for estrogen-regulated genes as well as a coactivator for other nuclear transcription factors. It has been demonstrated that ER imposes its regulatory function through classical and nonclassical pathways (7). In the classical pathway, ER functions as a major transcription factor; estrogen binds to ER and activates DNA binding to estrogen response elements in the promoter of target genes, which recruits coactivator proteins, which then activates signal transduction pathways that increase gene transcription important in controlling cell growth. In the nonclassical pathway, ER does not function as the major transcription factor; rather it acts as coactivator proteins by stabilizing the DNA binding of the transcription factor complex or by recruiting other coactivators to these complexes. This pathway is responsible for transcription of several genes important in growth factor signal transduction pathways of breast cancer (7, 8). Therefore, the ER is targeted by various interventions for treatment of hormone-sensitive breast cancer, and hormonal therapy is designed to block ER function. At one time, therapy for breast cancer could include altering hormone production by techniques such as removal of the ovaries in premenopausal women and either adrenalectomy or high-dose estrogen therapy in postmenopausal women whose ovaries were nonfunctional. In premenopausal women with hormone-sensitive breast cancer, oophorectomy has been replaced by medical castration prior to antiestrogen therapy. Currently, as discussed below, various types of endocrine therapy are available for treatment of patients with hormone-sensitive breast cancer. For many years, tamoxifen has been the mainstay of hormonal therapy in patients with hormone-sensitive breast cancer. Tamoxifen exerts its therapeutic efficacy primarily from its antiproliferative action by binding competitively to the ERs, thereby blocking the mitogenic effect of biologically active estrogens (9). However, tamoxifen can only partially block ER activity. Currently, a variety of hormonal agents are available for treatment of patients with hormone-sensitive breast cancer and these agents exert their antiestrogenic effects by several different mechanisms. These mechanisms include estrogen antagonism through enhancement of progestosterone pathways (megesterol acetate), suppression of endogenous estrogen production (aromatase inhibitors, e.g., anastrazole, exemestane, and letrozole), and degradation of ERs (fulvestrant) (10). In addition, ovarian ablation and luteinizing hormone-releasing hormone antagonists reduce circulating estrogen levels and thus inhibit ligand-induced activation of ER (7).

3. ESTROGEN-RECEPTOR IMAGING

Because of the importance of ERs in breast cancer and the limitations of in vitro receptor assays, noninvasive assessment of ERs has been the subject of many investigations. The presence of ERs provides a mechanism for tumor imaging via selective uptake of radiolabeled hormones. Receptor-based imaging can provide information about the location of the tumor and assess the level and functional status of the receptor. Determination of the presence or absence of functional receptors can be important in directing therapy in breast cancer. Particularly in advanced disease, where within-site or site-to-site heterogeneity of receptor expression can occur, imaging methods
to assess regional receptor expression can offer significant advantages over biopsy-based methods in directing therapy. Thus over the past several decades, there has been considerable effort to identify a radioligand with high affinity for the ER, high target-to-nontarget selectivity, high specific activity, appropriate \textit{in vivo} metabolism and clearance, and physical properties suitable for imaging. Several radioligands for conventional single-photon gamma imaging and for imaging with PET have been developed\textsuperscript{(11)}.

### 3.1 Estrogen-Receptor Imaging with Single-Photon Gamma Scintigraphy

The most promising single-photon gamma ER imaging agent is \textsuperscript{123}I-labeled \textit{cis}-11\textbeta-methoxy-17\alpha-iodovinylestradiol (Z\textsuperscript{123}I-MIVE)\textsuperscript{(11)}. This agent has been shown to have high sensitivity and specificity for the \textit{in vivo} detection of ER\textsuperscript{+} breast cancer. It has been shown to have high ER binding affinity in both rat and human mammary tumors\textsuperscript{(12, 13)}.

### 3.2 Clinical Z\textsuperscript{123}I-MIVE Studies

In patients with primary and metastatic breast cancer, there is good agreement between Z\textsuperscript{123}I-MIVE uptake and \textit{in vitro} immunohistochemical analysis of ER\textsuperscript{(14)}. Rijks et al. have shown that the binding of Z\textsuperscript{123}I-MIVE to ER\textsuperscript{+} breast cancer is a receptor-mediated process and there is a good correlation between of Z\textsuperscript{123}I-MIVE uptake and \textit{in vitro} analysis of ER levels (agreement of 90% in primary and 82% in metastatic breast cancer). Bennink et al. studied 22 patients with palpable breast cancer and demonstrated that Z\textsuperscript{123}I-MIVE scintigraphy has a sensitivity of 100% with single-photon emission computed tomography (SPECT) and 94% with planar scintigraphy for determining tumor ER status\textsuperscript{(15)}. In addition, there was a good correlation between immunohistochemical and planar scintigraphic scores of ER status ($r = 0.72$, $p < 0.01$). However in their series, there was an underestimation of ER positivity using planar scintigraphy. This could be related to the heterogeneous distribution of ER within the tumor as well as tissue attenuation of Z\textsuperscript{123}I-MIVE radioactivity, as attenuation correction was not applied. Although an uptake ratio of tumor-to-contralateral normal breast tissue was calculated on the planar images, the lack of correction for soft tissue attenuation limited the accuracy of these measurements. Since count density on SPECT images is subject to multiple factors, such as reconstruction filters and parameters, depth dependency, and nonuniform attenuation, SPECT uptake ratios were not calculated, although SPECT improved contrast and lesion detection.

Bennink et al. studied 23 patients who had metastatic breast cancer before and 4 weeks after treatment with tamoxifen with Z\textsuperscript{123}I-MIVE scintigraphy\textsuperscript{(11)} in order to determine whether changes in tumor uptake of Z\textsuperscript{123}I-MIVE are predictive of subsequent response to tamoxifen therapy. After initiation of antiestrogen treatment, 17 of 21 patients with clear uptake on baseline scintigraphy showed complete blockade of ER activity on Z\textsuperscript{123}I-MIVE scintigraphy. The remaining four patients showed mixed or no ER blockade. All patients with faint baseline uptake or mixed or no ER blockade after tamoxifen showed progressive disease despite antiestrogen treatment. Patients with clear baseline uptake and complete ER blockade after tamoxifen had a significantly longer progression-free interval (mean ± SEM, 14.4 ± 1.6 versus 1.8 ± 0.8 months; $p < 0.01$).
3.3 Estrogen-Receptor Imaging with Positron Emission Tomography

The most promising and well-characterized radioligand for PET imaging is the estradiol analogue, 16α-[¹⁸F]fluoro-17β-estradiol (FES), which also has been the most extensively studied ER-based radioligand in patients with breast cancer. It has been shown to have high specific activity, high selective ER binding in vitro, and high affinity for ER⁺ target tissues in animal models (16–18). Because of the favorable imaging characteristics of FES associated with the ¹⁸F label, we and others have used this radioligand for in vivo detection and quantification of ER levels in patients with breast cancer.

3.4 Clinical 16α-[¹⁸F]Fluoro-17β-estradiol-Positron Emission Tomography Studies

We and others have shown that tumor FES uptake reliably reflects the ER content of breast cancer; the FES uptake in the primary tumor, measured quantitatively on PET images, is significantly correlated with the ER concentration determined by quantitative ligand binding assays or immunohistochemical staining of tumor tissue obtained from women with untreated primary breast cancer \((r = 0.96, p < 0.001)\) (19, 20). In a subsequent study of women with ER⁺ metastatic breast cancer, we demonstrated that FES PET has a sensitivity of 93% (53 of 57 lesions) for detecting hormone-sensitive metastatic foci (21). In that study, we also demonstrated that tumor FES uptake decreased following institution of antiestrogen therapy, further supporting the hypothesis that tumor uptake of FES is a receptor-mediated process, and suggesting that FES PET could be used to evaluate the availability of functional ERs in breast cancer in order to predict the likelihood of response to antiestrogen therapy. Subsequently, in patients with untreated advanced (locally advanced, metastatic, and recurrent) breast cancer, we demonstrated an overall agreement rate of 88% between tumor uptake of FES and in vitro ER levels (22). This level of agreement is similar to that observed with replicate in vitro assays, where disagreements have been explained by factors such as interlaboratory variability, interassay variability, and specimen integrity variability.

A number of parameters are known to affect ER expression and thus its bioavailability to interact with FES. Mankoff et al. demonstrated a significant association between FES uptake and menopausal status, serum estradiol level, serum sex steroid binding protein (SBP) level, and prior hormonal therapy in patients with primary and metastatic ER⁺ breast cancer (20). Higher average standardized uptake values (SUVs) for FES were noted in tumors of women who were postmenopausal, had lower serum estradiol and SBP levels, and had been previously treated with hormonal agents.

It is known that ER⁺ tumors are generally less aggressive than ER⁻ tumors. It also has been shown, in breast cancer and in several other tumors, that fluorodeoxyglucose (FDG) uptake is correlated with tumor aggressiveness of the tumor. Thus, it is possible that the ER status of breast cancer could be predicted by the FDG uptake as a surrogate measure of tumor aggressiveness. In a study of patients with untreated advanced breast cancer, we found no significant relationship between tumor FDG uptake and either tumor ER status or FES uptake, despite the expectation that ER⁺ tumors should be less aggressive than ER⁻ tumors, and thus should exhibit less FDG uptake (22). The mean SUV for FDG in ER⁺ tumors was 4.0 ± 2.1 and for ER⁻ tumors was 4.5 ± 3.0 \((p < 0.65)\). Also, we found no significant correlation between tumor FDG uptake and tumor FES uptake in 43 malignant lesions subjected to quantitative analysis \((r = 0.15;\)
Thus, FES PET provides unique information about the ER status of breast cancer that cannot be obtained indirectly with FDG PET. Survival of women with ER+ disease is known to be better than that of women with ER− disease independent of the stage of disease. Similarly, Mortimer et al. found that the median survival of women with FES− disease was shorter than that of women with FES+ breast cancer (23).

In breast cancer, there is intrinsic heterogeneity of receptor expression within individual lesions, as well as discordance between the receptor status of the primary tumor and that of metastatic or recurrent lesions in 20–25% of patients (24, 25). However, since it is generally not possible or practical to assess regional receptor expression using biopsy-based methods, treatment decisions are thus often based on an incomplete characterization of tumor biology. It has been shown that FES PET is a useful means for addressing this problem of heterogeneous receptor expression. In a group of patients with advanced ER+ breast cancer, we used FES PET to study tumor heterogeneity and within-patient ER concordance between primary and metastatic foci (23). Complete concordance among multiple lesions within a patient was observed in only 76% of patients. The level of concordance observed by FES PET is comparable to that found by in vitro ER assays when multiple sites have been biopsied. Mankoff et al. also showed that FES uptake within breast cancer is heterogeneous. In patients with multiple sites of disease, 10% had one or more sites with a complete absence of FES. The quantitative heterogeneity of FES uptake, measured by the coefficient of variation of SUV, was 30%. Moreover, the heterogeneity of FES uptake did not correlate with heterogeneity of FDG uptake within the same tumor (20).

In addition, FES PET is associated with radiation risks that are within accepted limits. Based on the biodistribution of FES in patients with breast cancer, Mankoff et al. demonstrated that the organ and whole-body radiation doses associated with FES PET are comparable to those associated with other commonly used clinical nuclear medicine studies (26). The effective dose equivalent is 0.022 mSv/MBq (80 mrem/mCi). The organ that receives the highest dose is the liver [0.13 mGy/MBq (470 mrad/mCi)], followed by the gallbladder [0.10 mGy/MBq (380 mrad/mCi)] and the urinary bladder [(0.05 mGy/MBq (190 mrad/mCi)]. The radiation dose with FES is well below the maximum individual study and annual total-body doses of 30 and 50 mGy, respectively, permitted for investigational radiopharmaceuticals by the FDA regulations at 21 CFR 361.1 (26).

Thus, FES PET provides a reliable in vivo imaging technique that can provide information about the location of the tumor and assess the level and functional status of ER. Determination of the presence and the functional status of receptors in tumors is important in directing therapy, particularly in advanced disease, where within-site or site-to-site heterogeneity of receptor expression can occur. Imaging methods to assess regional receptor expression can offer significant advantages over biopsy-based methods in directing therapy.

4. PREDICTING RESPONSE OF BREAST CANCER TO HORMONAL THERAPY

Hormonal therapy of advanced breast cancer offers several advantages compared to chemotherapy, including lower morbidity, lower cost, and improved survival in patients with hormonally responsive tumors. Current clinical predictors of response to hormonal
agents include a long disease-free interval, nonvisceral metastases, high tumor ER levels, the presence of PRgs, and the development of a clinical flare reaction. The so-called “clinical flare reaction” occurs in 5–20% of women with breast cancer who receive hormonal therapy. This phenomenon has been reported to occur after treatment with a variety of different hormonal agents, but most commonly after institution of tamoxifen. Within 7–10 days after starting tamoxifen, patients who have a flare reaction have subjective and objective findings suggesting disease progression. Soft tissue lesions may increase in size, pain from osseous metastases may become more severe, and hypercalcemia may develop (27, 28). It is postulated that this transient “progression” of disease is due to the initial agonist effects of the drug, which immediately precede the down-regulation of the hormone receptor and subsequent tumor regression (28, 29). Thus, the flare reaction is an indicator of functioning ERs and a predictor of therapeutic responsiveness; 80% of patients who have a flare reaction will exhibit disease response with continuation of the hormonal agent (28). However, clinically, it is often impossible to distinguish a flare reaction from disease progression and this, as well as the low frequency of clinical flare, makes it unreliable as a predictive index.

Since the clinical flare reaction is a good, albeit infrequent, predictor of response to tamoxifen, it is possible that a larger fraction of patients who ultimately respond to hormone treatment would experience a subclinical “metabolic flare” characterized by an increase in FDG uptake early during a course of tamoxifen treatment. An early estrogen-agonist effect of tamoxifen has been documented in studies of immature female rats (30). Similar to estrogen, tamoxifen causes prompt increases in FDG accumulation in the uteri of immature female rats; the increase with estrogen is approximately twice that observed with tamoxifen administration (30, 31). Presumably, both estrogen and tamoxifen initially stimulate cell proliferation and glucose metabolism and, thus, cause increased FDG uptake. These observations in animal studies suggested that augmentation of tumor FDG uptake (“metabolic flare”) early during a course of tamoxifen treatment would be indicative of an agonist effect of the drug on functional ERs and, thus, predictive of a good response to therapy. In addition, functional ERs should be characterized by high tumor FES uptake before therapy. In a clinical study of patients with advanced ER+ breast cancer, we have shown that the pattern of functional ERs identified by PET (high tumor uptake of FES prior to therapy and an increase in tumor uptake of FDG 7–10 days after initiation of tamoxifen therapy) was predictive of response (32, 33). We found that the positive- and negative-predictive values for response with an increase from baseline in tumor FDG uptake (measured by SUV) of ≥ 10% (which was arbitrarily selected as the cutoff criterion for defining metabolic flare) were 91% and 94%, respectively. The baseline FES was superior to ER and PR status determined in vitro in predicting response to hormonal therapy. The positive- and negative-predictive values for a baseline SUV for FES uptake > 2.0 (which was arbitrarily selected as the cutoff SUV for defining functional ERs) were 79% and 88%, respectively (33) (Figs. 1 and 2).

Similarly in a recent study, Linden et al. also demonstrated that FES PET was superior to in vitro ER in predicting response to hormonal therapy (34). The investigators have studied 47 patients with ER+ primary or recurrent breast cancer with FES PET before hormonal therapy. All patients received hormonal therapy for at least 6 months unless there was evidence of tumor progression. Eleven of the 47 patients (23%)...
Responder

Fig. 1. Positron emission tomography assessment of ER function: responder. Selected transaxial FDG PET (upper row) and FES PET (lower row) images before (left) and after (right) tamoxifen therapy in a patient with locally advanced ER+ breast cancer. On the pretreatment images, there is intense FDG and FES uptake in a primary right breast cancer. One week after therapy, there is an increase in tumor FDG uptake (reflected by an increase in the maximum SUV of the tumor) and a concomitant decrease in FES uptake.

had an objective response. Quantitative FES uptake and response were significantly associated; none of the 15 patients with an initial FES SUV < 1.5 responded to hormonal therapy while 11 of the 32 patients (34%) with SUV > 1.5 responded to therapy ($p < 0.01$). While none of the patients with absent FES uptake responded to hormone therapy, the association between qualitative FES PET results and response was not significant ($p = 0.14$). In addition, these investigators demonstrated that in the subset of patients whose tumors did not overexpress HER2neu, 11 of 24 (46%) patients with SUV > 1.5 responded. Thus while FES uptake was highly predictive of response to hormonal therapy in patients without HER2 overexpression, it was considerably less predictive in patients whose tumors overexpressed HER2. It thus appears that overexpression of HER2 in breast cancer defines a subset of more aggressive tumors that are less sensitive to endocrine treatment (35).

Recently, several new hormonal therapeutic agents have been approved for treatment of hormone-sensitive breast cancer that unlike tamoxifen lack estrogenic effect. Based on the hormonal challenge test, an old concept in the management of breast cancer (36), we hypothesized that development of a “metabolic flare” in response to a chal-
lenges pulse of estradiol will be predictive of response to any type of therapy that either targets or is mediated via functional estrogen receptors. We are currently investigating whether the “metabolic flare” in response to a challenge pulse of estradiol can predict the likelihood of response to new hormonal agents such as aromatase inhibitors and fulvestrant, since these drugs are now more widely used than tamoxifen for treating advanced breast cancer (37, 38).

In summary, ER is an important prognostic factor that also has a significant role in the growth of ER+ breast cancer. Hormonal therapy is the most effective treatment for ER+ breast cancer and is designed to block ER function. Assessment of response to hormonal therapy is difficult early after institution of therapy, because several months of therapy are needed before response can be assessed. The ER status of the tumor determined by in vitro assays is predictive of response in slightly more than half of the patients with ER+ tumors. Thus, a more effective method is needed to predict response to hormonal therapy. We and others have shown that PET with FES predicts therapeutic response with moderate reliability. We also have shown that a metabolic flare resulting from interaction between functional ER and the initial estrogenic effect of tamoxifen can be detected by FDG. This appears to be an even more reliable method to identify which patients with hormone-sensitive breast cancer will respond to tamoxifen early during therapy. As noted, a similar approach involving FDG PET before and after a
challenge pulse of estradiol may be able to predict the likelihood of response to newer types of hormonal therapy before therapy is initiated. We expect that the information provided by PET will allow tailoring of systemic therapy, thereby providing an improved therapeutic index in patients with advanced breast cancer.
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1. INTRODUCTION

Over the past decade positron emission tomography (PET) has become the fastest growing medical imaging technology. This is primarily based on its performance as a diagnostic tool in oncology. In particular, its sensitivity for detecting metastases using whole body scans and 2-[18F]fluoro-2-deoxy-D-glucose ([18F]FDG) as a tracer is unrivaled, resulting in reimbursement for a steadily increasing number of indications. The development of PET/computed tomography (CT) scanners has further stimulated the use of PET, as investment in such a scanner is now also feasible for smaller hospitals.

It should be noted, however, that originally PET was developed as a technique for the noninvasive in vivo quantification of functional processes and molecular interactions (1). In fact, many different physiological, biochemical, and pharmacokinetic parameters can be measured with high selectivity and sensitivity in the picomolar to nanomolar range (2). Apart from glucose metabolism, processes that can be measured include blood flow, blood volume, oxygen utilization, presynaptic and postsynaptic
receptor density and affinity, neurotransmitter release, enzyme activity, drug delivery and uptake, and gene expression.

2. SCOPE FOR QUANTIFICATION

The detection of distant metastases using whole body $[^{18}F]$FDG PET does not rely on quantification. Due to the high glycolytic rate of most tumors (3) and the kinetic properties of $[^{18}F]$FDG, uptake of $[^{18}F]$FDG in malignant tissues is increased and, consequently, detection of positive lymph nodes and/or metastases involves identification of areas with increased uptake (i.e., hot spots) within a background (normal tissue) of lower uptake. Clearly, for this purpose, visual assessment of the whole body images will suffice.

Qualitative FDG images can even be useful for assessing response to chemotherapy. It is particularly useful if in repeat whole body scans new sites with increased uptake are detected, indicating progressive disease. In addition, if uptake in a tumor disappears during treatment, there is good reason to believe that the treatment is effective. On the other hand, if there is no change in uptake it can be assumed that there is no response. The difficulty arises in (the majority of) intermediate cases, where some reduction in uptake might be seen. Clearly, a quantitative method would potentially allow for the definition of objective cut-off values for response or, more likely, the definition of response probabilities associated with a certain reduction in $[^{18}F]$FDG uptake.

In essence, PET is a technique that allows for quantification of functional processes and molecular interactions. This makes it ideally suited as a tool for the objective assessment of therapeutic efficacy, both with respect to monitoring response to an existing treatment in an individual patient and to assessing the efficacy of new drugs (4).

It should be noted that although presently most oncological studies are based on $[^{18}F]$FDG, PET is not restricted to $[^{18}F]$FDG. It is likely that in the future, response will be measured using more tumor-specific markers than $[^{18}F]$FDG. Also in those cases, quantification of the most appropriate tracer parameters will remain important, if response is to be measured objectively.

3. 2-[$^{18}F$]FLUORO-2-DEOXY-D-GLUCOSE

As mentioned above, most PET studies on cancer therapy are based on $[^{18}F]$FDG, an analogue of glucose, that is transported into the cell by the glucose transporter. There it is phosphorylated to $[^{18}F]$FDG-6-PO$_4$ by hexokinase. In contrast to phosphorylated natural glucose, $[^{18}F]$FDG-6-PO$_4$ is not a substrate for further metabolism. In addition, in most tissues including tumors, the rate of dephosphorylation is negligible. Due to this lack of tissue clearance, $[^{18}F]$FDG accumulates in proportion to glucose metabolism (5, 6). Together with the long half-life of $^{18}$F ($\sim 2$ h) relative to study duration (1 h), this guarantees a high signal-to-noise ratio, which is ideal for quantitative studies. The main disadvantage of $[^{18}F]$FDG for monitoring response to therapy is the fact that it is an analogue of glucose with different affinities for the glucose transporter and hexokinase (5). Therefore, irrespective of the method of analysis being used (i.e., even in case of visual inspection), it has to be assumed that the relative affinities of $[^{18}F]$FDG and glucose for glucose transporter and hexokinase do not change as a result of therapy, i.e., that the so-called lumped constant remains indeed constant.
4. ANALYTICAL METHODS

As a result of its widespread availability, a variety of methods for the analysis of [18F]FDG data have been developed. These range from qualitative (visual) through semiquantitative (e.g., standardized uptake value) to fully quantitative (glucose metabolism) approaches. The main limitation of a qualitative method (i.e., visual inspection) has already been mentioned. In the next sections advantages and shortcomings of the semiquantitative and quantitative methods will be summarized. More detailed descriptions can be found elsewhere (7).

5. T/N RATIO

A very simple method of “quantifying” [18F]FDG uptake in a tumor (T) is by normalizing it to uptake in normal tissue (N), the T/N ratio. This semiquantitative method (Table 1) requires only a static emission scan and no (arterial) input function. As normal tissue serves as an internal standard, it is not even necessary to (cross)-calibrate the scanner against a well counter or dose calibrator. However, as unidirectional uptake of [18F]FDG increases over time (with different rates in tumor and normal tissue!), the T/N ratio will be a (complex) function of time. Therefore, the emission scan should always be acquired at the same time after injection.

The major drawback of this method is that a representative region of normal tissue needs to be defined, which could be difficult for some tumor locations. In addition, in many cases, it is not easy to define exactly the same (normal) tissue in repeat scans. Moreover, during the course of systemic and toxic chemotherapy, this normal tissue will also have been exposed, yet it has to be assumed that it is not affected. Furthermore, as uptake in normal tissue is low in (fasting) cancer patients, the T/N ratio will be sensitive to noise, especially if there is nonhomogeneous uptake in the normal tissue.

6. STANDARDIZED UPTAKE VALUE

The most popular method is also a simple semiquantitative method, the so-called standardized uptake value (SUV). In older literature this has also been named differential uptake ratio (DUR) or differential absorption ratio (DAR). In contrast to T/N, in SUV calculations (Table 2), tumor uptake is not normalized to that in normal tissue, but to injected dose and a factor that takes into account the total distribution space of injected [18F]FDG. Originally, this factor was body weight (8), but based on the altered uptake in fatty tissues, both body surface area (9) and lean body mass (10) have been proposed as potentially more accurate factors. To account for possible changes in plasma glucose levels (11) during therapy, a correction for plasma glucose has also

<table>
<thead>
<tr>
<th>Properties of T/N Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single image–static scan</td>
</tr>
<tr>
<td>No arterial input function required</td>
</tr>
<tr>
<td>No (cross)-calibration required</td>
</tr>
<tr>
<td>Time dependent</td>
</tr>
<tr>
<td>Normal tissue is available</td>
</tr>
<tr>
<td>Normal tissue is “normal”</td>
</tr>
</tbody>
</table>
been proposed. Note that a combination of all these correction factors results in a total of six different SUV definitions, making it difficult to compare results from different institutes, even for SUV alone.

The main advantage over the T/N ratio method is that no normal tissue (with all its inherent limitations) needs to be defined. Otherwise the same advantages (single scan, no blood sampling) and disadvantages (time dependency) apply. A further disadvantage is that injected dose needs to be measured accurately and that PET scanner and dose calibrator are cross-calibrated. In addition, if therapy affects plasma clearance of $[^{18}\text{F}]$FDG (i.e., by changing uptake in other parts of the body), the relationship between uptake at a certain time and injected dose will be different for the posttherapy scan as compared with the pretherapy scan. In Fig. 1 an example (hypothetical) is shown to

<table>
<thead>
<tr>
<th>Table 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Properties of Standardized Uptake Values</td>
</tr>
<tr>
<td>Single image–static scan</td>
</tr>
<tr>
<td>No arterial input function required</td>
</tr>
<tr>
<td>Plasma clearance is assumed to be “normal”</td>
</tr>
<tr>
<td>Time dependent</td>
</tr>
<tr>
<td>Correction for plasma glucose optional</td>
</tr>
<tr>
<td>Correction for either</td>
</tr>
<tr>
<td>Body weight</td>
</tr>
<tr>
<td>Body surface area</td>
</tr>
<tr>
<td>Lean body mass</td>
</tr>
</tbody>
</table>

Fig. 1. The time dependency of SUV calculations. In this hypothetical case SUV values will be the same for only one specific time after injection. Earlier times will give an increase in posttherapy SUV, while later times will give a decrease. In practice, the exact curves are not known from a single scan, indicating that the relationship between SUV and glucose metabolism is assumed to be constant. This might not be the case if the body distribution of $[^{18}\text{F}]$FDG changes under the influence of therapy.
illustrate the danger of using a single scan (snapshot) to characterize a dynamic physiological process. As can be seen, interpretation of results (increase or decrease in uptake following therapy) could differ for different scanning times. Note that in this case it will not help to scan at a fixed time point as the kinetics for a certain patient are not known a priori.

7. NONLINEAR REGRESSION

The time dependency of SUV stems from the fact that tissue uptake is a continuing process that depends on a number of physiological entities. As uptake is irreversible, no equilibrium is reached and a single image represents only a snapshot in time. To describe the behavior of $[^{18}\text{F}]$FDG uptake over time, use has to be made of a kinetic model. The familiar compartmental model (6) for $[^{18}\text{F}]$FDG is shown in Fig. 2. The corresponding model equations are

\[
\begin{align*}
\frac{dC_f(t)}{dt} & = K_1C_p(t) - (k_2 + k_3)C_f(t) + k_4C_m(t) \\
\frac{dC_m(t)}{dt} & = k_3C_f(t) - k_4C_m(t) \\
C_{\text{tis}}(t) & = C_f(t) + C_m(t)
\end{align*}
\]

where $C$ denotes concentration as a function of time $t$, the subscripts $p$, $f$, $m$, and $\text{tis}$ stand for $[^{18}\text{F}]$FDG in arterial plasma, free $[^{18}\text{F}]$FDG in tissue, phosphorylated (metabolized) $[^{18}\text{F}]$FDG in tissue, and total tissue, respectively, and the rate constants $k$ express the rate of exchange between the various compartments.

It should be noted that it is not possible to measure the brain concentration $C_{\text{tis}}$ in vivo as it is not possible to separate tissue from blood. Therefore, an intravascular component should be taken into account. The final operational equation is therefore

\[
C_{\text{PET}}(t) = (1 - V_b)C_{\text{tis}}(t) + V_bC_{\text{wb}}(t)
\]

where $V_b$ represents the fractional blood volume in tissue and $C_{\text{wb}}$ the concentration in whole blood (not plasma).

From this set of equations, it can be seen that tissue uptake depends on (the history of) the plasma concentration and on the four rate constants describing the rate of exchange.

![Fig. 2.](image)

Fig. 2. Standard compartment model for describing $[^{18}\text{F}]$FDG uptake in tissue. The left side illustrates the plasma concentration. The right side shows the various compartments as seen by PET. This actually includes an intravascular component (not shown in the figure).
exchange between different compartments (plasma versus free $[^{18}\text{F}]$FDG in tissue: $K_1$ and $k_2$; free versus phosphorylated $[^{18}\text{F}]$FDG in tissue: $k_3$ and $k_4$). In physiological terms, $K_1$ represents flow multiplied by extraction, thereby indicating its relationship with the expression of GLUT (glucose transporter). The rate of phosphorylation (i.e., hexokinase activity) is represented by $k_3$ and the rate of dephosphorylation by $k_4$. As the rate of dephosphorylation is negligible in most tissues, including tumors, $k_4$ can be set to zero in most applications, thereby simplifying the equations.

Even if $k_4 = 0$, the above equations contain a number of parameters that need to be estimated and it is clear that this cannot be achieved using a single scan. Instead, following injection, $[^{18}\text{F}]$FDG kinetics are measured using dynamic scanning. In addition, fast (preferably on-line) arterial blood sampling is required to measure the plasma input function. The various parameters (rate constants and vascular fraction) can then be estimated using standard nonlinear regression techniques and, from these parameters, glucose consumption can be calculated using

$$MR_{glu} = (C_{glu}/LC)(K_1k_3)/(k_2 + k_3)\quad (5)$$

where $C_{glu}$ is the plasma concentration of (stable) glucose and $LC$ is the so-called lumped constant relating $[^{18}\text{F}]$FDG kinetics to that of glucose (5, 6).

A major advantage of nonlinear regression (Table 3) is that glucose metabolism is obtained, independent of time. The main assumption is that the lumped constant, describing differences in kinetics between $[^{18}\text{F}]$FDG and glucose, is known and constant between repeat scans. Note that although this is never mentioned, this assumption applies to all methods, even visual inspection, as it is a direct consequence of using $[^{18}\text{F}]$FDG rather than native glucose. Further advantages of nonlinear regression over all other methods are that changes in GLUT ($K_1$) and hexokinase ($k_3$) activity can be addressed separately, that possible dephosphorylation ($k_4$) can be taken into account, and that results are independent of the fate of glucose in the rest of the body [i.e., the method is independent of changes in plasma clearance; $C_p(t)$ is measured].

Apart from the complex scanning protocol, including arterial blood sampling, the major limitation of nonlinear regression is its sensitivity to noise, limiting the precision of derived parameters for smaller regions. This, for example, precludes its use for pixel-by-pixel calculations. Although the relatively complex calculation method (nonlinear regression) is often listed as a limitation, this is nonsense. Reconstructions are more complex calculations and these are never listed as a problem. Once implemented, calculations can be performed in an automatic manner and this also applies to nonlinear regression [provided regions of interest (ROI) has been defined]. The disadvantage of

| Table 3
<table>
<thead>
<tr>
<th>Properties of Nonlinear Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides glucose metabolism</td>
</tr>
<tr>
<td>Provides hexokinase activity</td>
</tr>
<tr>
<td>Provides GLUT activity</td>
</tr>
<tr>
<td>Accounts for dephosphorylation</td>
</tr>
<tr>
<td>Arterial input function required</td>
</tr>
<tr>
<td>Fast dynamic scanning required</td>
</tr>
<tr>
<td>Sensitive to noise</td>
</tr>
</tbody>
</table>
arterial sampling does not apply to studies of tumors in the thorax, where the input function can be derived from the vascular structures within the field of view (12), particularly the ascending aorta (image-derived input function). A few venous samples at late times are recommended, however, for quality control of this image-derived input function (13).

8. GRAPHIC (PATLAK) ANALYSIS

As mentioned above, the main limitation of nonlinear regression is its sensitivity to noise. Linear regression does not suffer from this shortcoming. Therefore, an interesting alternative to the nonlinear regression method is the so-called Patlak or Patlak/Gjedde analysis (14), which is a linearization of the compartmental equation for irreversible tracers (i.e., $k_4 = 0$). It can be shown that plotting $C_i/C_p$ against $\int C_p/C_p$ for $k_4 = 0$ will result in a straight line after an initial equilibration period (for $[^{18}\text{F}]$FDG typically some 10 min). Moreover, the slope of this straight line will be equal to the net rate of influx $K_i$, which corresponds to

$$K_i = K_1 k_3/(k_2 + k_3)$$

and glucose metabolism can be calculated using this slope according to

$$MR_{\text{glu}} = (C_{\text{glu}}/LC) K_i$$

where $K_i$ is typically obtained over an interval of 10–60 min after injection.

Although dynamic scanning is still required (Table 4), fast frames over the initial phase are not required. Scanning can be started some 10 min after injection and only a few frames are required. In addition, fast arterial sampling during the first 10 min is not required as only the integral of the arterial input curve over that interval is needed. Arterial samples, however, are still required at later times, although arterialized venous or even venous samples might be a viable alternative at later times (due to the much smaller arteriovenous differences at later times after injection).

Disadvantages compared with nonlinear regression analysis are that separate assessment of GLUT and hexokinase activity is not possible and it is assumed that dephosphorylation is negligible. This latter assumption is valid for most tumors, but should be investigated before a Patlak analysis can be performed. A significant advantage, however, is the possibility of performing calculations at the pixel level, thereby generating functional images of glucose metabolism (15). This can be a major advantage for tumors located close to vascular structures as the contrast between tumor and blood will be much higher for $MR_{\text{glu}}$ than for “raw” $[^{18}\text{F}]$FDG images.

<table>
<thead>
<tr>
<th>Table 4</th>
<th>Properties of Patlak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides glucose metabolism</td>
<td>“Slow” dynamic scanning required</td>
</tr>
<tr>
<td>“Slow” dynamic scanning required</td>
<td>Arterial input function required</td>
</tr>
<tr>
<td>Arterial input function required</td>
<td>Possibly venous or arterialized venous blood sufficient</td>
</tr>
<tr>
<td>Possibly venous or arterialized venous blood sufficient</td>
<td>Insensitive to noise</td>
</tr>
<tr>
<td>Insensitive to noise</td>
<td>Pixel by pixel calculations possible–functional glucose metabolism maps</td>
</tr>
<tr>
<td>Pixel by pixel calculations possible–functional glucose metabolism maps</td>
<td>Requires dephosphorylation to be negligible</td>
</tr>
</tbody>
</table>
9. SIMPLIFIED KINETIC METHOD

Patlak analysis still requires dynamic scanning and therefore it does not allow a survey of \( MR_{\text{glu}} \) over the entire body, i.e., it cannot be combined with a whole body scan. One possibility to combine accurate quantification with an overview of the body is to perform a dynamic scan over the primary tumor, followed by a whole body scan to identify and evaluate metastases. An alternative could be the simplified kinetic method (SKM) that combines a static scan with the calculation of \( MR_{\text{glu}} \) (16). It does require at least one and preferably a few samples during the scan. These samples are used to scale a population-derived average plasma curve.

The key feature of SKM (Table 5) is that it does estimate \( MR_{\text{glu}} \) without the need for a dynamic scan and with a very reduced sampling protocol. The advantage over SUV is that it does, at least to some extent, take into account changes in plasma clearance. Therefore, it will be less sensitive than SUV to changes in plasma kinetics and possibly also to deviations in scanning start time (e.g., patient related delay). Disadvantages of SKM are that the correction for changes in plasma kinetics is only a first-order correction and that the method has not been used extensively, i.e., it has not been validated in a large patient population.

10. QUANTIFICATION FOR RESPONSE MONITORING

As mentioned previously, the level of quantification required for a study depends on the question being asked. If an \([^{18}\text{F}]\text{FDG PET}\) study is performed for staging purposes, a qualitative whole body scan may suffice. If, however, the purpose of the study is to understand aspects of tumor physiology, the answer becomes less straightforward. Although, in theory, full kinetic analysis using nonlinear regression is the method of choice, and this is indeed the case if information is required about GLUT and hexokinase activity or if there is reason to believe that dephosphorylation is not negligible. On the other hand, if only glucose metabolism is required and it is known from previous studies that dephosphorylation is indeed negligible, Patlak analysis would be a better choice, not only because it is less sensitive to noise, but because it allows for the generation of functional images of glucose metabolism. These images would be extremely useful in assessing tumor heterogeneity.

For response monitoring purposes, the situation is even more complicated. Evidence is emerging that suggests that \([^{18}\text{F}]\text{FDG PET}\) is a sensitive technique for predicting tumor response early during the course of therapy. It already starts to play an important role in drug development and eventually it is likely to enter routine clinical practice, where it could be used in optimizing treatment for individual patients (e.g., change of therapy when no response is apparent after one course of chemotherapy). It can,

<table>
<thead>
<tr>
<th>Table 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Properties of Simplified Kinetic Method</td>
</tr>
<tr>
<td>Single image–static scan</td>
</tr>
<tr>
<td>Few venous blood samples required</td>
</tr>
<tr>
<td>Provides glucose metabolism</td>
</tr>
<tr>
<td>First order correction for changes in plasma clearance</td>
</tr>
</tbody>
</table>
however, be applied clinically only if its implementation is relatively straightforward. Nevertheless, accuracy should not be compromised by an inferior implementation, as it could lead to erroneous information about new drugs or wrong decisions in patient management. As a matter of fact, a full assessment of the value of \(^{18}\text{F}\)FDG PET for monitoring response has been seriously hampered by the existence of a multitude of analytical methods that have been used. Only a selection of the most common methods has been described in the previous sections. These are summarized again in Fig. 3, indicating the relative degree of quantification. Unfortunately, as discussed in the previous sections, there is a relationship between degree of quantification and degree of complexity. Clearly, the method of choice should be a trade-off between simplicity and accuracy. It should be noted that this optimal trade-off might be different for different tumors. A level of accuracy should be achieved that is sufficient to determine (with confidence) whether a change in uptake (or metabolism) represents a response.

11. STANDARDIZATION

Large-scale implementation of \(^{18}\text{F}\)FDG PET for monitoring tumor response to anticancer therapy requires worldwide standardization. The European Organisation for Research and Treatment of Cancer (EORTC) PET study group took the first initiative for standardization. Following two consensus meetings held in Brussels in 1998 and 1999, recommendations were published for the measurement of clinical and subclinical response using \(^{18}\text{F}\)FDG and PET (17). These recommendations concerned all aspects of patient preparation, scanning protocols, methods of analysis, and definition of metabolic response criteria. The main aim was to create a framework that would enable the comparison (and pooling) of results from different centers, a prerequisite for multicenter trials. A set of guidelines from the National Cancer Institute (NCI) was published in 2006 (18).

The complete EORTC guidelines are beyond the scope of the present chapter. Within the context of quantification, however, the EORTC guidelines on methods of analysis are of particular interest. The principle behind these specific guidelines was the definition of a minimum standard that could be adhered to by all clinical PET groups. This
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**Fig. 3.** Schematic diagram of the level of quantification achieved with the various methods presented in this chapter. Note that the level of quantification parallels the level of complexity of the scanning/analysis protocol.
minimum standard was defined as SUV corrected for body surface area, but not for plasma glucose. The latter correction was considered to be small, as the scanning protocol prescribed that all patients were fasting for a minimum of 6h. In addition, although measurement of plasma glucose (to check whether patients were fasting) was included in the guidelines, the EORTC PET study group was afraid that many clinical groups would use a very simple assay. As such an assay has a variability of 10–15%, they would reduce rather than improve the accuracy of SUV calculations. Interestingly, a number of studies that were performed after the guidelines were published (19–21) have shown that correcting SUV for plasma glucose (measured using the hexokinase method) significantly improved the correlation with nonlinear regression. It still needs to be determined whether this has clinical implications (i.e., with respect to determining response), otherwise this finding needs to be incorporated in a revision of the guidelines.

The EORTC PET study group also recommended that at least one center should perform a formal comparison of the above SUV results with those obtained from the more quantitative Patlak analysis. Such a comparison would be needed for each type of tumor until sufficient data are available about the relationship between SUV and Patlak analyses. If this is constant, then the Patlak analysis could be omitted in future studies. In a series of three studies on lung, breast, and gastroesophageal cancer (19–21), Patlak and nonlinear regression produced nearly identical results. Moreover, there was a constant relationship between SUV and Patlak and between SKM and Patlak, suggesting that both simplified methods could be used for monitoring response to cancer therapy. In a recent study (unpublished results) with a new drug, however, the relationship between SUV and Patlak changed significantly, resulting in a lower SUV after therapy than would be expected on the basis of the Patlak (or nonlinear regression) analysis. In this case, using SUV would overestimate the efficacy of the drug. SKM performed better, but still an underestimation compared with Patlak was observed. This example makes it clear that when evaluating a new drug, the relationship between SUV (or SKM) and Patlak after therapy should always be investigated to avoid incorrect interpretation of the results of these simplified methods.

The EORTC did not provide very specific recommendations about ROI definition and analysis. The main recommendation was that the same ROI volumes should be sampled on subsequent scans and that they should be positioned as close to the original tumor volume as possible. In subsequent studies (22, 23) the impact of ROI definition on [18F]FDG quantification was assessed. It was shown that consistency in defining ROI was extremely important for reliable quantitative results. The actual type of ROI (maximum, mean, manual) was less important for response studies as long as the same type was used on prescans and postscans. Only a fixed size ROI gave poor results. For absolute quantification, the type of ROI was more important and a threshold technique (e.g., all pixels within a 50% threshold between maximum pixel count and background) performed best.

12. FUTURE DIRECTIONS

The role of [18F]FDG PET for assessing cancer therapy is still under investigation. The issue is no longer whether an early assessment of [18F]FDG uptake during therapy (e.g., after one course) has prognostic value with respect to outcome. To date, the main
issues are whether it can be used as a reliable tool for evaluating new drugs and whether it can be used to optimize therapy for individual patients. This implies that there is still a need for identifying the optimal method of quantification, which might be different for different tumors and drugs. Quantitative analysis becomes even more important if outcome is related not only to the rate of change of $[^{18}\text{F}]$FDG uptake, but also to the residual absolute uptake after one course of chemotherapy, as suggested recently (24).

Assessment of glucose metabolism using $[^{18}\text{F}]$FDG is only one of many processes that can be studied with PET. There are several other, even more tumor specific, processes (e.g., protein synthesis, hypoxia, gene therapy) that would be good candidates for response monitoring, given the availability of suitable tracers. Assessment of response using such a tracer always requires full quantification based on a tracer kinetic model that describes its fate in the tumor. This is needed, because the relationship between uptake and underlying biological process is almost always more complex than that between $[^{18}\text{F}]$FDG and glucose consumption. That also implies that a simple SUV analysis is unsuitable for most tracers.

A well-known example is the measurement of blood flow using $[^{15}\text{O}]\text{H}_2\text{O}$ (25). Uptake of $[^{15}\text{O}]\text{H}_2\text{O}$ is proportional to blood flow (first pass extraction is close to 100%) but, as $[^{15}\text{O}]\text{H}_2\text{O}$ is freely diffusible, it is immediately cleared, again proportional to flow, to finally result in a tissue distribution that is governed by the partition coefficient of water. It is not possible to define an interval in which uptake reflects only blood flow (by definition, this interval itself would be flow dependent) and, therefore, it will be no surprise that there is also no relationship between SUV and blood flow for any interval (26). If the purpose of a study is to assess the effects of antiangiogenic therapy by measuring blood flow, SUV analysis of a static $[^{15}\text{O}]\text{H}_2\text{O}$ scan will not suffice.

A final example is the use of $[^{18}\text{F}]$FLT as a tracer of proliferation (27). Although the tracer kinetic model is almost identical to that of $[^{18}\text{F}]$FDG, it remains to be seen whether a simple SUV analysis would be useful. In contrast to $[^{18}\text{F}]$FDG where glucose metabolism or $K_i$ is the parameter of interest, this is not the case for $[^{18}\text{F}]$FLT. In theory, for $[^{18}\text{F}]$FLT, TK1 activity or $k_3$ is the parameter of interest and its relationship with “raw” uptake is more complex.

13. CONCLUSIONS

The possibility of evaluating response to cancer therapy at a very early stage during treatment is an exciting application of PET with implications for both developing new drugs and assessing efficacy of therapy in individual patients. At present $[^{18}\text{F}]$FDG is the tracer of choice, based on the increased glycolytic activity of most tumors. For objective assessment of response some form of quantification is required. In this respect, the development of $[^{18}\text{F}]$FDG has been hampered by the many different (semi)quantitative methods that have been used. Based on several studies it now seems that for many tumors and therapies an SUV analysis seems sufficient. For increased accuracy, normalization to plasma glucose levels is recommended. At the cost of only a few late venous samples, the SKM analysis provides better protection against potential therapy-induced changes in plasma clearance. For new drugs it is strongly recommended that the relationship with the quantitative Patlak analysis be evaluated first, as examples are emerging in which the relationship between SUV and Patlak (and, although
to a lesser degree, also the relationship between SKM and Patlak) is greatly affected by the therapy itself, potentially leading to significant overestimation of response when using SUV. For all other tracers, including $[^{18}\text{F}]$FLT, full kinetic analysis is required. To avoid unnecessary delay, as previously seen with $[^{18}\text{F}]$FDG, any new simplification needs to be fully evaluated before it is used in large-scale studies.
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Positron emission tomography (PET) is a highly sensitive noninvasive functional imaging modality that can provide quantitative in vivo tissue data with high temporal resolution. Such information can be exploited to assess the behavior of a drug within the body (pharmacokinetics) and its effects on the biosystem (pharmacodynamics). Knowledge of in vivo drug pharmacology is especially invaluable in the assessment
and development of anticancer agents and is likely to play a significant role in the development of novel targeted therapies. Specifically, PET pharmacokinetic studies can provide information on drug access, kinetics, and drug concentration in tumors and normal tissues, all of which have a bearing on drug activity, tissue toxicity, and drug scheduling. In addition, such studies can provide proof of principle of the in vivo mechanism of drug action and in vivo targeting of molecular therapeutic targets. In this review, basic principles of PET drug kinetic measurement techniques are discussed, followed by examples of PET kinetic studies performed at various stages of the drug developmental process and their utility and contribution to anticancer drug development are highlighted.

1. INTRODUCTION

Pharmacokinetics is the study of the time course (kinetics) of different processes (absorption, distribution, metabolism, and excretion) that govern the fate of a drug in the body. Pharmacodynamics is the study of the intensity, duration, and type of action (therapeutic and/or adverse effects) of a drug. Pharmacokinetics reflects what the body does to the drug and pharmacodynamics what the drug does to the body.

Since the term pharmacokinetics was coined by Teorell in 1937, after his pioneering work on the kinetics of distribution of substances administered in the body (1, 2), pharmacokinetics has found increasing acceptance in the evaluation of new therapeutic agents. The availability of new, sensitive, and specific analytical techniques, such as high-performance liquid chromatography (HPLC) and gas and liquid mass spectrometry, and the advent of powerful computers have also immensely contributed to the development of plasma pharmacokinetics in recent years.

Conventionally, repeated plasma samples are obtained usually up to a few days after drug administration to obtain the temporal plasma concentrations of the parent drug (and metabolites). From this, drug behavior within the body is summarized by derivation of pharmacokinetic parameters by application of kinetic modeling methods or methods independent of modeling. In the following sections, we shall initially discuss conventional pharmacokinetic methods followed by PET drug kinetic measurement techniques and finally illustrate the utility and contribution of PET kinetic studies in anticancer drug development.

2. PHARMACOKINETIC PROCESSES

The four processes that reflect the behavior of the drug in the body are absorption, distribution, metabolism, and excretion (ADME). The intravenous route is the most commonly used method of drug administration with anticancer agents. However, some important drugs such as tamoxifen, cyclophosphamide, and, more recently, capecitabine are administered orally. In addition to time delay, some drugs may undergo a significant amount of first-pass metabolism before reaching the systemic circulation when administered extravascularly (3).

After absorption, drugs circulate in plasma, either bound to plasma proteins or in an unbound state, with an equilibrium existing, in most cases, between protein-bound and unbound drug. Bound drugs are restricted in their passage across capillaries and only
the unbound drug is distributed to tissues. Drugs with low molecular weight diffuse readily into tissues from the vascular system as do lipophilic compounds. Finally, drug distribution is influenced by the ionization status of the drug, with uncharged drugs diffusing well across lipid membranes, compared to charged molecules. The ionization status of drug is dependent on the dissociation constant (pK\textsubscript{a}) of the drug and the pH of the surrounding environment. Generally, at a pH 2 units higher or lower than the drug pK\textsubscript{a}, the drugs may be either 99% ionized or nonionized (4). Multidrug resistance proteins (p-glycoprotein and multidrug resistance-associated proteins) located in epithelial and endothelial cells are being increasingly recognized as critical determinants for the movement of a large number of commonly prescribed drugs across cellular barriers (5). Within the tissues, drugs may be either free or bound specifically to sites of action such as receptors resulting in pharmacological or toxic effects or to a non-specific binding site, which causes no effect.

Competing with the forces of distribution of the drug are those of elimination, namely metabolism and excretion. Certain organs such as liver, lung, and blood possess enzymes that metabolize drugs. For most drugs, metabolism occurs in the liver (6). Although metabolism generally results in detoxification, some drugs may have cytotoxic circulating metabolites. Knowledge of the metabolic pathway of the drug is useful, as drug action could be modified either by inhibiting or inducing metabolism for maximal therapeutic gain. An area of rapidly increasing importance is genetically determined variability in drug metabolizing enzymes (pharmacogenetics) (7). Such genetic variability can result in enhanced toxicity due to impaired detoxification (8), enhanced activation, or lack of desired effect due to impaired activation (9). Furthermore, genetically determined variability may also be a risk factor in carcinogenesis (10).

Drug excretion takes place by renal or hepatobiliary routes for most drugs. Both are complex processes involving a chain of events, any of which can be modulated by disease processes or other medications (11, 12). Cancer patients frequently have organ dysfunction following metastatic dissemination. Knowledge of a drug’s elimination profile is therefore essential in providing optimal benefit and minimal risk.

3. PLASMA PHARMACOKINETIC PARAMETERS

Plasma pharmacokinetic parameters that summarize drug behavior in the body include drug half-life, clearance, area under the concentration–time curve (AUC), and maximal drug concentrations.

3.1 Plasma Concentration and Half-Life

Maximal drug concentrations in plasma (C\textsubscript{max}) and the time to reach maximal concentrations (t\textsubscript{max}) are derived from inspection of serial plasma data. The half-life is defined as the time required for drug concentrations to decrease by 50%. When a drug has more than one half-life, the terminal or elimination half-life is usually taken as the parameter of interest. Half-life is important because it determines the time required to reach steady state (C\textsubscript{ss}) and the dosage interval. When the rate of drug infusion is equal to the elimination rate, steady-state plasma levels are reached.
3.2 Clearance

Clearance (CL) of a drug by an organ is the volume of blood cleared of the drug per unit time \((13)\). Physiologically, clearance is determined by the blood flow to the organ, which eliminates the drug, and the efficiency of the organ in extracting the drug. When organs have a high intrinsic clearance (i.e., enzymes have a large capacity to metabolize the drug), the drug clearance of the organ is equal to the blood flow to the organ. On the other hand, when the intrinsic clearance of an organ is low, the clearance of the drug from the organ is dependent on the product of unbound drug in the plasma and the intrinsic ability of the drug to clear unbound drug from the blood. Clearances in the various organs are additive to give the total clearance of the drug. Clearance can be calculated in one of two ways: either by measurement (or estimation) after a single dose or by determination of the steady-state concentration \((C_{ss})\) during continuous infusion \((14)\).

\[
\text{Clearance} = \frac{\text{Dose}}{\text{AUC}} \quad (1)
\]
\[
\text{Clearance} = \frac{\text{Dose rate}}{C_{ss}} \quad (2)
\]

3.4 Volume of Distribution

The systemic volume of distribution \((V_d)\) can be defined as the volume the drug would need to occupy to account for the total drug within the body, which gives an indication of the distributive characteristics of the drug \((15)\). However, as the body is not a homogeneous organ, the size of the volume can provide clues only about the distribution of the drug in the body. If the drug is highly bound to plasma proteins, the volume will be close to plasma volume. On the contrary, if the drug is rapidly sequestered by tissues, \(V_d\) will be large (e.g., >100 liters).

3.5 Area Under the Concentration–Time Curve

The area under the plasma concentration–time curve (AUC), also referred to as exposure, is probably the most important pharmacokinetic parameter in cancer chemotherapy. It is commonly used as a surrogate of tumor and normal tissue exposure and can be calculated as the ratio of dose and clearance \((AUC = \text{Dose/CL})\) in model-dependent techniques.

4. PLASMA PHARMACOKINETIC MODELING

4.1 Compartmental Modeling

Traditionally plasma pharmacokinetic modeling is performed by using either compartmental or noncompartmental methods. In compartmental analyses, the body is thought to consist of one (monocompartmental model) or several (multicompartmental model) compartments. These compartments are not necessarily physical compartments representing physiological disposition, but are a simplification of biological complexities whose elements represent key dynamics. The transfer of the drug into and out of the compartments is described by constants known as rate constants (e.g., \(k_{21}\) and \(k_{12}\)). Pharmacokinetic parameters are obtained by fitting a model to the plasma concentration–time curve. The fitted curve can consist of one or more exponentials, depending
on the model, with each exponential describing the kinetics of the drug in the body. Dedicated software (16, 17) is widely available to model the pharmacokinetic data and obtain the various parameters.

### 4.2 Noncompartmental Modeling

Noncompartmental modeling is based on the theory of statistical moments and follows from the recognition that drug elimination is a stochastic process (18, 19). In this approach, the movement of individual drug molecules through a body compartment is governed by probability. Thus, the residence time of the drug in the body can be viewed as a frequency distribution with a mean and variance around the mean. The AUC corresponds to the zero-order moment and is calculated using the trapezoidal method (20). The first moment is defined as the AUC of the product of time \( t \) and plasma concentration \( C \), from time 0 to infinity. This area is defined as the area under the first moment curve (AUMC). Mean residence time (MRT), which is the time required to eliminate 63.2% of the drug, is given by the ratio of AUMC to AUC (19):

\[
MRT = \frac{\text{AUMC}}{\text{AUC}}
\] (3)

### 5. PHARMACOKINETIC–PHARMACODYNAMIC OPTIMIZATION

One way of optimization of therapy would be to relate the pharmacokinetic parameters with the therapeutic effects, such as tumor response and normal tissue toxicity (pharmacodynamic effect). If such a relationship was established, this would lead to the utilization of pharmacokinetic parameters for therapeutic monitoring and in selecting optimal dose and schedule (21). To establish such a relationship, pharmacokinetic parameters would have to be identified that correlate with the pharmacodynamic outcome. Methotrexate (22, 23) and carboplatin (24, 25) are two antineoplastic agents for which pharmacokinetic parameters are used in the optimization of therapy.

A number of in vitro models have been proposed that relate dose (usually the survival fraction) (26–28). These dose–response curves can take a variety of forms (27), but the effect is usually exponential. In contrast to in vitro modeling, in vivo models are much more complex, and it is necessary to account for pharmacokinetic, biochemical, and cell kinetic parameters simultaneously in both normal and tumor tissue. Furthermore, there is a time lag between measured plasma concentrations and effect, with the pharmacological effect not being apparent while the drug is still detectable.

Most clinical pharmacodynamic studies to date have focused on modeling the extent of hematological toxicity, as myelosuppression is easily quantified, occurs at predictable times, and is usually reversible. Modeling of nonhematological toxicities is more difficult as these are often poorly quantified and based on subjective data. However, when nonhematological toxicity such as nephrotoxicity can be measured, models of toxicity can be constructed in a manner analogous to myelosuppression (29). The greatest challenge is to model tumor response, as factors such as biochemical drug response and drug delivery may prevent response even at high drug concentrations. Some examples of pharmacokinetic–toxicity/tumor response relationships are given in Table 1 (30–46).
6. WHY DO WE NEED TISSUE PHARMACOKINETICS?

Although pharmacokinetic parameters derived from plasma sampling have been used as a good surrogate of tissue and tumor pharmacokinetics (Table 1), an in-depth understanding of normal tissue and tumor pharmacokinetics is essential for rational anticancer drug development. This will enable exploitation of variations in drug kinetics between normal tissue and tumor so that the therapeutic index is maximized. Moreover, drug development is currently undergoing enormous changes, due to an increase in our understanding of the processes that induce and drive malignant transformation. This understanding has resulted in a shift in paradigm from the development of predominantly cytotoxic agents to compounds that target the specific alterations that drive malignant transformation. New targets include genes, antigens, and pathways involved in angiogenesis, cell cycle, signal transduction, cell death, drug resistance, invasion, and metastasis. Due to these new targeted therapies, the need to revise the way we test new drugs has become apparent. Consequently, in addition to plasma pharmacokinetics, tumor and normal tissue pharmacokinetic information is likely to be required at an early stage in drug development to ensure that adequate exposure to drug or active metabolites is being achieved. Furthermore, it is envisaged that hypothesis-testing clinical trial designs would be incorporated into phase I studies to provide early proof of principle of mechanism of action. Noninvasive technologies such as PET will play a key role in providing such information to support drug development.

<table>
<thead>
<tr>
<th>Drug</th>
<th>Pharmacokinetic parameter</th>
<th>Tumor response and toxicity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Busulfan</td>
<td>AUC</td>
<td>Hepatotoxicity (30)</td>
</tr>
<tr>
<td>Carboptatin</td>
<td>AUC</td>
<td>Leukopenia</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>Thrombocytopenia (31, 32)</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>Ovarian cancer (33)</td>
</tr>
<tr>
<td>Cisplatin</td>
<td>$C_{\text{max}}$, AUC</td>
<td>Nephrotoxicity (29)</td>
</tr>
<tr>
<td>Doxorubicin</td>
<td>$C_{\text{ss}}$</td>
<td>Leukopenia (34)</td>
</tr>
<tr>
<td>Docetaxel</td>
<td>AUC</td>
<td>Neutropenia (35)</td>
</tr>
<tr>
<td>Etoposide</td>
<td>$C_{\text{ss}} &gt; 1.2\mu\text{g/ml}$</td>
<td>Non-small-cell lung cancer (36)</td>
</tr>
<tr>
<td>5-Fluorouracil</td>
<td>AUC</td>
<td>Myelosuppression, GI toxicity (37)</td>
</tr>
<tr>
<td></td>
<td>$C_{\text{max}}$</td>
<td>Myelosuppression, GI toxicity (38)</td>
</tr>
<tr>
<td></td>
<td>$C_{\text{ss}}$, AUC</td>
<td>GI toxicity (39)</td>
</tr>
<tr>
<td></td>
<td>AUC</td>
<td>Head and neck cancer (38)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Colorectal cancer (40)</td>
</tr>
<tr>
<td>Irinotecan</td>
<td>AUC</td>
<td>Neutropenia (41)</td>
</tr>
<tr>
<td></td>
<td>Biliary index</td>
<td>Diarrhea (42)</td>
</tr>
<tr>
<td>Methotrexate</td>
<td>$C_{48\text{h}} &gt; 0.9\mu\text{M}$</td>
<td>Myelosuppression (22)</td>
</tr>
<tr>
<td></td>
<td>$C_{\text{ss}} &gt; 16\mu\text{M}$</td>
<td>Acute lymphocytic leukemia (43)</td>
</tr>
<tr>
<td>Paclitaxel</td>
<td>Time &gt; 0.05$\mu\text{M}$</td>
<td>Neutropenia (44)</td>
</tr>
<tr>
<td>Vinblastine</td>
<td>$C_{\text{ss}}$</td>
<td>Leukopenia (45)</td>
</tr>
<tr>
<td>Vincristine</td>
<td>AUC</td>
<td>Neurotoxicity (46)</td>
</tr>
</tbody>
</table>

* AUC, area under the curve; GI, gastrointestinal.
7. HOW CAN POSITRON EMISSION TOMOGRAPHY AID DRUG DEVELOPMENT?

As PET is a quantitative and highly sensitive dynamic imaging modality, it can provide tissue and tumor data with high temporal resolution, not available by other means. In general, PET can provide information on tumor and normal tissue distribution of drugs, as well as drug clearance. Mathematical modeling of tissue and plasma pharmacokinetic data enables important kinetic parameters relating to the uptake, distribution, and washout to be derived. Positron emission tomography can also provide information on target modulation and predict response based on assessment of the molecular/biochemical defect (pharmacodynamics). In addition to its value in the evaluation of the pharmacology of anticancer agents, PET can play an important role in the elucidation of pathophysiological processes that may in turn aid rational drug discovery. Data derived from plasma radioactive metabolite profiling during PET scanning can be important on its own, providing evidence of specific metabolic processes in humans or animals. In addition, as biological therapies in which the determination of optimal therapeutic dose will be the primary aim (MTD may be irrelevant) during early stages of clinical drug development, it is anticipated that PET will play an important role in the drug development process by helping determine optimal biological doses.

8. POSITRON EMISSION TOMOGRAPHY TRACER KINETICS

In physiology, a tracer is an analog of a biochemical species of interest that behaves identically in vivo to its counterpart without perturbing the physiological system under observation. When this molecule of interest is radiolabeled and utilized in PET and other nuclear imaging studies, it is called a radiotracer. External detection of the emitted activity from the very small amounts of administered radiotracer is made possible by the ability of radiochemists to produce molecules of high specific activity (activity/mole). In addition to studying physiological phenomena, radiotracers can be used to study the in vivo pharmacokinetics of drugs including anticancer agents (47). For this, the radiolabeled drug should be identical in chemical and biological properties to the stable drug. This is achieved by replacing the stable nuclides with their positron-emitting counterparts. Positron emitters are available for commonly occurring elements such as carbon, nitrogen, and oxygen. Fluorine-18, a commonly used radionuclide, is used to replace fluorine present in compounds of interest such as 5-fluorouracil (5-FU). However, it can also be used to replace hydrogen atoms, of which it is isosteric, or hydroxyl groups, of which it is isoelectronic. Although these analogs are not guaranteed to retain the pharmacokinetic properties of the native drug, the substitutions are highly conservative and have yielded useful probes in many situations such as in fluorinated antiestrogens (48).

9. LINEAR AND NONLINEAR KINETICS

Most drugs follow linear pharmacokinetics, which means that the serum concentrations change proportionally with drug dose. Some drugs do not show such a proportional change in drug concentrations with a change in dose. They are then said to follow nonlinear kinetics. A more than expected change in AUC, C_ss, or drug concentration...
occurs due to saturation of elimination processes such as enzymatic biotransformation, biliary excretion, and renal tubular reassertion. This occurs when the maximum rate of metabolism ($V_{\text{max}}$) for the drug is approached. The kinetics of a saturable biosystem can be expressed by the following equation:

$$V = \frac{V_{\text{max}} C}{K_m + C}$$  \hspace{1cm} (4)

where $V$ is the rate of metabolism and $C$ is the serum concentration. The serum concentration at which the rate of metabolism equals $V_{\text{max}}/2$ is $K_m$. Practically speaking, $K_m$ is the serum concentration at which nonproportional changes in AUC and $C_{ss}$ start to occur when the dose is increased. Such a nonproportional and supralinear change in plasma drug concentrations or AUC with a change in dose is called Michaelis–Menten kinetics (49) (Fig. 1, top curve). Most drugs metabolized by hepatic enzymes still appear to follow linear kinetics at therapeutic concentration ranges. The reason for this disparity is that the therapeutic range for most drugs is well below the $K_m$ of the enzyme systems that metabolize the drug. In a saturable biosystem, an increase in plasma drug concentrations above the $K_m$ results in saturation of drug kinetics in specific tissues. Therefore, in PET tissue kinetic studies, a decrease in radiotracer uptake or exposure with increasing drug doses would demonstrate saturation of tissue uptake, metabolism, or excretion of the drug in that tissue (Fig. 1, bottom curve).

10. POSITRON EMISSION TOMOGRAPHY PHARMACOKINETIC STUDIES

PET studies could be employed at three main levels during the process of taking a cytotoxic drug from concept to licensure including (1) preclinical development level, (2) prephase I level (prior to conventional phase I studies), and (3) phase I/II/III
level. *In vivo* tissue pharmacokinetics of the radiolabeled drug can be studied after administration of the radiotracer either alone (high specific activity), admixed with increasing or therapeutic quantities of unlabeled drug (low specific activity), or during a continuous infusion of the unlabeled stable drug. In the first instance, when the radiotracer is usually administered to evaluate pharmacokinetics at tracer doses, it is essential that the system is naive to the drug or is administered after a period, ensuring washout of previously administrated drug from the system (i.e., $C_0 = 0$). This will help prevent misinterpretation of results due to the presence of unlabeled drug in the body. The total amount of drug in such instances is minimal and doses as low as 1/1000 of the starting phase I dose of the drug can be administered. For most drugs, concentrations achieved at these doses are much lower than the $K_m$ for saturable metabolic processes. Hence, the pharmacokinetics at these doses predict the drug pharmacokinetics only for the range of drug concentrations until the $K_m$ is reached (i.e., within the range of drug concentrations in which the drug exhibits linear pharmacokinetics).

In contrast to conventional pharmacokinetic analyses, where plasma data are usually collected for at least 48 h after drug administration (depending on the $t_{1/2}$), the short half-lives of the commonly used positron emitters and patient comfort make tissue data collection in PET studies beyond a few hours almost impossible.

### 11. POSITRON EMISSION TOMOGRAPHY PHARMACOKINETIC PARAMETERS

Given the characteristic physical decay of the positron, PET tissue pharmacokinetic parameters are calculated after correction of tissue activity for radioactive decay. In addition, tissue data is normalized for other study variables such as the injected radioactivity and the body surface area of the patient. From this, tissue parameters are obtained.

#### 11.1 Radioactive Decay

Although the amount of radioactive material that remains decreases with time, the rate of radioactive decay for the substance remains the same. The rate of decay that is exponential depends on the amount of the material and is given as

$$N = N_0 e^{-\lambda t}$$  \hspace{1cm} (5)

where $N_0$ and $N$ are, respectively, the number of radioactive nuclei present initially or after a time $t$. $\lambda$ is the disassociation rate constant, which is characteristic of the isotope and is the probability that an atom will decay in a second. In PET pharmacokinetic studies, by correcting for radioactive decay, the biological half-life of the radiolabeled compound can be directly obtained from tissue data.

#### 11.2 Tissue Radioactivity and Area Under the Curve

Tissue pharmacokinetic parameters such as maximal radioactivity (also referred to as $C_{max}$) and time to reach $C_{max}$ ($t_{max}$) are calculated by simple visual inspection. As tissue radioactivity (MBq.mL$^{-1}$) is normalized for the injected dose per body surface area, it is consequently expressed as m$^2$.mL$^{-1}$. When the drug is not metabolized, drug concentration in tissue (mg.mL$^{-1}$) can also be calculated from the measured tissue radioactivity (tissue activity/specific activity).
The area under the radioactivity–time curve (also referred to as AUC) can be calculated relatively easily for the duration of the scan. This is done by integrating the activity in all time frames for the full duration of the dynamic scan. Radiotracer AUC is expressed as m$^2$.mL$^{-1}$.sec, after correction for radioactive decay and normalization for body surface area.

### 11.3 Half-Life, Clearance

After correcting for radioactive decay, it is possible to derive the drug $t_{1/2}$ and clearance by fitting an exponential equation to the time–activity curve (TAC) as in plasma kinetic modeling. It is important to remember that this may result in incorrect values when scan duration (dictated largely by radionuclide half-life) is less than at least twice the half-life of the drug. Hence, extrapolation of tissue AUC and clearance to infinity are not usually performed.

### 11.4 Uptake

The standardized uptake value (SUV) is defined as the tissue concentration of tracer as measured by a PET scanner divided by the activity injected divided by body weight \( (50) \). Normalization to body surface instead of body weight has been shown to result in decreasing the variability of SUV \( (51) \). SUV normalized to body surface area can be defined as

\[
SUV_{bsa} (m^2.mL^{-1}) = \frac{\text{Tissue activity (MBq.mL}^{-1})}{\text{Injected activity (MBq)/Body surface area (m}^2)}
\]

### 11.5 Partition Coefficient and Volume of Distribution

Partition coefficient is the concentration of substance in the tissue \( C_t \) over that in the plasma \( C_p \), provided the tracer has access to the whole tissue space \( (52) \). It can also be defined more generally as the ratio between tissue and arterial blood concentration in equilibrium. The parameter volume of distribution \( V_d \) has a different meaning in PET pharmacokinetics, although the concept has been borrowed from clinical pharmacokinetics. \( V_d \) is defined as the ratio of volumes (or “spaces”) making the tissue concentration equal to that in the plasma. The space then taken by the substance compared to the total volume is the \( V_d \). Both \( V_d \) and partition coefficient are numerically identical and are unitless, although \( V_d \) is sometimes given the units of mL.g$^{-1}$ when density corrections are made. \( V_d \) is derived from the rate constants obtained by PET pharmacokinetic modeling.

### 12. DRUG METABOLISM

The kinetics of a drug can be quantified easily with PET if the drug is not metabolized during the scan duration, as the entire tissue activity would be due to the radiolabeled drug. However, when the drug is metabolized, it is difficult to differentiate between the chemical species carrying the radiolabel, as PET lacks in vivo chemical information. Knowledge of chemical composition may be important as tumor radioactivity is usually composed of parent drug and metabolites that may be active, inactive, or toxic to normal tissues.
When metabolism occurs, a number of strategies can be used to deal with the contamination arising from labeled metabolites. These include (1) mathematical modelling, (2) obtaining a correction for metabolites by performing an additional study after administration of the radiolabeled metabolite (53), (3) washout strategies for radiotracers with a long physical half-life, in which nonspecific binding and metabolites are allowed to be eliminated leaving specifically bound species, which are imaged at a later time point (54), and (4) inhibition of metabolism in one arm of a paired study to enable the contribution of metabolism to be assessed (55).

13. POSITRON EMISSION TOMOGRAPHY MODELING TECHNIQUES

As in plasma kinetic modeling, PET modeling can also be divided broadly into two categories: (1) compartmental-based or model-led techniques and (2) multivariate based or data-led techniques. The data-led techniques such as principal component analysis (56), cluster analysis (57), and factor analysis (58) make no *a priori* assumptions of the model structure and dictate what can be identified from the data. However, they often fail to fully characterize the parameters of interest and are extensively used as first-pass analysis with new tracers when little is known about the tracer’s behavior. Compartmental techniques themselves form a broad spectrum from rigidly model-led methods requiring *a priori* assumptions of the data (fluorodeoxyglucose model) to techniques such as spectral analysis (59), which require few *a priori* assumptions and lie between the strictly data-led and highly structured methods.

Single-input/single-output systems typically characterize PET studies. In general, the system input is the plasma TAC and the system output is the tissue TAC, and a model is fitted that best explains their relationship. The plasma TAC for the parent drug is therefore also known as input function. This is derived from the continuous on-line monitoring (typically every second) of blood radioactivity, discrete (typically 5–10) sampling of blood, blood/plasma partitioning of radioactivity, and plasma metabolite profile throughout the scan duration. The input function has high temporal resolution (3600 time points for a 60-min scan). Similarly, temporal resolution of the tissue TAC or output function is high and is determined by the frame durations of the dynamic scans, which are usually short (usually 5 sec) at early time points to resolve the kinetics better. This gives rise to temporally and spatially rich data, allowing model determination for each of the tissues analyzed by the PET scanner. The relationship between input and output responses is modeled by a process known as convolution, a mathematical function distinct and different from the multiplicative function.

As examples, two modeling methods that have been utilized to describe drug kinetics are briefly discussed.

13.1 Graphic Analysis

Graphic or Patlak approaches were first used by Rutland (60) and developed in a more theoretical framework by Gjedde (61) and Patlak (62). This method is used to measure the irreversible radiotracer uptake into the tissues and was originally developed to calculate blood to brain influx constant. In this method it is assumed that relatively rapid, free, and reversible exchange of the tracer occurs between the only source of the tracer, i.e., the plasma and tissue region made up of *n* compartments. It is also assumed
that there is another tissue distribution region, called the “bound or irreversible” region, that may consist of one or more parts that can be mathematically lumped together into a single irreversible compartment. The tracer may enter, but not leave this compartment, and if the tracer is metabolized, this occurs only in the irreversible region and the metabolite is trapped there and is measurable.

Positron emission tomography data are transformed and the rate of the unidirectional flux of the tracer into the irreversible compartment (\(K_I\)) is determined. After transformation the Patlak model equation is defined as

\[
\frac{C_t(t)}{C_p(t)} = K_I \int_0^t \frac{C_p(\tau)}{C_p(t)} d\tau \frac{d\tau}{C_p(t)} + (V_o + V_p)
\]

(7)

where \(V_o\) is the steady-state space of the exchangeable region, \(V_p\) is the plasma volume within the tissue, and \(C_t(t)\) and \(C_p(t)\) are tissue and plasma time courses of the tracer, respectively. \(K_I\) is the net clearance from plasma into tissues and is referred to as the net unidirectional influx constant or the net irreversible uptake rate constant.

The transformed data are plotted with \(C_t(t)/C_p(t)\) on the y-axis (ordinate) and \(\int_0^t C_p(\tau) d\tau / C_p(t)\) on the x-axis (abscissa). The transformation of the data on the abscissa results in transforming the bolus input function into an infusion function of the arterial plasma activity. For each measured time point, the integral of the plasma signal up to that time point is divided by the actual plasma concentration of that point in time. In other words, for each point in the abscissa a new time is calculated, namely the time that would have been needed to reach the actual plasma integral with the actual plasma activity at that time. The tissue concentration measured by PET is simply normalized to the actual plasma concentration in the Patlak plot. The abscissa of the Patlak plot is also called “stretched” time or “funny” time.

As a consequence of the transformation, the abscissa, which has the dimension of time, will, for larger time points, always reach infinity because as the numerator increases the denominator approaches 0. In addition, if the tissue levels follow the plasma level, because nothing is being trapped, then the tissue over plasma curve bends and becomes horizontal. If the signal is trapped into the tissue, the curve will always show a positive slope. Graphic analysis has also been applied to assess the uptake and retention of \(^{18}\text{F}\)fluorodeoxyglucose, whose metabolite \(^{18}\text{F}\)fluorodeoxyglucose-6-phosphate is trapped in pathological states.

### 13.2 Spectral Analysis

Spectral analysis (59) is a further development of an approach used by Tobler and Engel (63), who used a set of hyperbolic basis functions to investigate in vitro binding data. This kinetic modeling technique lies between the strictly data-led and highly structured techniques and allows for the distinction between transient, reversible, and irreversible tracer kinetic components. When the biological half-life of the tracer is much longer compared to the physical/radioactive half-life, the effective half-life approaches the physical half-life of the radionuclide. This principle is utilized in spectral analysis, where nondecay-corrected TACs are used for modeling. In this method, the behavior of the radiotracer in vivo is defined by a number of kinetic components \(\beta\), which may be transient to irreversible. The data, uncorrected for decay, serve as a useful constraint in defining these components, with values approaching \(\lambda\) being associated with retention of the drug/metabolites in tissue.
Spectral analysis is based on the *a priori* definition that the tissue impulse response function (IRF) can be constructed from a sum of nonnegative exponential terms.

This model is defined as

\[
\text{Tissue}(t) = \text{IRF}(t) \otimes \text{Plasma}(t)
\]

where \( \text{IRF} = \sum_{i=1}^{k} \alpha_i \exp(-\beta_i t) \) and \( k \) is the number of identifiable kinetic components, \( \beta \).

The discrete spectrum of exponentials (\( \beta \)) is prechosen and fixed to cover an appropriate spectral range. For *in vivo* studies involving short-lived positron-emitting isotopes, this range needs to extend from the slowest possible loss of radioactivity from the tissue (i.e., that associated with radioactive half-life of the isotope) up to a value appropriate for a transient phenomena (e.g., the passage of activity through the tissue vasculature). Positron emission tomography data that are not decay corrected thus provide a useful constraint on the range of values for \( \beta \). For example, with studies involving \(^{18}\text{F} \) [decay constant (\( \lambda \)) 0.000105 sec\(^{-1}\)], a suitable range is from \( 10^{-4} \) sec\(^{-1}\) to 1 sec\(^{-1}\). Thus a \( \beta \) value of 1 sec\(^{-1}\) is associated with the fastest component and is usually due to transient blood volume effects. On the other hand, a \( \beta \) value of \( \lambda \) is associated with retention of activity in the tissue and is likely to be associated with tissue response. Kinetic components may range between 0 and \( \lambda \) with components tending toward irreversibility as they approach values of \( \lambda \).

The relative contribution of the components is indicated by \( \alpha \), the intensity of each of the components. Values for \( \alpha \) may be obtained from a fit of the model to the measured time–activity data of the tissue using a constrained nonnegative least squares algorithm. It is convenient for display purposes to divide the range of spectral components logarithmically to give the maximum \( n = 100 \) possible values for \( \beta \), between 1 and \( \lambda \). Although the model allows for such a relatively large set of basis functions to be used in the fitting of the PET data, the fit consists of only a small subset of these.

Spectral analysis is especially useful in assessing drug pharmacokinetics where no *a priori* model assumptions can be made. This is especially useful in the assessment of anticancer agents. In addition, the relationship between plasma and tissue activity given by the IRF can be used to correct for tissue metabolites.

14. \textbf{POSITRON EMISSION TOMOGRAPHY KINETIC STUDIES WITH ANTICANCER AGENTS}

A number of anticancer agents have been radiolabeled for PET kinetic studies such as cisplatin, 1,3-bis-(2-chlorethyl)-1-nitrosourea (BCNU), tamoxifen, \( N\)-[2-(dimethylamino)ethyl]acridine-4-carboxamide (DACA), 5-FU, and temozolomide. In this review, some of the PET kinetic studies performed with radiolabeled DACA, 5-FU, and temozolomide will be described.

15. \textbf{\( N\)-[2-(DIMETHYLAMINO)ETHYL]ACRIDINE-4-CARBOXAMIDE}

\( N\)-[2-(Dimethylamino)ethyl]acridine-4-carboxamide (Xenova: XR5000) (Fig. 2) is a third generation agent derived from the antileukemic agent amsacrine, [4-(9-acridiny lamino)methanesulfon-m-anisidide]. It was a product of the synthesis and testing program for antitumor tricyclic carboxamide-based intercalating agents at the University of Auckland in New Zealand. \( N\)-[2-(Dimethylamino)ethyl]acridine-4-carbox-
amide stimulates DNA breakage via formation of cleavable complexes between DNA and topoisomerase I and II (68, 69). Its high activity against experimental solid tumors is thought to stem from this dual interaction with both topoisomerase I and II, as well as its ability to overcome P-glycoprotein and “atypical” (topoisomerase II-mediated) multidrug resistance (69–72). The lipophilicity of DACA together with suppression of ionization of the acridine nitrogen at physiological pH (68) were considered attractive distributive properties in regard to the ability to cross the blood–brain barrier to reach brain tumors. Animal studies demonstrated that the pharmacokinetics of DACA were linear up to the maximum tolerated dose in both mice (73) and rats (74). Dose-limiting neurotoxicity was observed in mice following intravenous administration of DACA (73), which was thought to be due to the high uptake and retention of DACA and/or DACA metabolites into normal brain (75, 76).

15.1 Positron Emission Tomography Studies in Early Drug Development

On the basis of its novel mechanism of action and promising antitumor activity in preclinical models, DACA was selected for clinical trial under the auspices of the Cancer Research UK Phase I/II trials committee. As part of the drug development process, PET studies were performed preclinically (76, 77) and prior to phase I and in conjunction with phase I/II clinical studies in humans, aimed at providing intratumoral and normal tissue distribution data to aid drug development (78, 79). Tumor and normal tissue pharmacokinetics of $[^{11}\text{C}]$DACA were evaluated at tracer concentrations prior to conventional phase I trials (prephase I) in 24 patients and compared with $[^{11}\text{C}]$DACA tracer studies in 5 patients receiving a 3-h infusion of DACA as part of a phase I clinical trial (78). In the prephase I PET studies, a mean $[^{11}\text{C}]$DACA dose of 7.83 $\mu$g.m$^{-2}$ was administered corresponding to less than 1/1000 of the phase I starting dose (9 mg. m$^{-2}$). Paired $[^{11}\text{C}]$DACA PET studies were also performed at tracer doses given alone and on the fourth day in three patients receiving the maximum tolerated phase I dose of DACA (3010 mg.m$^{-2}$) as a 120-h infusion (79). Tissue perfusion parameters were also calculated after $[^{15}\text{O}]$H$_2$O PET scanning.

15.2 Preclinical Studies with

$[^{11}\text{C}]$N-[2-(Dimethylamino)ethyl]acridine-4-carboxamide

The biodistribution and metabolism of $[^{11}\text{C}]$DACA were investigated in rats by plasma sampling, sacrifice experiments with tissue analyses, and imaging using PET scanning (76). Rapid clearance of $^{11}$C radioactivity from rat blood, plasma, and major organs was observed. The half-life of $^{11}$C radioactivity clearance in rat blood between
15 and 90 min was calculated to be 3.2 h; the levels of $[^{11}\text{C}]$DACA in rat plasma decreased from $69 \pm 3\%$ (SD) at 2 min to $29 \pm 1.5\%$ at 25 min. A number of radioactive metabolites in rat plasma were observed and one metabolite was identified as the $[^{11}\text{C}]$DACA-$\text{N}$-oxide. Analysis of rat tissues showed rapid and extensive metabolism in tissues, particularly in liver and kidney; however, $[^{11}\text{C}]$DACA (i.e., the parent compound) was the major radioactive component in the lung, heart, and brain over 40 min. PET scanning using $[^{11}\text{C}]$DACA in the rat showed little retention of $^{11}\text{C}$ radioactivity in major organs with rapid excretion via gut and kidney. The rat data were consistent with animal (mouse and rat) preclinical data obtained with preexisting techniques with longer-lived isotopes (73, 74). Most importantly, there were no unexpected interspecies differences in metabolism of DACA that would have indicated that changes should be made in the planned phase I study (76).

15.3 Prephase I and Early Phase I Studies

Prephase I and phase I studies with a 3-h infusion schedule demonstrated that $[^{11}\text{C}]$DACA underwent rapid and extensive metabolism with a greater proportion of unmetabolized $[^{11}\text{C}]$DACA being present in phase I studies. Seven radioactive metabolites were observed in both prephase I and phase I studies as in animal studies (76, 77). Inspection of cumulative PET images showed that the radiotracer was taken up by a number of tumor types (Fig. 3). Together with complementary rodent data that suggest that $[^{11}\text{C}]$DACA is the highest contributor of tumor radioactivity at 5 min and decreased rapidly compared to metabolites (80), it can be inferred that $[^{11}\text{C}]$DACA is taken up

![Fig. 3. Typical transabdominal CT scan (A) corresponding to a PET $[^{11}\text{C}]$DACA image (B) demonstrating uptake of the radiotracer in kidneys, spleen, and by the renal tumor. Uptake of the radiotracer is also seen in the heart, myocardium, and another tumor type, mesothelioma, in (C) and into the brain and a glial tumor (D). (See color plate.) [Reproduced with permission from J Clin Oncol 2001; 19(5):1424, Fig. 2.]](image)
into the tumor. In keeping with the high lipophilicity of DACA and the fact that it is not a substrate for P-glycoprotein, brain uptake was observed (Fig. 3).

Overall, tissue exposure, comprising $[^{11}C]$DACA and $[^{11}C]$DACA metabolites, varied between and within tissues. Variability within sampled tissue was much lower compared to variability between patients. Examination of the TACs showed that pharmacokinetics of $[^{11}C]$DACA and metabolites in normal tissues showed a rapid peak and slower washout with the exception of the liver (Fig. 4). The characteristic profile of liver pharmacokinetics, together with the longer $T_{\text{max}}$ and high SUV at 55 min, is indicative of high hepatic turnover and is consistent with its role as the primary tissue respon-
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**Fig. 4.** $[^{11}C]$N-[2-(Dimethylamino)ethyl]acridine-4-carboxamide TACs for liver, spleen, myocardium, and lung in the prephase study group.
sible for the metabolism of DACA (81). Tumor TACs were highly variable in contrast to normal tissue TACs.

Comparison of prephase I and phase I tissue pharmacokinetic parameters demonstrated an overall decrease in $C_{\text{max}}$, AUC, and SUV for all normal tissues analyzed (Table 2). Of these, the decrease was statistically significant ($p < 0.05$) for spleen (SUV) and myocardium (AUC and SUV) only (Table 2 and Fig. 5). This nonlinearity in splenic and myocardial pharmacokinetics with increasing dose could be due to saturable process

Table 2
Area Under the Curve (AUC) and Standardized Uptake Value (SUV) for Normal Tissues and Tumor with $[^{11}\text{C}]N\text{-[2-(Dimethylamino)ethyl]acridine-4-carboxamide}$

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Prephase I</th>
<th>Phase I</th>
<th>$p$ value</th>
<th>Prephase I</th>
<th>Phase I</th>
<th>$p$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Myocardium</td>
<td>0.490</td>
<td>0.316</td>
<td>0.04</td>
<td>5.642</td>
<td>2.971</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.01)</td>
<td></td>
<td>(0.55)</td>
<td>(0.16)</td>
<td></td>
</tr>
<tr>
<td>Lung</td>
<td>0.309</td>
<td>0.219</td>
<td>0.43</td>
<td>4.016</td>
<td>2.376</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.05)</td>
<td></td>
<td>(0.56)</td>
<td>(0.71)</td>
<td></td>
</tr>
<tr>
<td>Spleen</td>
<td>0.527</td>
<td>0.379</td>
<td>0.06</td>
<td>5.672</td>
<td>3.699</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td>(0.05)</td>
<td>(0.04)</td>
<td></td>
<td>(0.60)</td>
<td>(0.36)</td>
<td></td>
</tr>
<tr>
<td>Liver</td>
<td>0.846</td>
<td>0.688</td>
<td>0.17</td>
<td>13.447</td>
<td>10.100</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>(0.07)</td>
<td>(0.12)</td>
<td></td>
<td>(0.89)</td>
<td>(1.71)</td>
<td></td>
</tr>
<tr>
<td>Brain</td>
<td>0.152</td>
<td>NC</td>
<td>NC$^b$</td>
<td>1.746</td>
<td>NC</td>
<td>NC</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td></td>
<td></td>
<td>(0.43)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vertebra</td>
<td>0.149</td>
<td>0.154</td>
<td>0.91</td>
<td>2.597</td>
<td>2.257</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
<td>(0.03)</td>
<td></td>
<td>(0.38)</td>
<td>(0.38)</td>
<td></td>
</tr>
<tr>
<td>Kidney</td>
<td>0.275</td>
<td>NC</td>
<td>NC</td>
<td>3.393</td>
<td>NC</td>
<td>NC</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td></td>
<td></td>
<td>(0.51)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tumor</td>
<td>0.173</td>
<td>0.317</td>
<td>0.02</td>
<td>2.219</td>
<td>3.663</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>(0.02)</td>
<td>(0.03)</td>
<td></td>
<td>(0.23)</td>
<td>(0.37)</td>
<td></td>
</tr>
</tbody>
</table>

$^{a}$Mean (SE).

$^{b}$NC, not calculated.

Fig. 5. Saturable myocardial kinetics. A significant decrease in myocardial $[^{11}\text{C}]$DACA AUC was observed when $[^{11}\text{C}]$DACA was administered during a phase I (3 h) infusion of DACA.
in drug uptake, tissue binding, or metabolism. In addition, an unusually high uptake of radiotracer observed in the myocardium would alert us to possible cardiovascular side-effects. Dose-limiting pain in the infusion arm and one instance of myocardial ischemia observed in the phase I trial could be a manifestation of the cardiovascular toxicity of DACA, although the mechanism for these effects is unclear (82, 83) and a possible relationship would need to be established between tissue concentration and toxicity.

The lower uptake of radiotracer in human brain compared to most of the other tissues studied (Table 2) may explain the low incidence of neurological side-effects with DACA (82, 83) as lethal neurotoxicity in rodents was attributed to high DACA *C*<sub>max</sub> (84). Similarly, the lower AUC and *C*<sub>max</sub> observed in the vertebral body compared to other normal tissues analyzed suggested that myelotoxicity was unlikely to be dose limiting, as has been confirmed by further clinical studies (82, 83).

In contrast to what is seen in normal tissues, tumor pharmacokinetic parameters (*C*<sub>max</sub>, AUC, SUV) for [*11C*]DACA and metabolites increased significantly, a finding that could be due in part to the decrease in exposure to normal tissues. *N*-[2-(Dimethyl amino)ethyl]acridine-4-carboxamide did not alter blood flow to normal tissues and tumors. In tumors, moderate but significant correlations were observed for blood flow versus tumor AUC (*r* = 0.76; *p* = 0.02) and blood flow versus SUV (*r* = 0.79; *p* = 0.01) in prephase I studies, emphasizing the importance of drug delivery in uptake and retention in tumors even with lipophilic drugs such as DACA.

### 15.4 Late Phase I/Phase II Studies

Paired [*11C*]DACA PET studies performed at tracer doses given alone and during a 120-h infusion at the MTD (79) demonstrated an increase in tumor radiotracer exposure (AUC; mean ± SD in m<sup>2</sup>·mL<sup>−1</sup>·sec) from 0.209 ± 0.04 when [*11C*]DACA was given alone compared to 0.242 ± 0.04 (*p* < 0.05) in the combination studies. This increase in tumor exposure would suggest maximal tumor drug levels were not attained at the MTD. It was concluded on the basis of PET findings that although an MTD was reached based on toxicity data, the absence of saturable kinetics in tumor could suggest that it was still possible to reach higher drug concentrations in the tumor, which may be of therapeutic benefit to the patients. However, this may not be practically possible with the current drug regimens, although other dosage regimens need to be explored. In regard to normal tissue toxicity, the TAC profile, *C*<sub>max</sub>, and AUC for vertebral body were in the lower range, compared to other normal tissues, predictive of a low incidence of myelotoxicity with the 120-h infusion regimen of DACA, as has been confirmed by the clinical data (79).

These studies with DACA have demonstrated the utility of using PET in early drug development and the invaluable information PET can provide in such situations.

### 16. 5-FLUOROURACIL

5-Fluorouracil (5-FU) is an antimetabolite widely used in the management of carcinoma of the colon, rectum, breast, stomach, pancreas, and other malignancies. It is currently the most commonly used cytotoxic drug for gastrointestinal malignancies (85). As a single agent given intravenously, 5-FU has limited efficacy in the treatment of advanced colorectal cancer, with response rates less than 14% (86). Attempts to increase the efficacy of 5-FU by biochemical modulation using leucovorin and metho-
trexate, or by schedule modification by giving it as a continuous infusion, have shown a doubling of tumor response, without a major impact on survival duration (86–88). More recently, combining 5-FU and leucovorin with irinotecan (89, 90) or oxaliplatin (91, 92) leads to an increase in response rates with a modest improvement in survival in metastatic colorectal cancer compared with 5-FU and leucovorin.

The cytotoxic effects of 5-FU are the result of interference with both RNA and DNA. 5-Fluorouracil is converted intracellularly to 5-fluorouridine triphosphate (FUTP), 5-fluoro-2′-deoxyuridine monophosphate (FdUMP), and 5-fluoro-2′-deoxyuridine triphosphate (FdUTP). Incorporation of FUTP into RNA and FdUMP into DNA as fraudulent bases causes errors in RNA processing and DNA replication, respectively, while FdUMP binds to thymidylate synthetase (TS) with greater affinity than the natural substrate and inhibits production of thymidine monophosphate and, thus, DNA synthesis (85). Up to 80% of administered 5-FU is primarily degraded in the liver by dihydropyrimidine dehydrogenase (DPD) into inactive catabolites, with α-fluoro-β-alanine (FBAL) being the ultimate catabolite.

16.1 Positron Emission Tomography Pharmacokinetic Studies

The ease in the chemical synthesis of 5-[18F]FU (93, 94), and the favorable half-life of fluorine (t1/2 110 min), has made it the most often monitored anticancer drug using PET. Shani and Wolf in 1977 first studied 5-[18F]FU biodistribution in mice, where a direct relationship was found between response and tumor levels of 5-[18F]FU (95).

Studies to establish the pharmacokinetics of 5-[18F]FU soon followed in humans initially on a rectilinear scanner (96) and later with PET (97–101). Work done by Harte et al. has indicated good reproducibility of PET imaging in 5-[18F]FU kinetic studies and confirmed the utility of PET as a tool to monitor in vivo tissue and tumor pharmacokinetics of 5-[18F]FU (99).

Dimitrakopoulou et al. evaluated 50 patients with hepatic metastases from colorectal tumors using PET following intravenous infusion of 5-[18F]FU. They found the highest uptake of radiotracer in liver, with low and highly variable uptake in liver metastases. They also demonstrated a relationship between perfusion, early uptake of 5-[18F]FU at 8 min, and retention at 120 min in a subgroup of metastases (102). A six-compartment model to describe the behavior of 5-[18F]FU based on PET pharmacokinetic studies was soon proposed (103). The same group also assessed the effect of drug delivery by intraarterial and intravenous infusion in 1998 in a similar group of patients. Although they found that intraarterial infusion led to increased 5-[18F]FU influx, the major limiting factor for the low therapeutic effect was the high elimination rate of 5-[18F]FU from the tumor cells (98).

A pharmacodynamic relationship between the tumor uptake of 5-FU and response, first seen in mice (104) and later in humans with MRS studies (105, 106), has also been demonstrated in humans by PET methods (97, 101). These studies have demonstrated that colorectal liver metastases with a higher uptake of 5-[18F]FU at 2 h (trapping), as measured by a greater SUV, responded better with a negative growth rate and increased survival (97, 101).

16.2 Biomodulatory Studies

The biomodulation of tumor and normal tissue 5-[18F]FU pharmacokinetics by N-phosphonacetyl-L-aspartate (PALA), folinic acid, and α-interferon has been assessed
Blood flow to the tumor was found to be an important determinant of tumor exposure to total $^{18}$F radioactivity (consisting of fluorine-18 radiolabeled 5-FU, anabolites, and catabolites). The importance of drug delivery in the initial uptake and retention of radioactivity uptake was supported by a significant correlation between tumor blood flow and tissue exposure to $^{18}$F radioactivity at 8 and 60 min. Blood flow to the tumor, and hence tumor exposure to $^{18}$F activity, decreased significantly ($p < 0.05$) after modulation with PALA and a nonsignificant increase in tumor blood flow and AUC was seen with $\alpha$-interferon. On the other hand, no changes in tumor pharmacokinetics were seen with folinic acid biomodulation (100).

### 16.3 Proof of Principle Studies

It was felt that the degradation of 5-FU, resulting in the loss of up to 80% of systemically administered drug, could be one reason for the poor response rates observed with 5-FU. Hence, strategies for enhancing the systemic exposure of 5-FU have focused on the catabolic pathway of 5-FU and specifically on modulation of the proximal and rate-limiting catabolic enzyme, dihydropyrimidine dehydrogenase (DPD). Eniluracil completely inhibits DPD catalytic activity in tumors and peripheral blood mononuclear cells (107) resulting in an increase in plasma 5-FU half-life and complete oral bioavailability (108). Against this background, an important question for the clinical development of eniluracil was whether DPD inactivation modulated in vivo 5-FU pharmacokinetics in tumor and normal tissue in patients. To provide direct evidence of DPD inactivation by eniluracil in tissues, the pharmacokinetics of 5-[$^{18}$F]FU were compared in six patients who had not received eniluracil and after they had received two schedules of eniluracil including a 4-day course of oral eniluracil and a 28-day combination therapy of oral 5-FU and eniluracil (109).

This study provided several key observations that provided proof of principle for the inactivation of DPD in tissues by eniluracil. First, a significant decrease in image intensity and in AUC of $^{18}$F-labeled radioactivity in liver (Fig. 6 and Table 3), the organ with the highest levels of DPD (110, 111), was observed following eniluracil administration. This decrease in uptake in the liver can be attributed to the lack of formation and retention of $\alpha$-[$^{18}$F]fluoro-$\beta$-alanine (103, 112) in the liver with eniluracil. Second, there was a decrease in exposure of $^{18}$F-labeled radioactivity in kidneys, which are the route of excretion of FBAL (113, 114), after eniluracil administration, consistent with a lower uptake of $^{18}$F FBAL into kidney parenchymal cells and its elimination. This was supported by very low urinary FBAL levels observed after eniluracil administration in the study. Third, no radiotracer localization was observed in the gallbladder after eniluracil administration, probably due to the lack of [$^{18}$F]FBAL formation and elimination. The radiotracer localization in the gallbladder without eniluracil treatment is consistent with its role in the elimination of 5-[$^{18}$F]FU (Fig. 7). Indirect evidence for inactivation of DPD was also provided by the absence of $^{18}$F-labeled catabolites in plasma, greatly decreased amounts of total $\alpha$-fluoro-$\beta$-alanine in urine, and an increase in the plasma half-life and plasma AUC of 5-FU after eniluracil also observed in this study (109).

In this study, the value of predicting normal tissue toxicity and tumor response was also investigated. Hematological toxic effects are more common with a 5-FU bolus than with 5-FU continuous infusion (115). Fraile and colleagues (116) found that the maximum concentrations of 5-FU in the bone marrow after bolus doses were much higher than that following a continuous infusion and postulated a direct relationship
between maximum concentration in bone marrow and myelotoxicity. Maximal 5-FU (equivalent) concentrations achieved after 5-FU/eniluracil treatment in vertebral body (to indicate marrow concentrations) in this study were mean 0.65 $\mu$mol.L$^{-1}$ 5-FU equivalent and similar to those previously reported by Fraile and colleagues for continuous infusion 5-FU treatment (of 1000–1100 mg/m$^2$/day). This finding may explain the low frequency of such effects in other studies with the 28-day dosing schedule (117, 118).

Eniluracil inactivation of DPD did not change blood perfusion in tumors, suggesting that changes in tumor pharmacokinetics of 5-[18F]FU after eniluracil administration

---

**Table 3**

Area Under the Curve up to 4 h in Normal Tissues and Tumor after 5-[18F]Fluorouracil$^a$

<table>
<thead>
<tr>
<th></th>
<th>Period 1</th>
<th>Period 2</th>
<th>Period 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liver</td>
<td>1.857 (0.169)</td>
<td>0.927 (0.086)</td>
<td>0.961 (0.137)</td>
</tr>
<tr>
<td>Kidney</td>
<td>4.981 (0.926)</td>
<td>1.071 (0.037)</td>
<td>1.096 (0.054)</td>
</tr>
<tr>
<td>Spleen</td>
<td>0.345 (0.030)</td>
<td>0.508 (0.042)</td>
<td>0.554 (0.044)</td>
</tr>
<tr>
<td>Vertebra</td>
<td>0.230 (0.021)</td>
<td>0.678 (0.258)</td>
<td>0.446 (0.055)</td>
</tr>
<tr>
<td>Tumor</td>
<td>0.431 (0.078)</td>
<td>0.543 (0.053)</td>
<td>0.550 (0.030)</td>
</tr>
</tbody>
</table>

$^a$Period 1 was in eniluracil-naive patients. In periods 2 and 3, studies were performed after 3 and 27 days of eniluracil.
were not due to changes in delivery of drug to the tumor. However, tumor perfusion was at least 3- to 4-fold lower in tumors compared to splenic perfusion and the mean fractional volume of distribution ($V_d$), defined as the fraction of tissue volume into which the $[^{18}O]$H$_2$O diffuses, was also lower in tumors (0.5) compared to spleen (0.8) and kidney (0.7). This could partly account for the low fluorine-18 radioactivity seen in tumors. It was also found that whereas liver and kidneys showed a decrease in AUC following eniluracil administration, there was no change in tumor AUC. Given the absence of radiolabeled catabolites after eniluracil administration, the data suggest increased tumor exposure to 5-[18F]FU, its anabolites, or both.

In addition to demonstrating the in vivo mechanism of action of an enzyme inactivator aimed at enhancing systemic exposure of an anticancer drug in humans, this study...

Fig. 7. Temporal representation of drug localization in a selected transabdominal plane passing through the base of the liver. Time frames have been added to provide a composite image between the periods indicated at the bottom of the figures. Upper panel is a dynamic sequence of $^{18}$F-labeled tracer obtained when 5-[18F]FU was given without eniluracil. Lower panel is a dynamic sequence of $^{18}$F-labeled tracer obtained when 5-[18F]FU was injected with eniluracil. (See color plate.) [Reprinted with permission from Elsevier (Lancet 2000;355:2128, Fig. 2.).]
provided important normal tissue and tumor pharmacokinetic information that may lead to a better understanding of tissue pharmacology of drugs.

16.4 5-Fluorouracil Tissue Pharmacokinetic Modeling

Although pharmacokinetic data predicted a favorable response to treatment with 5-FU/eniluracil, clinical results using this regimen have been disappointing (118). One reason for the absence of therapeutic benefit could be the poor tumor perfusion observed in the PET study that may result in decreased drug delivery to the tumors. In addition, other tissue factors that may contribute to the efficacy (or lack of efficacy) of 5-FU can be assessed using pharmacokinetic modeling methods. However, the presence of radio-labeled catabolites in tissues and the inability of PET to distinguish between labeled chemical forms of a compound limit the pharmacokinetic information derived from PET studies (100, 102). Attempts to evaluate the contribution of the various chemical forms using compartmental methods have been made, although these are associated with a number of assumptions (103).

The ability to obtain a “pure” 5-FU (plus anabolite) tissue PET signal by blocking catabolism of 5-FU by eniluracil, as described in the previous section, enabled the application of tissue modeling approaches, which have less inherent assumptions (59, 62). This allowed the derivation of a relationship between tissue and plasma 5-FU, from which the tissue contribution of catabolites in the absence of eniluracil and the rate constants for net clearance of 5-FU from plasma into tumor and liver could be calculated.

The contribution of catabolites to tissue data involved derivation of the relationship between plasma 5-[18F]FU levels and tissue response (5-[18F]FU plus 18F-labeled anabolites), referred to as the 5-[18F]FU unit impulse response function (IRF_5FU). Given that eniluracil completely inhibits 5-[18F]FU catabolism (107, 109), spectral analysis can be used to obtain the following when 5-[18F]FU is injected after eniluracil treatment:

\[
\text{[Total tissue]}_a(t) = \text{[Plasma 5-FU]}(t) \otimes \text{IRF}_5FU(t) \tag{9}
\]

where [Total tissue]_a(t) and [Plasma 5-FU] (t) denote the concentration of total radio-label in tissue and 5-[18F]FU in plasma, respectively, as a function of time, and \( \otimes \) is the convolution operator. Total tissue in the presence of eniluracil is 5-[18F]FU plus 18F-labeled anabolites. In the absence of eniluracil, Total tissue also includes 18F-labeled catabolites.

It was assumed that (1) other than catabolism, 5-[18F]FU behaves similarly before and after eniluracil and (2) the amount of catabolites that reaches tumors from circulation is much higher than any catabolites produced by tumor. These assumptions are supported by previous studies (103, 119, 120) and from the fact that tumor catabolite profiles follow that of plasma (109). The following equation then holds for the concentration of tissue 5-[18F]FU plus 18F-labeled anabolites ([Tissue 5-FU]):

\[
\text{[Tissue 5-FU]}(t) = \text{[Plasma 5-FU]}(t) \otimes \text{IRF}_5FU(t) \tag{10}
\]

The contribution of tissue catabolites (predominantly 18F-FBAL) can then be derived as follows:

\[
\text{[Tissue catabolites]}(t) = \text{[Total tissue]}_a(t) - \text{[Tissue 5-FU]}(t) \tag{11}
\]
where $[\text{Tissue catabolites}] (t)$ and $[\text{Total tissue}] (t)$ denote the tissue concentration of catabolites and total radiolabel in eniluracil-naive patients, respectively, as a function of time.

Deconvolution of tissue data (Figs. 8 and 9) was achieved by a spectral analysis algorithm as previously described (59). Figure 8A and B shows representative plasma input function and corresponding TACs for liver metastases in a patient. This relationship between plasma input function and corresponding tissue output activity ($\text{IRF}_\text{FU}$) was calculated from these curves using Eq. (8) and is illustrated as a spectrum of kinetic components in Fig. 8C and as a curve in Fig. 8D. The spectra in Fig. 8C consist of a number of components, with different frequencies. Kinetic components with high frequency that lie close to or coincident with the upper level of the predefined range $[\beta = 1 \text{ sec}^{-1}, \log (\beta) = 0]$ are due either to rapid transit times of the tracer in the vasculature or to the dispersion of blood counts measured online. The intermediate and low-frequency components of the spectrum reflect the extravascular behavior of the tracer such as tissue retention and subsequent release of tracer. If the lowest frequency component is coincident with or close to the limit set by the decay constant for the isotope [for $^{18}\text{F}$, $\beta = 0.0001053 \text{ sec}^{-1}, \log (\beta) = -4$], then irreversible or near irreversible trapping of tracer is indicated. The sums of these spectral components (ignoring the high frequency component when present) in Fig. 8C, after correction for radioactive decay of the isotope ($^{18}\text{F}$), are plotted as a unit impulse response function of the metastases to tracer in the plasma in Fig. 8D. Figure 9 illustrates the result of deconvolution and the individual TACs for total radioactivity, radiolabeled parent and anabolites, and radiolabeled catabolites are plotted.

In contrast to metabolite uncorrected data (109), the $\text{AUC}_{0-95\text{min}}$ was significantly different between eniluracil-treated and eniluracil-naive patients not only for liver but also for tumor ($p<0.05$). This confirmed a higher tumor exposure to $5-[^{18}\text{F}]\text{FU}/\text{anabolites}$ after inactivation of DPD by eniluracil. After DPD inactivation by eniluracil a 7-fold increase in tumor exposure to $5-[^{18}\text{F}]\text{FU}/\text{anabolites}$ was observed. Mean (SE) $\text{AUC}_{0-95\text{min}}$ (m$^2$.mL$^{-1}$.sec) values for tumor prior to and after eniluracil were 0.034 (0.004) and 0.247 (0.019), respectively (55). The percentage of catabolites in liver and tumor up to 95 min in eniluracil-naive patients was 95% and 83%, respectively (55). In Fig. 9C, the tissue levels of $^{18}\text{F}$-labeled catabolites appear to follow that of the plasma input function supporting the assertion that tumor catabolites are derived predominantly from circulating catabolites. Tumor AUC was calculated between 0 and 95 min only, since continuous arterial sampling was not performed beyond 95 min, and hence it was possible to derive an input function between 0 and 95 min only for modeling purposes.

The tissue $5-[^{18}\text{F}]\text{FU}$ signal after eniluracil administration (which contains no catabolites) was used to calculate the net unidirectional extraction of $5-[^{18}\text{F}]\text{FU}$ into tumors using Patlak analysis (62). Although the presence of a linear phase of the curve (Fig. 10A and B) indicated that unidirectional uptake of $5-[^{18}\text{F}]\text{FU}$ occurred in tumors, the magnitude of uptake was low. The mean $K_1$ (mL plasma.mL tissue$^{-1}$min$^{-1}$) for $5-[^{18}\text{F}]\text{FU}$ extraction by tumors (0.0036) was 8-fold less than that for fluorodeoxyglucose (0.0295) in a tumor with a standardized uptake value of 12 (Fig. 10C). For comparison, the initial (up to 10 min) extraction and trapping of $5-[^{18}\text{F}]\text{FU}$ through catabolism by the liver in eniluracil-naive patients (Fig. 10D) was 205-fold higher with a mean $K_1$ of 0.738 mL plasma.mL tissue$^{-1}$min$^{-1}$. These data provide very strong evidence to suggest
Fig. 8. Spectral analysis of tumor data for a patient. (A) Arterial plasma input function after intravenous injection of 5-[18F]FU. (B) Corresponding time–activity curve for a liver metastasis showing line of best fit. (C) Tumor unit impulse response function displayed as a spectrum of kinetic components. (D) Tumor unit impulse response function displayed as a curve. [Reproduced with permission from Cancer Research 2001;61:4939, Fig. 3.]
that the low efficacy of 5-FU could be attributable, in part, to the low net clearance of 5-FU by tumors ($K_I = 0.0036 \pm 0.0005$ mL plasma.mL tissue$^{-1}$.min$^{-1}$) (55).

In conclusion, the blocking of 5-FU catabolism by eniluracil allowed the magnitude of 5-$[^{18}F]$FU catabolism to be determined and allowed unidirectional extraction of 5-$[^{18}F]$FU by tumor and liver in patients. These have confirmed the extensive presence
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**Fig. 9.** Deconvolution of total tissue radioactivity data (■) into catabolites (△) and parent plus anabolites (○) components for (A) tumor and (B) liver of a patient. (C) Comparison of activity–time curves for catabolites in plasma (wavy line) and tumor (solid line). Tumor catabolite levels followed plasma levels. [Reproduced with permission from Cancer Research 2001;61:4939, Fig. 4.]
of noncytotoxic 5-FU catabolites in the tumor and limited extraction of 5-[18F]FU by tumors. The low uptake of 5-FU by tumors as well as the low systemic availability due to hepatic catabolism may compromise the cytotoxicity of 5-FU. It is therefore likely that biomodulators that may influence these properties in addition to agents that are likely to improve tumor drug delivery may add to the efficacy of 5-FU.

17. TEMOZOLOMIDE

Temozolomide is an alkylating agent of the imidazo[5,1-d]-1,2,3,5-tetrazine series (121) and is structurally related to the antimelanoma drug dacarbazine; both agents require conversion to 5-(3-methyltriazen-1-yl)imidazole-4-carboxamide (MTIC) for their clinical activity. It has good oral bioavailability (122) and unlike 5-(3,3-dimethyltriazen-1-yl)imidazole-4-carboxamide (DTIC), which requires metabolic activation to MTIC in the liver, the conversion of temozolomide to MTIC is postulated to be spontaneous and pH dependent (123). Temozolomide has demonstrated significant activity against gliomas (124, 125), malignant melanomas (126), and pediatric solid tumors (127). The most commonly employed dosage regimen is 200mg.m−2 daily for 5 days,
once every 28 days. The main adverse effect is myelosuppression, which does not appear to be cumulative in nature. Other schedules such as the extended continuous oral schedule have also been evaluated (128).

17.1 [{\textsuperscript{11}}C]Temozolomide Positron Emission Tomography Studies

Positron emission tomography studies have been conducted with a tracer dose of temozolomide labeled in the 3-\textit{N}-methyl positions. It has been found that tumor exposure to carbon-11-labeled temozolomide was significantly higher ($p < 0.001$) compared to normal brain (129). A pharmacodynamic relationship was also established, with response to temozolomide in recurrent high-grade gliomas being related to tumor drug concentration (130).

It has been proposed that temozolomide undergoes decarboxylation and ring opening to form MTIC, which is further fragmented to produce the highly reactive methyl diazonium ion that alkylates DNA (Fig. 11). Temozolomide is robustly stable under acid conditions, but the rate of degradation increases rapidly on passing through neutral to basic pH (131). This pH-dependent activation of temozolomide may provide an important basis of targeted therapy directed toward tumors (such as gliomas) that are known to have a higher pH compared to surrounding brain tissue (132).

The \textit{in vivo} mechanism of action of temozolomide was investigated using PET by using a dual labeling strategy. Paired PET studies were performed after injection of [{\textsuperscript{11}}C]temozolomide radiolabeled in two different positions: at the 4-carbonyl and 3-\textit{N}-methyl positions of the molecule. It was hypothesized that if the proposed mechanism of action was true, then ring opening of [{\textsuperscript{11}}C]temozolomide at the 3–4 position would

![Fig. 11. Mechanism of action of temozolomide. It was postulated that radiolabel in the 3-\textit{N}-methyl (*) position of temozolomide would be retained ultimately by the alkylating species after ring opening of temozolomide. On the other hand, the radiolabel in the 4-carbonyl (#) position will become converted to [{\textsuperscript{11}}C]carbon dioxide, which can be detected in the exhaled air and plasma.](image-url)
lead to the formation of $^{11}$C$\text{CO}_2$ with $[4-^{11}$C-$\text{carbonyl}]$temozolomide, whereas with $[3-N-^{11}$C-$\text{methyl}]$temozolomide the label will ultimately be incorporated into DNA (Fig. 11). Spectral analysis was used to elucidate the contribution of $^{11}$C$\text{CO}_2$ to the tissue image. This required an additional PET study after the injection of carbon-11-radiolabeled bicarbonate (which rapidly equilibrates with $^{11}$C$\text{CO}_2$ in blood aided by carbonic anhydrase in red blood cells) to derive a relationship between plasma and tissue $^{11}$C$\text{CO}_2$. It was therefore possible to deduce tissue pharmacokinetics of $^{11}$C$\text{temozolomide}$ with both $[3-N-^{11}$C-$\text{methyl}]$temozolomide and $[4-^{11}$C-$\text{carbonyl}]$temozolomide.

In addition, to ascertain if temozolomide possessed tumor specificity, any differential in the chemical conversion of temozolomide in tumor compared to plasma and normal tissue was evaluated. It was postulated that if the hypothetical mechanism of chemical breakdown of temozolomide was true, then the generation of $^{11}$C$\text{CO}_2$ after administration of $[4-^{11}$C-$\text{carbonyl}]$temozolomide would be indicative of the ring opening of $^{11}$C$\text{temozolomide}$ and the amount of $^{11}$C$\text{CO}_2$ generated would enable quantification of the total ring opening in the body for the scan duration (90 min).

Ring opening over 90 min was therefore derived after administration of $[4-^{11}$C-$\text{carbonyl}]$temozolomide from the ratio of total $^{11}$C$\text{temozolomide}$ activity to the total $^{11}$C-labeled tracer activity [Eq. (12)] and expressed as the percentage of ring opening ($\times 100 \%$):

$$\text{Ring opening over 90 min} = 1 - \frac{\text{AUC}_{0-90} \text{[}^{11}\text{C}\text{temozolomide}]}{\text{AUC}_{0-90} \text{[}^{11}\text{C}\text{total tracer}]}$$

Thus if there were no ring opening, then all the activity over 90 min in the $[4-^{11}$C-$\text{carbonyl}]$ temozolomide scan would be from $^{11}$C$\text{temozolomide}$. Using this method, ring opening over 90 min was calculated in plasma, normal tissue, and tumor. This method assumes that breakdown of temozolomide occurs only by ring opening at the 3–4 position, with decarboxylation resulting in the generation of $^{11}$C$\text{CO}_2$ from the radiolabeled carbon atom in the C-4 position. The methodology used to determine ring opening in tissues has a potential drawback in that it reflects both tissue-specific decarboxylation and influx of $^{11}$C$\text{temozolomide}$ and $^{11}$C$\text{CO}_2$ from the bloodstream. Further, the calculation of the tissue metabolite correction is dependent on the method of analysis, which in the past has proven to be robust (53).

A number of PET tissue data confirmed the postulated mechanism of action of temozolomide. First, a 5-fold higher amount of exhaled $^{11}$C$\text{CO}_2$ was sampled with $[4-^{11}$C-$\text{carbonyl}]$temozolomide administration. Second, a significant concentration of plasma $^{11}$C$\text{CO}_2$ was detected with $[4-^{11}$C-$\text{carbonyl}]$temozolomide in contrast to small quantities of $^{11}$C$\text{CO}_2$ detected in plasma with $[3-N-^{11}$C-$\text{methyl}]$temozolomide. Third, a decrease in tissue exposure (AUC$_{0-90\text{min}}$) to $^{11}$C$\text{temozolomide}$ was observed with $[4-^{11}$C-$\text{carbonyl}]$temozolomide compared to $[3-N-^{11}$C-$\text{methyl}]$temozolomide, indicating the loss of radiolabel as $^{11}$C$\text{CO}_2$. Of potential therapeutic value in the clinical efficacy of temozolomide was the higher tumor exposure (AUC$_{0-90\text{min}}$) seen with temozolomide and total radiotracer compared to surrounding normal tissue (133). The higher AUC$_{0-90\text{min}}$ observed for $^{11}$C$\text{temozolomide}$ in tumors compared to white and gray matter may provide a beneficial therapeutic index that may account for the clinical efficacy of temozolomide seen in gliomas (124). It is worth noting that the higher AUC$_{0-90\text{min}}$ seen
in brain tumors compared to normal brain may be related to a compromised blood–brain barrier and hence higher delivery, rather than to retention of temozolomide.

Having confirmed the mechanism of breakdown of temozolomide, it was then necessary to determine if there was a differential in ring opening between plasma, normal tissue, and tumor that may represent a targeted method of drug action in the tumor. If such a differential existed this would lend some support to the original hypothesis on temozolomide metabolism in which it was proposed that metabolic conversion occurred in DNA \((131)\). In this study, the percentage ring opening in plasma over 90 min (20.89%) was less \((p < 0.05)\) than that observed in tumor (26.78%), gray matter (29.70%), and white matter (30.13%) (Fig. 12). There were, however, no differences in the amount of observed ring opening between tumor and normal tissues \((p > 0.05)\) \((133)\). The absence of a difference in ring opening between tumors and normal tissue suggested that the ring opening of temozolomide was tissue specific but not tumor specific.

In summary, PET pharmacokinetic studies confirm the \textit{in vivo} mechanism of action of temozolomide. In addition, they confirm a higher exposure to temozolomide in tumors compared to normal brain. However, it does not confirm that the ring opening of temozolomide occurs preferentially in tumors compared to normal tissue \((133)\).

18. SUMMARY

Knowledge of drug pharmacokinetics is invaluable in the assessment and development of anticancer agents. In addition to plasma pharmacokinetic parameters, \textit{in vivo} normal tissue and tumor information can be provided by PET. Specifically, PET pharmacokinetic studies can provide information on drug access, kinetics, and drug con-

![Fig. 12. Percentage ring opening of temozolomide. The ring opening in tissue was greater than in plasma \((p < 0.05)\), but there was no difference in ring opening between tumor and normal brain.](image)
centration in tumors and normal tissues, all of which have a bearing on drug activity, tissue toxicity, and drug scheduling. In addition, such studies can provide proof of principle of the in vivo mechanism of drug action and in vivo targeting of molecular therapeutic targets.
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1. INTRODUCTION AND BACKGROUND

The concept of using gene therapy for cancer treatment was initially met with enthusiasm. The possibility of replacing or altering damaged genes, the introduction of suicide genes into cancer cells, and the alteration of cell function as a consequence of exogenous gene expression were advocated. Therapeutic genes can be transferred to patients through a variety of vehicles. These include retroviruses, herpes viruses, adeno-viruses, adeno-associated viruses, lentiviruses, baculoviruses, liposomes, bacterial hosts, naked DNA, DNA precipitates, and protein–DNA conjugates (Table 1) (1, 2). However, the practical application of gene therapy to treat cancer has been somewhat disappointing so far. Major obstacles remain, including the inability to target appropriate tissues and deliver therapeutic genes to a sufficient number of target cells, the inability to monitor the level of expression of the therapeutic gene, the loss of...
<table>
<thead>
<tr>
<th>Type</th>
<th>Insert size</th>
<th>Genome</th>
<th>Cell division required</th>
<th>Duration of expression</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retrovirus</td>
<td>5–7 kb</td>
<td>RNA</td>
<td>Yes</td>
<td>Long-term</td>
<td>Potential to integrate into genome of target cells</td>
<td>Insertional mutagenesis</td>
</tr>
<tr>
<td>Lentivirus</td>
<td>10–12 kb</td>
<td>RNA, part</td>
<td>No</td>
<td>Long-term</td>
<td>Integrate into genome of nondividing target cells</td>
<td>Nonspecific integration</td>
</tr>
<tr>
<td>Adeno-associated</td>
<td>2–4 kb</td>
<td>DNA</td>
<td>No</td>
<td>Long-term</td>
<td>High transduction efficiency into muscle and brain</td>
<td>Insertional mutagenesis; difficulties with production; do not work in all organs</td>
</tr>
<tr>
<td>virus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adenovirus</td>
<td>7–35 kb</td>
<td>DNA</td>
<td>No</td>
<td>Transient</td>
<td>Relative high transduction efficiency into normal and tumor cells; easy production and at high titers; tropism can be modified</td>
<td>Local tissue inflammation and immune response</td>
</tr>
<tr>
<td>Herpes simplex</td>
<td>Up to 30 kb</td>
<td>DNA</td>
<td>Yes</td>
<td>Transient</td>
<td>High transduction efficiency</td>
<td>Difficult to obtain long-term gene expression; thecytopathic nature; difficult to target</td>
</tr>
<tr>
<td>virus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonviral vectors</td>
<td>No limitation</td>
<td>RNA or DNA</td>
<td>No</td>
<td>Transient</td>
<td>Repetitive and safe administration feasible</td>
<td>Low efficiency gene transfer</td>
</tr>
</tbody>
</table>
therapeutic gene expression over time, and the inability to correlate the level and duration of gene expression with therapeutic outcome.

One improvement in the implementation of gene therapy protocols would be to monitor the expression of the therapeutic gene noninvasively. Under ideal conditions, the therapeutic gene would also be an imaging gene, as is the case with herpes simplex virus thymidine kinase (HSV1-TK). Alternatively, it is possible to include a therapeutic gene with a second, imaging gene in the same cDNA expression cassette. In this case, both therapeutic and imaging genes are expressed together. The location and the level of therapeutic gene expression will be reflected by the expression of the imaging gene. Before discussing specific issues related to imaging genes, it would be helpful to briefly outline three currently used strategies for noninvasive monitoring and quantification of molecular events. These strategies are broadly defined as “direct,” “indirect,” and “biomarker” imaging. They have been discussed in detail in several recent reviews (3–10) and in other perspectives on molecular imaging (11–17).

Direct molecular imaging strategies are usually described in terms of a specific target and a target-specific probe. The imaging of specific antigens on the cell surface with radiolabeled antibodies and genetically engineered antibody fragments (minibodies) is an example of direct molecular imaging that has evolved over the past 30 years. In addition, in vivo imaging of receptor density/occupancy using small radiolabeled ligands has also been widely used, particularly in neuroscience research over the past two decades. These two examples represent some of the first molecular imaging applications used in clinical nuclear medicine. More recent research has focused on the preparation of paramagnetic nanoparticles and small radiolabeled or fluorescent molecules that target specific receptors (e.g., the estrogen or androgen receptors) (18, 19) or are activated by endogenous proteases (20). However, the use of direct imaging strategies is limited by the need to develop and validate a specific probe for each molecular target. Each probe requires detailed characterization including sensitivity, specificity, and safety. The time and cost for new probe development can be substantial. For example, the development, validation, and regulatory approval for [18F]fluorodeoxyglucose positron emission tomography [18F]FDG PET imaging of glucose utilization in tumors have taken over 20 years. Nevertheless, once a new imaging probe has been “approved,” it may have wide clinical application, as is the case with [18F]FDG.

Indirect imaging strategies are more complex. One example of indirect imaging that is now being widely used is reporter gene imaging. It requires “pretargeting” (delivery) of the reporter gene to the target tissue by transfection or transduction, and it usually includes transcriptional control components that can function as “molecular-genetic sensors” that can regulate and initiate reporter gene expression. This strategy has been widely applied in optical-based (21–23) and radionuclide-based imaging (24–28), and to a lesser degree in magnetic resonance imaging (MRI) (29, 30). The first reporter imaging approaches used the bacterial chloramphenicol acetyltransferase (CAT) gene (31) and the lacZ gene (32). However, postmortem tissue sampling and processing (e.g., β-galactosidase assay) were required. More recent studies have focused on noninvasive imaging techniques involving live animals and humans (33).

A general paradigm for noninvasive reporter gene imaging using radiolabeled probes was initially described in 1995 (24) and three examples are shown in Fig. 1. This paradigm requires the appropriate combination of a reporter/marker transgene and a reporter/marker probe. The reporter transgene usually encodes for an enzyme, receptor, or
transporter that selectively interacts with a radiolabeled probe and results in accumulation of radioactivity in the transduced cell. In addition, reporter systems based on the expression of fluorescence proteins (broadly used in cell culture and embryogenesis studies) (34) are becoming more widely applied in small animal imaging (35).

Biomarker imaging or surrogate marker imaging can be used to assess downstream effects of one or more endogenous molecular genetic processes. This approach is particularly attractive for potential translation into clinical studies in the near term, because existing radiopharmaceuticals and imaging paradigms may be useful for monitoring downstream effects of alterations in specific cellular pathways that occur in diseases such as cancer.

The biomarker approach is very likely to be less specific and more limited with respect to the number of molecular genetic processes that can be imaged. Nevertheless, it benefits from the use of radiolabeled probes that have already been developed and studied in human subjects. Thus, the translation of biomarker imaging paradigms into clinical applications will be far easier than either the direct imaging paradigms outlined above or the reporter transgene imaging paradigms outlined below. However, it remains to be shown whether there is a sufficiently high correlation between biomarker imaging and direct molecular assays that reflects the activity of a particular molecular/genetic pathway of interest.

In this chapter, we will emphasize the development of reporter genes for noninvasive, quantitative imaging in small animals and the potential for translation to comparable studies in patients. One focus includes animal models of cancer and the potential for novel studies in patients with cancer, although the opportunity for reporter gene studies

Fig. 1. Different radionuclide-based reporter systems. The reporter gene is transfected into target cells by a delivery system (e.g., a virus). The reporter gene product can be a cytoplasmic or nuclear enzyme. The imaging probe, a radioactive tracer, must cross the cell membrane and be metabolized within cytoplasm or nucleus to a product that is “trapped” within the cell (the most commonly used enzymatic reaction is phosphorylation). As a result, the phosphorylated tracer becomes incapable of exiting by recrossing the plasma membrane and is trapped within the cell (A). A receptor at the cell surface can be the product of reporter gene expression and the imaging ligand binds to this receptor, resulting in the accumulation of the detectible ligand in the transduced tissue (B). A transporter incorporated into the cell membrane can also be the product of reporter gene expression, and the imaging probe concentrates in the cells expressing the reporter gene (C). The level of probe concentration is usually proportional to the level of reporter gene product and can reflect several processes, including the level of transcription, the modulation and regulation of translation, protein–protein interactions, and posttranslational regulation of protein conformation and degradation.
in other genetically based human diseases certainly exists. This chapter begins with a
description of the PET-based imaging genes and the probes that we think will be the
first candidates in clinical trials. Then we will describe other imaging genes, mostly for
optical imaging, that have been developed by investigators working with a variety of
cancer models in mice. The optical reporters are unlikely to enter the clinic, at least
not in the near term. The last part of the chapter is dedicated to the possible arrange-
ments of imaging genes in various delivery systems and their application in gene and
adoptive therapies.

2. THERAPEUTIC GENES THAT CAN BE IMAGING GENES

2.1 Genes Encoding Enzymes

2.1.1 Herpes Simplex Virus 1 Thymidine Kinase as a Therapeutic
And a Reporter Gene

The herpes simplex virus type 1 thymidine kinase gene has gained considerable
importance in clinical medicine and as a research tool. The HSV1-TK enzyme, like
mammalian TKs, phosphorylates thymidine (TdR). Unlike mammalian TKs, viral TKs
can also phosphorylate acycloguanosines (e.g., acyclovir, ACV; ganciclovir, GCV;
 penciclovir, PCV) as well as TdR analogs that are not (or minimally) phosphorylated
by eukaryotic enzymes (36). Viral enzymes convert acycloguanosine monophosphates
to diphosphates and triphosphates, which facilitates their incorporation into elongating
DNA by cellular DNA polymerase and results in chain termination and cell death. This
property of acycloguanosine analogs, such as ACV and GCV, has been used for the
treatment of viral infections. For this reason HSV1-TK has been studied extensively as
a therapeutic gene. HSV1-TK has also been used in gene therapy clinical trials per-
formed in the United States and Europe. These trials have been performed primarily to
assess drug sensitivity following retroviral transfer of the HSV1-TK gene into tumor
cells followed by systemic treatment with the GCV (37). These suicide gene therapy
protocols depend on the expression of HSV1-TK in target tissue. Several important
issues have been raised during these trials, including whether the viral transduction of
the target tissue has been successful, what level of transgene expression is achieved in
the target tissue, and what is the optimal time for beginning GCV treatment. Another
important clinical issue is monitoring for potential toxicity. Imaging the distribution
and expression level of the therapeutic gene in nontarget normal tissues provides a level
of safety in individual patients undergoing gene therapy.

In the mid-1990s, a number of potential marker/reporter probes for imaging HSV1-
TK gene expression were studied in our laboratory. They include 2′-deoxy-2′-fluoro-
5-iodo-1-β-d-arabinofuranosilyluracil (FIAU), 5-iodo-2′-deoxyuridine (I UdR), and
GCV (Fig. 2A). Of these, FIAU had been previously radiolabeled for imaging viral
infections (38). After in vitro determinations of HSV1-TK sensitivity and selectivity
for FIAU, this compound was found to have good imaging potential. In addition, a
variety of radionuclides (11C, 124I, 18F, 131I, 132I) can be used for FIAU labeling. FIAU
contains a 2′-fluoro substitution in the sugar that impedes cleavage of the N-glycosidic
bond by nucleoside phosphorylases. This results in a significant prolongation of the
nucleoside in plasma and an increase in delivery of nondegraded radiolabeled tracer to
the target tissues. The first series of imaging experiments involving HSV1-TK trans-
duced tissue and FIAU were performed in rats bearing intracerebral RG2 tumors using
quantitative autoradiography (QAR) techniques (23) (Fig. 3). This was subsequently followed by gamma camera, single-photon emission computed tomography (SPECT), and PET imaging studies (24, 25).

Investigators from the University of California, Los Angeles (UCLA) have used other radiolabeled compounds for PET imaging of HSV1-TK expression. Their choice of acycloguanosine derivatives (Fig. 2B) as reporter probes was based on the ability of these nucleosides to be radiolabeled with short-lived fluorine-18 ($t_{1/2} = 110$ min) and no affinity to the mammalian TK-1. A goal of these researchers was to develop methods for repetitive imaging (every 6–8 h) of the reporter protein. A list of $^{18}$F-labeled acycloguanine analogs is shown in Fig. 2B and the appropriate references are given (10, 26, 27). After several years of comparative studies, a new radiolabeled acycloguanine, 9-(4-$^{18}$F)fluoro-3-hydroxymethylbutyl)guanine or $^{[18F]}$FHBG (39), was developed at the University of Southern California (USC). In parallel, the UCLA investigators evaluated a mutant HSV1-TK enzyme (HSV1-sr39TK) with increased ACV and GCV suicidal efficacy. They showed higher affinity and uptake of $^{[18F]}$FHBG in HSV1-sr39TK transduced cells (40). The mutant, HSV1-sr39TK, enhances $^{[18F]}$FHBG uptake by 2-fold compared to wild-type HSV1-TK, thus improving the imaging capabilities of the enzyme (41). Recently, $^{[18F]}$FHBG has been studied in normal human volunteers and the biodistribution, biosafety, and dosimetry have been determined; it was found to be safe and potentially useful for human applications (42). The preliminary findings in a
phase I/II clinical trial of gene therapy for recurrent glioblastoma showed that FIAU PET imaging of HSV-1-TK expression in patients is feasible and that vector-mediated gene expression may predict the therapeutic effect (43).

Noninvasive monitoring of the distribution of transgene expression over time is highly desirable and will have a critical impact on the development of standardized

**Fig. 3.** Autoradiographic imaging of HSV1-TK expression (A). A rat brain with a stably transduced RG2TK⁺ brain tumor in the left hemisphere and a wild-type (nontransduced) RG2 tumor in the right hemisphere is shown. The histology and autoradiographic images were generated from the same tissue section (A and B). Both tumors are clearly seen in the toluidine blue-stained histological section (A). Twenty-four hours after intravenous administration of [¹⁴C]FIAU, the RG2TK⁺ tumor is clearly visualized in the autoradiographic image (B), whereas the RG2 tumor is barely detectable; the surrounding brain is at background levels. [Adapted from Tjuvajev et al. (24).] PET imaging HSV1-TK expression (C). Three tumors were produced in rnu rats. A W256TK⁺ (positive control) tumor was produced from stably transduced W256TK⁺ cells and is located in the left flank, and two wild-type W256 tumors were produced in the dorsum of the neck (test) and in the right flank (negative control). The neck tumor was inoculated with 10⁶ gp-STK-A2 vector-producer cells (retroviral titer: 10⁶–10⁷ cfu/ml) to induce HSV1-TK transduction of the wild-type tumor in vivo. Fourteen days after gp-STK-A2 cell inoculation, no carrier added [¹²⁵I]FIAU (25 μCi) was injected intravenously and PET imaging was performed 30 h later. Localization of radioactivity is clearly seen in the left flank tumor (positive control) and in the in vivo-transduced neck tumor (test), but only low background levels of radioactivity were observed in the wild-type right flank tumor (negative control). (See color plate.) [Adapted from Tjuvajev et al. (26).]
gene therapy protocols and on efficient and safe vector applications in human beings (Fig. 4). It is most likely that $[^{124}\text{I}]$FIAU and $[^{18}\text{F}]$FDG will be the first radiolabeled probes that will be introduced into the clinic for the imaging of HSV1-TK gene expression.

Other applications of HSV1-TK as a reporter gene are imaging endogenous biological processes. Imaging the transcriptional regulation of endogenous genes in living animals using noninvasive imaging techniques can provide a better understanding of normal and cancer-related biological processes. Recent papers from our group have shown that p53 and hypoxia inducible factor-1 (HIF-1)-dependent gene expression can be imaged in vivo with PET and by in situ fluorescence (44, 45). Retroviral vectors were generated by placing the herpes simplex virus type 1 thymidine kinase (TK) and enhanced green fluorescent protein fusion gene ($HSV1\text{-TK/eGFP}$, a dual-reporter gene) under control of a specific response element for p53, as well as HIF-1. Upregulation of these transcriptional factors was demonstrated and correlated with the expression of dependent downstream genes [p21, vascular endothelial growth factor (VEGF), corre-

---

**Fig. 4.** HSV1-TK reporter gene imaging in patients. Coregistration of FIAU-PET and MRI before (left column) and after (right column) vector application. A region of specific $[^{124}\text{I}]$FIAU retention (at 68 h) within the tumor after liposome–HSV-1-TK complex transduction is visualized (white arrow). This tumor region showed signs of necrosis (cross-hairs, right column) after ganciclovir treatment. (See color plate.) [Adapted from Jacobs et al. (43).]
spondently] (Fig. 5). Positron emission tomography imaging of p53 and HIF-1 transcriptional activity in tumors using *cis*-reporter systems was developed and validated (44, 45). These could be used to assess the effects of new drugs or other novel therapeutic paradigms that are mediated through these pathways. Imaging endogenous gene expression may be hampered when weak promoters, in their usual *cis* configuration, are used to activate the transcription of the reporter gene. This results in weak transcriptional activity of the reporter gene.

To address this limitation, a "two-step transcriptional amplification" (TSTA) approach can be used to enhance transcriptional activity. This was used to image activation of the androgen-responsive prostate-specific antigen (PSA) promoter with firefly luciferase and mutant herpes simplex virus type 1 thymidine kinase (HSV1-sr39TK) reporter

---

**Fig. 5.** Characterization of a hypoxia-sensitive specific reporter system *in vitro* and *in vivo*. Fluorescence microscopy of #4C6 reporter cells under baseline conditions (A) and following exposure to 200μM CoCl₂ for 24h (B). Expression of VEGF and a herpes simplex virus 1 thymidine kinase–green fluorescence protein (HSV1-TK/GFP) in response to hypoxic conditions. Agarose gel electrophoresis of the RT-PCR products (C) was performed to validate a new hypoxia-dependent reporter system. Western blotting (D) of the expression level of TKGFP confirms the integrity of the reporter system. Assays were performed 24h after exposure to different concentrations of CoCl₂. *In vivo* microPET imaging of ischemia-reperfusion injury-induced HIF-1 transcriptional activity. (E) Axial PET images of HIF-1-mediated TKGFP expression in subcutaneous #4C6 xenografts growing in both anterior limbs of the same mouse before and after tourniquet application to the left anterior limb proximal to the tumor. The subcutaneous #4C6 tumor xenograft growing in the right limb was not affected and served as a control (45). (See color plate.)
genes in a prostate cancer cell line (LNCaP) (46). Further improvements of the androgen-responsive TSTA system for reporter gene expression were made using a “chimeric” TSTA system that uses duplicated variants of the PSA gene enhancer to express GAL4 derivatives fused to one, two, or four VP16 activation domains. A very encouraging result was the demonstration that the TSTA system was androgen concentration sensitive, suggesting a continuous rather than binary reporter response. Another study (47) validated methods to enhance the transcriptional activity of the carcinoembryonic antigen (CEA) promoter using a trans system (similar to the TSTA described above). To increase promoter strength while maintaining tissue specificity, a recombinant adenovirus was constructed that contained a TSTA system with a tumor-specific CEA promoter driving a transcription transactivator, which then activates a minimal promoter to drive expression of the HSV1-TK suicide/reporter gene. This ADV/CEA-binary-tk system resulted in equal or greater cell killing of transduced cells by ganciclovir in a CEA-specific manner, compared with ganciclovir killing of all cells transduced with a CEA-independent vector containing a constitutive viral promoter driving HSV1-TK expression (ADV/RSV-TK). However, as observed with the PSE-TSTA reporter system above, the in vivo imaging comparison of the TSTA and cis reporter systems showed substantially less dramatic differences than those obtained by the in vitro analyses (46, 47).

Gene expression levels are also regulated by posttranscriptional modulation, including the translation of mRNA. A recent study demonstrated that imaging posttranscriptional regulation of gene expression is feasible. This was shown by exposing cells to antifolates and inducing a rapid increase in the levels of the enzyme dihydrofolate reductase (DHFR). Several studies indicated that the DHFR binds to its own mRNA in the coding region, and that inhibition of DHFR by methotrexate (MTX) releases the DHFR enzyme from the mRNA. Consequently, this release results in an increase in translation of DHFR protein. In addition to the described translational regulation of DHFR in Cancer Cells exposed to MTX, increased levels of DHFR also result through DHFR gene amplification, a common mechanism of acquired resistance to this drug. In contrast to rapid translational modulation of DHFR, gene amplification occurs in response to chronic exposure to antifolates, and elevated cellular levels of DHFR result from transcription of multiple DHFR gene copies. Recently, Mayer-Kuckuk et al. showed that this adaptive cellular response mechanism could be used to determine whether posttranscriptional regulation of gene expression could be monitored by reporter PET imaging (48). The results of this study indicated that the increase in reporter protein and enzyme (DHFR-HSV1-TK) activity was occurring at a translational level, rather than at a transcriptional level. This effect could be visualized by [124I]FIAU and PET imaging studies that were performed on nude rats bearing DHFR-HSV1-TK-transduced HCT-8 xenografts.

2.2 Genes Encoding Transporters

2.2.1 hNIS as a Therapeutic and Reporter Gene

Radioactive iodide (131I) therapy is one approach in the treatment of human thyroid cancer. Thyrocytes are physiologically capable of accumulating iodine because of the presence of the sodium iodide symporter (NIS) in their plasma membranes (49); NIS is also expressed, although at lower levels, in many other organs including the salivary and
lacrimal glands, stomach, kidney epithelial cells, and placenta (50, 51). It is an intrinsic membrane glycoprotein with 13 putative transmembrane domains. Detailed studies of cells expressing NIS show that the symporter transports two sodium ions with one iodide ion across the cell membrane (52). Thus NIS can transport many other anions coupled with sodium, such as ClO₃⁻, SCN⁻, NO₃⁻, Br⁻, TeO₄⁻, and RhO₄⁻ (53). Since cloning of the NIS gene in 1996, interest has developed in the use of NIS as an imaging reporter gene. First, NIS is not a foreign gene; thus, it is nonimmunogenic. Second, the tissue expression distribution of endogenous NIS protein is limited; as a result, imaging of exogenous NIS function can be performed in a variety of tissues due to limited background expression (stomach and thyroid are major exceptions). Third, NIS mediates the uptake of simple radiopharmaceuticals; therefore, complicated syntheses and labeling of substrate molecules are not required for imaging. Fourth, most of the radiotracer synthesis are specific only to NIS-expressing cells; therefore, the background signal is significantly reduced. Fifth, both NIS-mediated radiotracer uptake and background radioactivity clear rapidly, making them ideally suited for noninvasive imaging.

The human NIS (hNIS) gene has been used in various vectors to produce stable transduced cell lines. High iodide uptake levels have been achieved in such transduced cells and transduced xenografts (54–58). A feature of the bidirectional NIS transporter is the rapid washout of iodide from most cells, except thyrocytes bearing thyroperoxidase. In normal thyroid tissue, this enzyme iodinates thyroglobulin tyrosine residues. Incorporating iodine atoms into thyroid hormone results in the retention of accumulated radioactivity in these cells. In an attempt to overcome the rapid excretion of radioiodide from NIS-transfected tumors, the thyroperoxidase (TPO) gene was cotransduced into tumor cells (59). The transfection with both human NIS and TPO genes resulted in some increase in radioiodide uptake and retention, and an enhanced rate of tumor cell apoptosis, but this has not been consistently achieved. Other therapeutic studies have used more energetic β emitters (e.g., ¹⁸⁸Re) or α emitters (e.g., ²¹¹At), in place of ¹³¹I, in conjunction with the NIS transporter (60, 61).

The sodium iodide symporter can serve as both a therapeutic and a reporter gene. Noninvasive imaging of therapeutic transgenes provides the opportunity to modify therapy directed at transfected cells or tumors. For example, quantification of NIS expression is currently used to plan subsequent radioiodine therapy. Experimental ¹³¹I therapy of NIS-transfected myeloma in SCID mice (62) was successful because transgene expression was high (up to 18-fold) in transduced myeloma cells, with negligible expression in other cells. Myeloma xenografts containing wild-type and hNIS-expressing cells could be imaged with a gamma camera. They were completely eradicated with a single therapeutic dose of [¹³¹I]iodide, without recurrence for up to 5 months after therapy. The treatment was successful even though hNIS was not transduced into every myeloma cell (63). The likely explanation of this response is that nontransduced cells were killed by radioactivity emitted by [¹³¹I]iodide from neighboring cells, the “bystander” effect (63).

Progress in the molecular and functional characterization of NIS during the past few years has clearly created new opportunities for the development of diagnostic and therapeutic applications for NIS (64–66). These applications are especially relevant in the field of nuclear medicine, and for the prospect of using administered radioisotopes in a highly targeted fashion to effectively destroy a wide variety of cancer cells by internal, rather than external, radiation.
Control of hNIS gene expression by endogenous transcription factors and transcription factor complexes is actively being investigated and has led to the development of novel strategies to image signaling pathway activity in cancer cells. A number of promoter elements have been used to control or regulate hNIS expression. The first transfer of the hNIS gene into tumors for targeted radiotherapy was performed with a recombinant adenovirus, AdNIS, where expression of the rat NIS gene was under the control of the constitutive cytomegalovirus (CMV) promoter. \cite{54} Later, the NIS reporter gene was used for imaging retinoic acid receptor activity using an artificial cis-acting retinoic acid responsive element \cite{67}. Recently, the same group has shown that p53 expression can be monitored both \textit{in vitro} and \textit{in vivo} using the NIS reporter gene in a cis-p53RE-hNIS construct \cite{65}.

Recently we developed a self-inactivating retroviral vector containing a dual-reporter gene cassette (hNIS-IRES-eGFP) with the hNIS and eGFP genes, separated by an internal ribosome entry site (IRES) element, and driven by a constitutive CMV promoter. A stably transduced rat glioma (RG2) cell line was generated with this construct and used for \textit{in vitro} and \textit{in vivo} imaging studies of $^{[131]}\text{I}$iodide and $^{99m}\text{TcO}_4^-$pertechnetate accumulation, as well as eGFP fluorescence. The experiments clearly showed a correlation between the expression of hNIS and eGFP. Gamma camera imaging studies performed on RG2-hNIS-IRES-GFP tumor-bearing mice demonstrated that the IRES-linked dual reporter gene is functional and stable. Optical and nuclear imaging of tumors produced from the cell lines carrying the hNIS-IRES-GFP cassette (Fig. 6) will provide the opportunity to monitor tumor growth and response to therapy \cite{68}.

2.3 Receptors

2.3.1 Somatostatin Receptor as a Therapeutic and Reporter Gene

A peptide, somatostatin, inhibits the release of growth hormone and was originally detected in the hypothalamus of rats. It was subsequently shown to be a cyclic peptide consisting of 14 amino acids \cite{69, 70}. Somatostatin belongs to a phylogenetically ancient, multigene family of peptides with two important bioactive products: somatostatin-14 and somatostatin-28. Somatostatin modulates neurotransmission in the central nervous system (as a neurotransmitter) and regulates the release of growth hormone and thyrotropin (as a neurohormone). It also has a regulatory role in the gastrointestinal tract, as well as in the exocrine and endocrine pancreas. When synthesized and released into the gastrointestinal tract and pancreas, somatostatin acts in an autocrine and paracrine manner to inhibit glandular secretion. It is also a regulator of neurotransmission, smooth-muscle contractility, and absorption of nutrients \cite{71}. The various actions of somatostatin are mediated through specific membrane receptors (SSTRs), which have been demonstrated in various regions of the brain, anterior pituitary and leptomeninges, the endocrine and exocrine pancreas, and the mucosa of the gastrointestinal tract, as well as in cells of the immune system \cite{72}. There are six SSTRs (types 1, 2A and 2B, 3, 4, and 5) and they all belong to a 7-transmembrane domain family of receptors associated with G-proteins. Expression of the type 2 somatostatin receptor (SSTr2) occurs primarily in the pituitary gland and this somatostatin receptor has high affinity for octreotide. Octreotide is an 8-amino acid peptide; it was the first synthetic somatostatin analog introduced for clinical use. It inhibits the release of
Octreotide is more stable and resistant to in vivo degradation compared to the endogenous 14-amino acid somatostatin peptide. It has been labeled with $^{111}\text{In}$ and $^{99m}\text{Tc}$ and successfully used for gamma camera imaging of endogenous SSTr2 expression in tumors (74). The $^{99m}\text{Tc}$-labeled P829, a somatostatin-avid peptide, and its $^{188}\text{Re}$-labeled analog have also been used to image exogenous SSTr2 expression in mice following transfection of tumors with an adenovirus vector expressing human SSTR2 (75, 76).

Fig. 6. In vitro and in vivo characterization of the hNIS-IRES-eGFP reporter in RG2 cells. (A-1) FACS analysis of RG2 transduced cells (bulk culture). (A-2) Phase-contrast microscopy of the same cells in A-1 before FACS sorting. (A-3) Fluorescence microscopy in the same region of A-2. (B-1) FACS profile of RG2-pQCNIG cells after sorting. (B-2) Phase-contrast microscopy of FCS-sorted GFP-positive cells. (B-3) Fluorescence microscopy shows the eGFP$^+$ cells in the same region of B-2. (C) Western blot analysis of hNIS protein in the membranes of wild-type RG2 (lane 1) and RG2-pQCNIG cells (lane 2). Dynamic gamma camera images of $[^{131}\text{I}]$iodide and $^{99m}\text{TcO}_4^-$-pertechnetate accumulation in RG2-pQCNIG and RG2 wild-type xenografts in SCID mice (D and E, respectively). Arrows identify the RG2-pQCNIG xenograft in each image (the wild-type RG2 xenograft is located in the opposite, left shoulder). (See color plate.) [Adapted from J. Che et al. (68).]
The $^{188}$Re-labeled analog, which is not FDA approved, may also be useful for therapy because it decays with high-energy $\beta$-emission that is known to induce a “bystander effect.”

The human SSTR2 gene, incorporated into a replication-incompetent adenoviral vector (Ad5-CMVhSSTR2), has also been used as a radionuclide-based reporter gene for noninvasive imaging. The transduction of A-427 cells by AdSSTR2 to induce somatostatin receptor expression was performed to demonstrate that $^{111}$In-DTPA-$\text{d-Phe}^1$-octreotide could be used to locate AdSSTR2-transfected A-427 tumors and to demonstrate therapeutic efficacy with $^{90}$Y-DOTA-$\text{d-Phe}^1$-Tyr3-octreotide ($^{90}$Y-SMT 487). $^{90}$Y-DOTA-$\text{d-Phe}^1$-Tyr3-octreotide also had a significant antigrowth effect on A-427 lung cancer xenografts (77).

Several somatostatin analogs labeled with $^{111}$In, $^{90}$Y, $^{64}$Cu, $^{177}$Lu, and $^{188}$Re have been used for therapeutic applications in preclinical models (78–81) and in clinical trials. Complete and partial responses were obtained in 25% of patients, and 55% showed stable disease lasting at least 3 month following administration of $^{90}$Y-1,4,7,10-tetraazacyclododecane-$N,N',N'',N'''$-tetraacetic acid (DOTA)-$\text{d-Phe}^1$-Tyr3-octreotide (SMT 487) in a phase I trial (81, 82).

3. RECEPTOR IMAGING GENES

3.1 Dopamine D2 Receptor as a Reporter Gene

Dopamine (DA) is the predominant catecholamine neurotransmitter in the mammalian brain, where it controls a variety of functions including locomotor activity, cognition, emotion, positive reinforcement, food intake, and endocrine regulation. The five subtypes of dopamine receptors, D1 to D5, are members of a seven-transmembrane-spanning heterotrimeric GTP-binding protein (G-protein)-coupled receptor (GPCR) family. They can be further subdivided into D1-like (D1 and D5) and D2-like (D2, D3, and D4) receptors based on DNA sequence similarity (83). The D2 receptor is a 415 amino acid protein that is expressed at highest levels in striatum and pituitary (84, 85). This receptor interacts with 3-(2′-[18F]fluoroethyl)spiperone (FESP), a radiolabeled probe that was developed to image dopaminergic neurons (86). FESP, which can be synthesized at high specific activity, is currently used for SPECT and PET imaging of the D2 receptor in human neurodegenerative diseases such as Parkinson’s disease (87). The dopamine D2 receptor can also be used as a reporter gene in nonneural tissue that has little or no D2R expression (Fig. 7) (88). However, expression of ligand-binding receptors could alter the signaling pathways of target cells and lead to a reduction in the level of cyclic-AMP. This problem was resolved with replacement of amino acid 80 from Asp to Ala in the D2 receptor (D2R80A) (89). The mutant protein lacks the ability to be regulated by cyclic-AMP, but retains the affinity for FESP. This was elegantly demonstrated in a correlation study using a bicistronic adenoviral vector carrying both the mutated receptor and HSV1-sr39TK genes (90). A potential problem associated with the strong expression of membrane proteins as reporter gene products is proper protein folding, intracellular trafficking, and insertion of these proteins into the plasma membrane so they retain their function. Despite these concerns, it is clear that quantitative determination of the D2 receptor expression can be performed in vivo with FESP.
4. OPTICAL IMAGING GENES

Optical-based (bioluminescence and fluorescence) reporter systems are receiving increased attention because of their efficiency for sequential imaging, operational simplicity, and substantial cost benefits.

4.1 Bioluminescence Imaging

Bioluminescence reporter genes are being widely used in many laboratories for whole body imaging of small animals (Fig. 7). The most commonly used bioluminescence reporter systems include the firefly (FLuc) or Renilla (RLuc) luciferase genes (91–93). As with nuclear and magnetic resonance reporter systems, bioluminescence imaging depends on the delivery of a specific substrate to the cells expressing the reporter gene. Furthermore, the light-emitting bioluminescence reaction, catalyzed by luciferases, depends on the presence of oxygen (94). In the case of FLuc, an additional cofactor, ATP, is required. The firefly and Renilla luciferase reporter systems, in combination with their corresponding luminous substrates (luciferin and coelenterazine), have several advantages for imaging small living animals. Autobioluminescence in most cases is essentially nonexistent and results in very low background light emission. This contributes to the very high sensitivity and specificity of this optical imaging technique (95). Semiquantitative accuracy and reproducibility require that luciferin,
ATP, and oxygen levels are not the rate-determining factors, but rather are present in excess at near saturation levels. Under these conditions, the photon emission flux (light intensity) is directly correlated with reporter gene expression and with the level of reporter gene product, namely, luciferase.

Another potential concern is the fact that the substrate for Renilla luciferase, coelenterazine, is a substrate for the MDR1 transporter. It has recently been shown that coelenterazine is rapidly exported from cell lines that express MDR1, and this could impact the photon emission flux from the coelenterazine–Renilla luciferase reporter system in these cells (96). In vivo bioluminescence imaging has been successfully applied to many novel reporter systems and is rapidly expanding in the molecular and cell biology communities.

Fig. 8. Noninvasive in vivo multimodality imaging in mice bearing subcutaneous xenografts produced from U87-NES-HSV1-TK/GFP-cmvFluc and wild-type U87 cells. (A) Whole body fluorescence imaging; (B) whole body bioluminescence imaging; (C) axial PET images of $^{[124]}$FIAU accumulation obtained at the levels indicated by the dotted white lines. (See color plate.) [Adapted from Ponomorev et al. (98).]
4.2 Fluorescence Imaging

In the past 10 years, GFP has evolved from a little known protein to a common widely used tool in molecular biology and cell biology. It is particularly useful because of its stability and the fact that its chromophore is formed by autocatalytic cyclization that does not require a cofactor. Furthermore, it appears that fusion of GFP to other proteins does not significantly alter its fluorescent properties or the intracellular location of the fusion protein (97, 98). Fluorescent protein-based reporter gene systems started with different spectral shifted variants of Aequorea victoria GFP, including an eGFP (99–106). A number of red fluorescent proteins, including Discosoma species (dsRed1 and dsRed2) (107) and Heteractis crispa (HcRed) (108), have also been described. Fluorescence imaging has been shown to be useful for in vitro applications such as tracking the translocation of proteins within cells, identifying and selecting transduced cells using FACS, and cost-effective in vitro assays to validate the function and sensitivity of specific inducible reporter systems. The development of whole body transcutaneous fluorescence imaging technology provides for (1) imaging reporter gene expression in small living animals (Fig. 8), and (2) localizing transduced cells and/or the expression of inducible reporter systems (e.g., expression of HIF-1, Fig. 5) in tissue sections at the microscopic level by in situ fluorescence imaging. Limitations of fluorescence reporter imaging include (1) the requirement of an external source of light for activation of the chromophore, (2) tissue attenuation and scatter of both transmitted and emitted light, which limit the resolution and depth of imaging, and (3) endogenous autofluorescence of tissues, which frequently results in a substantial background emission that limits the sensitivity and specificity of fluorescence imaging. However, the use of selective filters or the application of spectral analysis can significantly reduce the contribution of autofluorescence to the acquired images. In addition, new classes of red fluorescent proteins and near-infrared dyes provide better deep tissue imaging characteristics (107–109) and are a focus of current research development.

Nevertheless, in vivo bioluminescence reporter imaging currently remains more sensitive than in vivo fluorescence reporter imaging due to the absence of autobioluminescence and low background activity. Luciferase is well suited to monitor transcription due to its relatively fast induction (110) and to the considerable short biological half-life of both luciferin and luciferase (111). However, this advantage over the longer-lived eGFP has been recently mitigated by the development of short-lived, rapidly degradable variants of eGFP. These short-lived variants have been used for higher temporal resolution imaging of eGFP chimeric proteins within cells. Combining these reporter genes into a single fusion gene could provide additional tools for the analysis of cancer cells both in vivo and ex vivo. Such a dual-function reporter gene was created and the single encoded protein was shown to be both fluorescent and bioluminescent (112).

5. ARRANGEMENT OF THERAPEUTIC AND IMAGING GENES IN A VECTOR DELIVERY SYSTEM

5.1 Fusion Gene Constructs for Therapy and Imaging

The product of a fusion gene is a single chimeric protein consisting of several domains, one of which could be the product of a therapeutic gene and another could be the product of an imaging gene (Fig. 9a and b). However, it would be problematic...
to develop fusion genes for all possible therapeutic modalities, where each part of the fusion protein retains its native conformation and has an equal level of function. In addition, many therapeutic genes and noninvasive imaging reporter genes are not suitable for such molecular manipulations because of the complexity of the tertiary protein structure. The HSV1-TK/GFP fusion gene was one of the first developed constructs with HSV1-TK for radiotracer-based noninvasive imaging that could be combined with \textit{ex vivo} GFP fluorescence imaging \cite{113,114}. To optimize the sensitivity of imaging HSV1-TK/GFP reporter gene expression, a series of HSV1-TK/GFP mutants was developed with altered nuclear localization and better cellular enzymatic activity, compared to that of the native HSV1-TK/GFP fusion protein (HSV1-TK/GFP). These modifications of the HSV1-TK/GFP reporter gene included targeted inactivating mutations in the nuclear localization signal (NLS), the addition of a nuclear export signal (NES), a combination of both mutation types, and a truncation of the first 135 bp of the native \textit{hsv1-TK} coding sequence containing a “cryptic” testicular promoter and the NLS \cite{97}. A fusion gene containing HSV1-TK, FLuc, and the neomycin resistance gene has also been developed \cite{115}. Two triple fusion genes have also been developed recently. We were able to construct a fusion gene containing HSV1-TK, GFP, and FLuc components, which have been used for fluorescence, bioluminescence, and nuclear imaging \cite{98}. The HSV1-TK domain within these fusion constructs retains its therapeutic potential (our unpublished data). A triple fusion reporter vector harboring a bioluminescence synthetic \textit{Renilla} luciferase (hRLuc) reporter gene, a reporter gene encoding the mono-
meric red fluorescence protein (mRFP), and a mutant herpes simplex virus type 1 sr39 thymidine kinase [HSV1-truncated sr39TK (tTK); a PET reporter gene] was also found to retain the activity of each protein component (116).

The attempt to construct fusion genes that allow both imaging and therapeutic action is a worthwhile endeavor, since it would simplify the monitoring of therapeutic gene expression by noninvasive imaging and provide for relating gene expression to therapeutic efficacy. However, there is no guarantee that the fusion construct will result in a functional gene product. This could be due to a change in the conformational structure of the native protein or result in an alteration in the subcellular localization of the fusion protein, and result in a loss of activity in one of its components. Modulation of the fusion mRNA or a change in the clearance (breakdown) of the fusion protein may also be sufficiently different compared to each of the native proteins (gene products of the two native genes). Such differences could have a significant impact on the level of the fusion gene product, and, thereby, on the level of its biological activity. Fusion proteins are larger than each of the corresponding native proteins and are more likely to generate an immunological response and to result in a more rapid degradation of the fusion protein and reduction in the therapeutic benefit of the gene therapy. Thus, fusion gene technology cannot be generalized and may not be widely applicable in clinical imaging of therapeutic gene expression. However, when a fusion gene product is functional and nonimmunogenic, it may be a very useful construct for monitoring therapeutic gene expression.

5.2 Bidirectional Promoters for Therapeutic Gene and a Reporter Expression Gene

Bidirectional promoters can drive gene expression in both the 5′ and 3′ direction. They can be constitutive promoters or inducible promoters, and can be regulated by endogenous or pharmacological means (Fig. 9c). Gossen et al. (117) described an inducible promoter system that is regulated by the administration of inexpensive and readily available drugs (tetracycline and tetracycline analogs). These drugs freely diffuse throughout the body and can be used to control the expression of any single target gene in a dose-dependent manner. Many laboratories have used the tetracycline inducible system to control gene expression in both cell culture and in animals. Baron et al. (118) recently enhanced the tetracycline-inducible system by constructing a new vector in which a single bidirectional tetracycline inducible promoter can be used to control the expression of any pair of genes in a correlated, dose-dependent manner. A stable transduced HeLa cell line was created in which the D2R and HSV1-sr39TK PET reporter genes were driven by this bidirectional promoter (119), and these cells were used to produce tumors in mice. When these tumor-bearing mice were exposed to tetracycline in their drinking water, both reporter genes were coexpressed. The level of reporter gene induction was imaged by sequential microPET imaging and analysis of FESP and FHBG retention. Following removal of the tetracycline, a repeat microPET analysis of FESP and FHBG retention in these tumors demonstrated that both D2R and HSV1-sr39TK expression returned to preinduction levels. These results demonstrated that bidirectional vectors can be used to monitor the coexpression of a therapeutic gene and an imaging gene, and that modulation of vector-introduced genes by a tetracycline-inducible promoter can be used to develop a novel experimental–clinical protocol.
5.3 Vectors Expressing an Internal Ribosomal Entry Site-Linked Therapeutic Gene and a Reporter Gene

Many viruses express several proteins from polycistronic messages. This distinguishes gene expression in viruses from that in mammalian cells, where “one transcript means one protein.” In internal ribosomal entry site (IRES)-linked constructs, the most proximal cistron is translated by conventional cap-dependent initiation. The more distal cistron(s) are initiated from a cap-independent IRES (120). Molecular biologists have used a large variety of artificial bicistronic messages to express two separate proteins from a common transcript (Fig. 9d). Utilization of bicistronic vectors to study the coordinated expression of therapeutic and imaging genes in gene therapy models has been used by a number of laboratories. In one of the first reports using a retroviral construct, it was shown that imaging of HSV1-TK can provide quantitative as well as topographical information related to the expression of a second, IRES-linked transgene (121). In this case, HSV1-TK and β-galactosidase expression was shown to be stable over a wide range of values in the transduced xenografts. Both reporters are encoded in a single bicistronic message driven by the same retroviral promoter. Subsequently, microPET imaging was used to analyze the ability of reporter genes to measure and correlate the expression of two proteins from a bicistronic message delivered in an adenoviral vector. A replication-deficient adenovirus that expressed the D2R and HSV1-sr39TK PET reporter genes from a bicistronic message driven by the CMV promoter was repeatedly monitored by microPET with [18F]FESP and [18F]FHBG (tracers for D2R and HSV1-sr39TK, respectively). They demonstrated hepatic localization and a strong correlation ($r^2 = 0.89$) between HSV-sr39TK and D2R PET reporter gene expression over a 3-month period, in which absolute expression from the bicistronic message varied over a 10-fold range (89). Recently the self-inactivated bicistronic retroviral vector bearing hNIS and GFP was developed in our group as we discussed above (68). A major drawback associated with any IRES-based bicistronic vector is that the downstream transgene expression is often attenuated and expression levels may vary in different cell types. For future application of the bicistronic vector, it will be ideal to place the therapeutic gene upstream of IRES if maximal therapeutic effect is desired or the reporter gene upstream if supreme imaging sensitivity is needed. Alternatively, a “super-IRES” element can be engineered from short segments of cellular mRNA and cloned into the bicistronic vector to enhance downstream transgene expression by as much as 63-fold over the EMCV IRES element (90).

6. IMAGING ADOPTIVE IMMUNE CELL THERAPIES

The invasive nature of classical pathology precludes the possibility of repetitive monitoring of cellular trafficking in the same subject over time. A noninvasive and repetitive evaluation of adoptively administered cells is necessary to study trafficking, homing, tumor targeting, activation, proliferation, and persistence of adoptively transferred cells. Such studies would significantly aid in the development and clinical implementation of new therapeutic approaches based on adoptive transfer of immune cells.

6.1 Ex Vivo Radiolabeling and Nuclear Imaging

Noninvasive imaging of lymphocyte trafficking dates back to the early 1970s, when the first experiments were performed with extracorporeal labeling of lymphocytes
These methods were applied to different immune cells using various metallic radioisotopes and chelation attachments for labeling (e.g., $^{111}$In, $^{67}$Co, $^{64}$Cu, $^{51}$Cr, $^{99m}$Tc) (122–127). $^{111}$In in particular has been widely used in oncology as an imaging agent for monitoring studies with tumor-infiltrating lymphocytes (127, 128). A major limitation of ex vivo labeling of lymphocytes is the relatively low level of radioactivity per cell that can be attained by labeling cells with radiotracers such as the $[^{111}$In]oxime and $[^{64}$Cu]PTSM. The exposure of cells to higher doses of radioactivity during labeling is also limited by radiotoxicity. Another shortcoming of the ex vivo radiolabeling approach is the short period for cell monitoring, which is limited by radioactivity decay and biological clearance.

6.2 Labeling with Supermagnetic Agents and Magnetic Resonance Imaging

Recent developments in MR imaging have enabled in vivo imaging at near microscopic resolution (129, 130). This approach permits visualization and tracking of magnetically tagged cells using MRI. Conventional cell labeling techniques rely on the surface attachment of magnetic beads ranging in size from several hundred nanometers to micrometers. Although these methods are efficient for in vitro cell separation, cell surface labeling is generally not suitable for in vivo use due to rapid reticuloendothelial recognition and clearance of the labeled cells. Alternatively, lymphocytes and other cells have been labeled with small monocrystalline nanoparticles ranging in size from 10 to 40 nm (131–135) using fluid-phase or receptor-mediated endocytosis to achieve internalization of the nanoparticles. Unfortunately, this technique provides a low labeling efficiency, particularly in differentiated and nondividing cells. Several alternative methods have been developed for labeling cells at higher efficiencies using superparamagnetic iron-oxide nanoparticles or $^{111}$I cross-linked to the HIV-1 TAT peptide, which facilitates transport across the cell membrane. For example, Dodd et al. (136) demonstrated that murine T cells loaded with superparamagnetic iron oxide nanoparticles preferentially migrated to the spleen. Although a clear reduction in signal intensity in the spleen was observed, the duration of the latter study did not exceed a 24-h period. A similar study by Kirscher et al. was reported, where OVA-specific T cells were labeled with highly cross-linked iron oxide nanoparticles (CLIO-HD). These OVA-specific T cells were shown to accumulate in the melanoma tumor over a period of 5 days (137). These labeling techniques improved imaging the initial migration (within several days) of adoptively transferred lymphoid cells to sites providing supportive microenvironments. However, ex vivo labeling of T cells with MR contrast does not provide an opportunity to monitor their functional status, such as activation upon antigen recognition, cytokine secretion, proliferation, and cytolytic functions.

6.3 Genetic Labeling of Cells for Adoptive Therapy

Stable genetic labeling of adoptively transferred cells, such as lymphocytes, with various reporter genes has been used to circumvent the temporal limitations of in vitro radiolabeling or magnetic labeling of cells. The effectiveness of T cell-mediated gene therapy largely depends on efficient gene delivery to T-lymphocyte populations and targeted transgene expression in an appropriate progeny of transduced T cells. Retroviral-mediated transduction has proven to be one of the most effective means to deliver
transgenes into T cells and results in high levels of sustained transgene expression \((138, 139)\). For example, long-term circulation of the Epstein–Barr virus (EBV)-specific cytotoxic donor-derived T cells has been shown to occur in patients treated for postbone marrow transplantation EBV-induced lymphoproliferative diseases. Retroviral transduced T cells with the neomycin resistance or low-affinity nerve growth factor receptor (LNGFR) and HSV1-TK genes were detectable in peripheral blood samples from patients by polymerase chain reaction (PCR) or fluorescent-activated cell sorting (FACS) analysis \((140–142)\).

Genetic labeling of lymphocytes with the luciferase (FLuc) reporter gene and noninvasive bioluminescence imaging (BLI) of mice have been reported \((143, 144)\). Costa et al. showed the migration of myelin basic protein-specific, Luc-transduced CD4+ T cells in the central nervous system \((145)\). The distribution of cytotoxic T-lymphocytes (CTL) can also be followed throughout the organism and monitored over time using BLI of Luc-expressing CTLs. However, BLI is a semiquantitative assay at best, because signal intensity depends largely on distance from the surface and on the variable optical characteristics of different tissues due to differences in attenuation and scatter of the emitted photons. Nevertheless, BLI of Luc expression has great potential in preclinical mouse-model studies, where high sensitivity, low cost, and technical simplicity are important for rapid screening.

The long-term trafficking and localization of T-lymphocytes are important components of the immune response, and in the elimination of abnormal cells and infectious agents from the body. Passive \((ex \ vivo)\) labeling of T cells with radioactive isotopes can be unstable and does not account for proliferation of activated T cells in the body. Our group demonstrated the feasibility of long-term \(in vivo\) monitoring of adoptively transferred antigen-specific T cells that were transduced to express a radionuclide-based reporter gene for \(in vivo\) radiolabeling and PET imaging \((146)\). Epstein–Barr virus-specific T cells (CTLs) were obtained and stably transduced with a constitutively expressed dual reporter gene (HSV1TK/GFP fusion gene). SCID mice bearing four tumors [(1) autologous HLA-A0201+ EBV-transformed B cells (EBV BLCL); (2) allogeneic EBV BLCL expressing the HLA-A0201 allele; (3) allogeneic HLA matched EBV BLCL; and (4) EBV-negative HLA-A0201+ B cell acute lymphoblastic leukemia (B-ALL)] were treated with HSV1-TK/GFP transduced EBV-specific CTLs. Specific accumulation and localization of radioactivity were observed only in the autologous and allogeneic HLA-A0201+ EBV-BLCL; no T cell infiltration was seen in the allogeneic HLA-A0201-matched, EBV-negative B-ALL or HLA-mismatched EBV BLCL xenografts (Fig. 10). Sequential imaging over 15 days after T cell injection permitted long-term monitoring of the HSV1-TK/GFP transduced cells and demonstrated tumor-specific migration and targeting of the CTLs. Infusion of EBV-specific CTLs led to the elimination of subcutaneous autologous EBV-BLCL tumor and HLA-A0201+ allogeneic EBV-BLCL xenografts. This tumor rejection was abolished by administration of GCV, which eliminated the HSV1-TK-transduced T cells (our unpublished data). These studies demonstrate the feasibility of long-term \(in vivo\) monitoring of targeting and migration of antigen-specific CTLs that are transduced to constitutively express a radionuclide-based reporter gene. This paradigm provides the opportunity for repeated visualization of transferred T cells within the same animal over time using noninvasive reporter gene PET imaging and it is potentially transferable to clinical studies in patients with EBV+ cancer.
In another study we have shown tumor-specific trafficking and tumoricidal activity of Wilms tumor protein (WT1)-specific T cells that were transduced with HSV1-TK/GFP fusion reporter gene and administered to animals bearing WT1-positive tumors (147). Similar studies were conducted by the UCLA group showing a specific targeting of murine sarcoma virus antigen-positive tumor by antigen-specific T cells that were transduced with PET and BLI reporter genes (148). In these studies, a bicistronic retroviral vector for T cell labeling with HSV1-TK and GFP was used (148), and a lentivirus encoding a triple modality reporter gene was used in a follow-up study (149).

The potential of PET imaging for quantifying cell signals in regions of anatomic interest exists. However, little is known about the constraints and parameters for using PET signal detection to establish cell numbers in different regions of interest. Su et al.
determined the correlation of PET signal to cell number, and characterized the cellular limit of detection for PET imaging. These studies using human T cells transduced with HSV1-TK reporter gene revealed a cell number-dependent signal, with a limit of detection calculated as $10^6$ cells in a region of interest of 0.1 ml volume. Quantitatively similar parameters were observed with stably transduced N2a glioma cells and primary T lymphocytes (150).

6.4 T Cell Activation

An essential component of the immune response in many normal and disease states is T cell activation. Our group has monitored and assessed T cell receptor (TCR)-dependent activation in vivo using noninvasive PET imaging (151). T cell receptor interactions with MHC-peptide complexes expressed on antigen-presenting cells initiate T cell activation, resulting in transcription that is mediated by several factors. Several of these factors, including interleukin-2 (IL-2) and other cytokines, contribute to the regulation of a number of target genes through several activating pathways and involve several transcription factors such as nuclear factor of activated T cells (NFAT) (152). Furthermore, this activation can be arrested clinically by the use calcineurin inhibitors such as cyclosporin A and FK506 (153). When combined with imaging of NFAT-mediated activation of T cells, noninvasive PET imaging should allow monitoring of the trafficking, proliferation, and antigen-specific activation of T cells in antitumor vaccination trials.

7. IMAGING STEM CELLS

Scientists and the general public alike have been intrigued by the existence of stem cells, and this fascination is rooted in their unique biological properties. Stem cells have the capacity for indefinite reproduction, together with the ability to produce differentiated progeny. Evidence shows that stem cells can form single or multiple tissues and hence it is believed that these cells can generate and maintain human organs without becoming exhausted. Scientists have attempted to capitalize on the exceptional regenerative capacity of stem cells in the development of novel treatments for a wide variety of human diseases, such as Parkinson’s and Alzheimer’s diseases, stroke, burns, heart disease, and osteoarthritis.

Beyond their regenerative capacity, intrinsic properties such as the cancer tropism of certain types of stem and progenitor cells have been documented. Two prominent examples that motivated the imaging studies discussed in this section are the recruitment of endothelial precursor cells (EPCs) into the tumor vasculature and tumor targeting of marrow stromal cells (MSCs). We will also discuss in vivo imaging of transplanted hematopoietic stem cells.

7.1 Endothelial Precursor Cells

Angiogenesis of neoplasms is of great interest to cancer biologists as tumor development is critically dependent on new blood vessel formation. Endothelial precursor cells have the ability to mature into the cells that line the lumen of blood vessels and they have been implicated in both reendothelialization and neovascularization. Hence, imaging of EPCs and neoangiogenesis may offer powerful tools for cancer diagnostics and treatment. A portfolio of advanced methods has been developed for functional
imaging of various aspects of tumor angiogenesis, including the number and geometry of blood vessels, as well as blood flow and vascular permeability (154). The origin of cells that contribute to new tumor blood vessel formation is not well understood, but in an important contribution Lyden et al. demonstrated that tumor recruitment of bone marrow-derived EPCs is necessary for neoangiogenesis (155, 156). This finding prompted a recent study aimed at imaging EPCs \textit{in vivo}.

Anderson and colleagues investigated the neovascularature of murine gliomas in immunodeficient mice (157). Prior to transplantation, an Sca\(^+\) bone marrow cell population that contains endothelial precursor cells was labeled with MRI “visible” iron oxide. Paramagnetic iron oxide produces large susceptibility artifacts enabling its detection as hypointense areas by MRI (158) and these particles can be used to label cells \textit{ex vivo}. By utilizing iron oxide-labeled EPCs and \textit{in vivo} MRI, systemically transplanted cells in the vicinity of the tumor were detected as early as 9 days after infusion (158). The study provides proof of principle that imaging of EPCs plus an appropriate mouse model can be combined for the noninvasive assessment of EPC tumor migration. Although the applied imaging modality requires sophisticated MRI, the iron oxide labeling method is fast, passive, and nontoxic. In future studies, this technique may be useful for labeling highly purified EPC populations without any genetic alterations. Taken together, imaging of tumor migration of EPCs complements the previous progress in functional imaging of tumor angiogenesis.

\subsection*{7.2 Marrow Stromal Cells}

Tumor targeting of MSCs for drug delivery was described by Studeny \textit{et al.} in 2002 (159) and was confirmed by the same group in 2004 (160). Human MSCs were genetically modified to produce interferon-\(\beta\) and subsequently were transplanted systemically into immunodeficient mice that develop cancer metastatic to the lungs. Preferential tumor targeting of the administered cells was detected by histology and could be related to a therapeutic effect in terms of increased overall survival (158, 159).

These encouraging findings followed an imaging study by Zhang \textit{et al.} who explored brain tumor targeting of MSCs after intravenous administration (161). By using iron oxide cell labeling in combination with MRI, they demonstrated tumor tropism of the transplanted MSCs (161). The observations were confirmed by histology and supported the findings made earlier by Studeny and colleagues.

\subsection*{7.3 Hematopoietic Stem Cells}

The driving force for exploring the transplantation biology of hematopoietic stem cells (HSCs) in regard to cancer treatment is the use of bone marrow transplantation in the management of certain, mainly hematological cancers, such as leukemia, lymphoma, and myeloma. Moreover, it has been demonstrated that HSCs are valuable targets for the transfer of genes that confer resistance to anticancer drugs (162). Such a myeloprotective strategy aims to increase cancer cell kill by dose escalation of the drug. Generally, there is a synergy between gene therapy approaches and imaging because, as outlined earlier in this chapter, many imaging strategies rely on the use of reporter genes. Hence, in an established strategy requiring gene transfer the therapeutic gene can be combined with or substituted for a suitable imaging reporter.

The application of molecular imaging for \textit{in vivo} assessment of HSCs has lagged somewhat behind the technical developments of current imaging techniques. This has
been partly due to the successful and convenient use of antibody-based FACS analysis of peripheral blood containing cells derived from transplanted HSCs. Nevertheless, imaging provides striking advantages. For example, the ability to monitor HSCs trafficking spatially in the whole body prompted Wang et al. (163) to explore luciferase reporter gene-based bioluminescence imaging of HSCs. Partially purified human HSCs were transduced to express the luciferase reporter gene and then transplanted into immunodeficient mice. The transduced HSCs were subsequently monitored for body distribution. The study demonstrated proof of principle that BLI can monitor the fate of HSCs in a mouse model. A more elegant, in-depth analysis has been presented by Contag’s laboratory (164). The investigators derived purified, luciferase-marked HSCs from transgenic donor animals. These transgenic reporter HSCs, together with inert support cells, were systemically transplanted into irradiated recipients. The use of BLI revealed the dynamics of hematopoietic reconstitution over time. Of interest is the attempt to monitor reconstitution from single HSC transplants. The data support the concept that HSCs preferentially home to the spleen and vertebrae, despite the fact that homing sites tend to be variable and are not distinct in all animals. Although very informative, BLI for the dissection of HSC transplantation biology may be limited by the achievable detection sensitivity, particularly in deeper organs of the mouse. Also, current BLI methods provide only two-dimensional images; hence there is still a need for ex vivo histological correlation to validate interpretation of the in vivo bioluminescence images.

8. ISSUES FOR THE FUTURE

Noninvasive reporter gene imaging is a very exciting indirect imaging strategy that can be fully exploited in experimental and transgenic animals. However, reporter gene imaging applications will be more limited in patients due to the necessity of transducing target tissue with specific reporter constructs. Ideal vectors for targeting specific organs or tissue (tumors) in patients do not exist at this time, although vector development is a very active area of human gene therapy research. At least two different reporter constructs will be required in most cases for optimal reporter imaging studies: one will be a “constitutive” reporter that will be used to identify the site, extent, and duration of vector delivery and efficiency of tissue transduction (the normalizing or denominator term), and one will be an “inducible” reporter that is sensitive to the functional status of the transduced cells as described above.

The initial application of such double-reporter systems in patients will most likely be performed as part of a gene therapy protocol (43) or an adoptive therapy protocol where the patient’s own cells are harvested (e.g., lymphocytes, T cells, or blood- or marrow-derived progenitor/stem cells). These cells can be transduced and expanded ex vivo, and then adoptively readministered to the patient. This scenario couples reporter gene imaging with existing adoptive therapies and allows for ex vivo transduction and expansion of harvested cells.

Each new vector (and imaging probe) requires extensive validation and time-consuming safety testing prior to government approval for human administration. However, once a reporter-gene and reporter-probe combination has been validated and approved for human studies, this reporter system can potentially be used in many different reporter systems and vectors. That is not the case with direct imaging probes,
where the number of probes is closely related to the number of potential direct imaging targets. Although highly specific images can sometimes be obtained with direct imaging probes, the development and validation of new probes are similar to the development, testing, and validation of new drugs. In contrast, the development and validation of different reporter gene constructs are far simpler than that for new imaging probes. The wider application and more rapid development of inducible reporter-imaging systems (to image endogenous transcriptional regulation, posttranscriptional modulation, protein–protein interactions, protein degradation, pathway-specific signaling activity, etc.) are likely to result in the translation of reporter gene imaging into patient studies sooner than the application of corresponding direct imaging probes. Nevertheless, direct imaging probes do have certain advantages and they will continue to be developed and make significant contributions to molecular imaging. A major advantage of direct imaging probes is that once developed and validated, they do not require the transduction of target tissue by a reporter gene-bearing vector.

The development of versatile and sensitive assays that do not require tissue samples will be of considerable value for monitoring molecular–genetic and cellular processes in animal models of human disease, as well as for studies in human subjects in the future. Noninvasive imaging will compliment established *ex vivo* molecular–biological assays that require tissue sampling, and imaging will provide a spatial as well as a temporal dimension to our understanding of various diseases. The benefits of noninvasive monitoring (imaging) of transgene expression in gene therapy protocols are substantial; it will provide a practical and clinically useful way to identify successful gene transduction and expression in target (and nontarget) tissue over time. This is particularly true for adoptive therapy protocols where constitutively expressed reporter genes can be used to monitor the distribution, targeting, and persistence of administered cells; similarly, it may also be important to monitor the activation and functional status of these cells using inducible promoters to initiate expression of different reporter genes. In all cases, an objective and quantitative measure of the level and duration of therapeutic gene expression or adoptive cell targeting and persistence can be related to therapeutic outcome.

Government approval will be required for all new vectors and all new direct imaging probes prior to their human administration. The translation of molecular imaging research into patient studies and clinical application must proceed stepwise and must be carefully monitored to ensure safe and effective use.
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1. INTRODUCTION

Imaging is an essential step in the diagnostic pathway for patients with clinical signs pointing to the presence of a tumor. Anatomical imaging is routinely applied to uncover the presence of a suspicious lesion. Then a biopsy specimen, taken of this lesion, is analyzed by histopathology, which is the gold standard for the confirmation of the presence of cancer and its further identification. Imaging methods have become an important complementary element in the differentiation between malignant and benign lesions and in the determination of the local or metastatic extent of the tumor. Moreover, if cancer tissue is present, newer (bio)imaging methods may help to establish the type, grade, and stage of the tumor. All this information is crucial in the further management of disease, such as treatment planning, prediction of progression, and response to treatment. Magnetic resonance (MR) is often the major modality in the imaging of cancer patients. In routine clinical practice MR is commonly used to obtain anatomical information, but this technique is very versatile and offers many possibilities to acquire more functional information, in particular, information of a
physiological and metabolic nature. To increase the specificity and sensitivity of common magnetic resonance imaging (MRI), more functional approaches are increasingly being included in clinical examinations of patients with tumors. For instance, these may include perfusion weighted imaging (PWI) to assess vascular functionality, diffusion weighted imaging (DWI) to assess tissue characteristics associated with water movement, and MR spectroscopy (MRS) to assess tissue metabolism and physiology.

Methods such as PWI and DWI are based on the measurement of the signal of $^1$H nuclei in water. A much broader range of (bio)molecules can be viewed by MRS, either by employing the signals of $^1$H nuclei or the signals of other nuclei such as $^{31}$P, $^{13}$C, or $^{19}$F in these molecules. The specific property of MRS that makes this possible is the so-called chemical shift, which causes unique resonance frequencies for nuclei of different molecular groups. Specific spectral profiles, which can be observed in an MR spectrum, obtained from a location in the body, reflect the identity of (bio)chemicals present at that location. Additionally, the physiological state and environment of biomolecules may also affect their spectral profiles. The intensity of the spectral signals is related to the tissue levels of these compounds. As the tissue levels of biomolecules are orders lower than that of water in the body, they give much lower signal intensities. In practice the detection of molecules is restricted to those present at tissue levels of more than 0.1–1 mM (mostly metabolites). Also, for this reason, MRS is commonly not used for anatomical imaging, but to assess metabolism or physiology at a cruder spatial scale in single or multiple selected locations (spatial mapping of metabolism). It thus offers a direct view on the (dynamic) levels of some metabolites and compounds and their physiological state and environment in body tissues.

One of the first applications of MRS to a patient with a tumor was the detection of an abnormal $^{31}$P MR spectrum of a rhabdosarcoma as compared to that of muscle tissue (1). A typical tumor feature, already evident in this spectrum, was the relatively high level of the so-called phosphomonoester peak, which contains resonances from phosphorylated choline and ethanolamine (2). Later, when $^1$H MRS was applied to patients with brain tumors, a relatively high signal was observed for a peak at about 3.2 ppm on the MRS chemical shift scale (3). From in vitro nuclear magnetic resonance (NMR) studies of biopsy extracts this peak turned out to be mainly composed of the resonances originating from protons in methyl groups of “choline compounds” such as choline, phosphocholine, and glycerophosphocholine, of which the $^1$H chemical shift dispersion is too small to be resolved in the in vivo spectrum. Further MRS studies of other human tumors also revealed the presence of relatively high levels of choline compounds, indicating that this was a general neoplastic phenomenon; this attracted much attention as it could serve as a potential biomarker in cancer diagnosis (detection, grading, and staging) and treatment response (2, 4). The choline compounds are involved in the biosynthesis and degradation of phospholipids such as phosphatidylcholine, which is required for the build-up and maintenance of cell membranes (Fig. 1). Choline compounds are differentially increased in tumors depending on the type and grade of the tumor. The exact reason behind this increase is still a matter of research, but it may be caused by increased choline transport into tumor cells, increased choline kinase activity, and increased phospholipase expression and activity in tumors (4–7). The composite peak at about 3.2 ppm in the $^1$H MRS spectrum is commonly referred to as the total
choline peak (tCho), although it may also contain (smaller) contributions from other compounds (e.g., taurine or myoinositol). Increases in the tCho peak have also been associated with increased cell density (8) and tumor hypoxia (9).

In addition to the characteristic (relatively) increased tissue content in tCho, MRS of human tumors has uncovered abnormal tissue levels of other metabolites, reflecting changes in metabolism, morphology, or physiology due to neoplastic growth. Several of these metabolites are specific for the tissue from which the tumor originates, but abnormal levels of the individual compounds are generally not specific for tumor growth only and may occur in other pathologies. However, a typical composition of several metabolite resonances together, in a metabolic profile, may be characteristic of a particular tumor growth.

In clinical applications of MRS the 1H nucleus has played a dominant role, mainly because this nucleus is present in most body metabolites and can be detected with high sensitivity. In addition, protons can be employed relatively easily on common clinical MRI machines, which are dedicated to the detection of protons in water and fat. However, other MR-sensitive nuclei such as 13C, 31P, 19F, and 23Na may provide highly relevant and unique information on tumor metabolism and physiology, but their application in a clinical setting has been limited until now. As higher field MR systems are being introduced in the clinic, it may become more attractive to make use of these nuclei in clinical examinations of tumors. Although interesting clinical results have been obtained in human tumor studies using other nuclei, e.g., 19F (10) and 31P (11), this chapter is restricted to the main clinical applications of MRS to oncological problems using the 1H nucleus, i.e., in the brain, prostate, and breast. Rather than giving a complete overview of all literature on clinical MRS of these three tumor types this

**Fig. 1.** Schematic view of the metabolic pathways involving (phospho)choline compounds. At the left is the chemical structure of choline (Cho). The methyl protons of choline and of the other encircled choline compounds (P-Cho, phosphocholine; GP-Cho, glycerophosphocholine) contribute to the dominating peak of these compounds at about 3.2 ppm in the in vivo 1H MR spectrum. Biosynthetic enzymatic pathways are indicated by thick lines and catabolic reactions by thin lines. CK, choline kinase; PLA, PLC, PLD, phospholipase A, C, and D.
chapter aims to provide the reader with a brief summary of some advances in key clinical applications.

2. $^1$H MAGNETIC RESONANCE SPECTROSCOPY DATA ACQUISITION PROTOCOLS

Robust acquisition methods to obtain localized $^1$H MR spectra from single and multiple volumes have been available since the 1990s for clinical applications at 1.5 T in the brain. But only recently have such methods become available for prostate and breast. $^1$H MRS of a single voxel (SVS) is the easiest and quickest way to obtain metabolic information on tumor tissue. Commonly, localized MR spectra are obtained by so-called STEAM or PRESS pulse sequences at long echo time (about 270 msec), intermediate echo time (about 135 msec), or short echo time (about 30 msec or less). At increasing echo times signals of different compounds are differentially attenuated by $T_2^*$ relaxation and J-modulation. In practice this means that at long echo times less metabolite signals are visible, but as the resonances are also less cluttered data processing becomes easier.

To measure viable tumor tissue by SVS the voxel (typically with a volume between about 1 and 8 ml) is positioned by MRI guidance using T1- and T2-weighted images. As these images are rather nonspecific for the presence of tumor tissue, a T1-weighted MRI is often obtained after intravenous application of a contrast agent containing gadolinium (Gd) to detect areas with abnormal vascularity in the tumor. For instance, in the brain the blood–brain barrier (BBB) may be disrupted by tumor growth, thus causing signal enhancement in T1-weighted MRI as Gd can spread in the interstitial space after its intravenous application. Assuming that these enhancing areas contain the viable part of the tumor, the placement of voxels for SVS is then guided by hyperintense areas on Gd-enhanced MR images. In principle, the presence of Gd may interfere with the tCho signal in MRS measurements if this is performed shortly after contrast MRI (12–14), but at short echo times the effects on spectral signals are usually acceptable. A more serious drawback of this approach is that Gd enhancement may not occur despite the presence of a tumor, for instance, because of coopting growth of tumors (15), or the signal enhancement in MRI may be rather nonspecific, requiring detailed analysis of time-dependent uptake of the contrast agent to identify tumor presence, such as done in the prostate (16, 17). Moreover, during treatment a tumor vascularity may “normalize” (18, 19), and treatment assessment with Gd-enhanced MRI may give the false impression that the tumor has disappeared. A way to circumvent ambiguities in volume selection is to use a multivoxel or spectroscopic imaging approach (MRSI), by which a large volume is usually selected that also covers nontumor tissue, which is divided up in smaller voxels (typically ~0.5 cm$^3$ or more) by so-called phase-encoding methods. For each metabolite a 2D or 3D spatial metabolic map can be reconstructed from signals in spectra of each voxel. In this way the heterogeneous nature of tumors (necrosis, viable tumor tissue, etc.) can also be assessed. A typical example of localized data acquisition in $^1$H MRS of a brain tumor is shown in Fig. 2. A thorough description of the technical details of acquisition methods is beyond the scope of this chapter, but some particular aspects will be addressed below.
3. ASSESSMENT OF BRAIN TUMORS BY \textit{IN VIVO} $^1$H MAGNETIC RESONANCE SPECTROSCOPY

In the radiological examination of a patient suspected of having a brain tumor, the first step is to search for a space-occupying lesion that is characteristic of a tumor or a metastasis in the brain. For this, CT and conventional T2- and T1-weighted MRI, with the application of Gd as a contrast agent to detect an enhancing lesion, are often diagnostic. However, as outlined above, tumor areas may not always become visible with Gd, especially lower grade tumors. The differential diagnosis between neoplastic and nonneoplastic lesions may still remain problematic in some cases. The histopathological examination of biopsy material is the decisive step in the diagnosis of a brain tumor to
establish type and grade, which in turn determine which additional treatment procedures are to be followed. Although biopsy material is commonly available, there are multiple cases in which an adequate noninvasive assessment would be desirable to avoid a biopsy, e.g., in cases with difficulties in differential diagnoses with nonneoplastic diseases or with high risks of morbidity or mortality. In addition, due to imaging uncertainties about the exact location of viable tumor tissue, biopsies may be obtained from the wrong area and better biopsy guidance is needed.

In treatment planning and monitoring and prediction of tumor progression multiple areas require improved noninvasive assessment. For instance, in surgery, but in particular in focused radiotherapy such as intensity modulated radiotherapy (IMRT), it is important to know the margins of the tumor and the most aggressive parts, which may be difficult to determine in some tumors such as gliomas. Also in the assessment of treatments by surgery or radiotherapy and chemotherapy, more functional mapping of the tumor presence is important. For instance, sometimes it is difficult to discriminate between radiation necrosis and tumor recurrence.

As has been demonstrated in numerous studies, $^1$H MRS can contribute significantly to MR examinations in the management of brain tumors, i.e., to address the clinical problems described above. It provides unique metabolic information that can be diagnostic for tumor presence, tumor type, and grade, and may serve as a tool in the planning and evaluation of treatments and in the prediction of tumor progression and treatment response.

The main metabolites visible in a $^1$H MR spectrum of the human brain obtained at long, intermediate, and short echo times are $N$-acetylaspartate (NAA) and total creatine (tCr) and choline (tCho) compounds (see Fig. 2). Most characteristic for tumor tissue in the brain is an increase in the tCho level as compared to unaffected tissue. The tCr content is decreased in some brain tumors. As creatine is an important compound in energy metabolism, this points to differences in energy metabolism or creatine uptake in the tumor cells. A reduction in NAA is a general observation in adult brain tumors. This reflects the replacement of healthy neuronal tissue, from which NAA predominantly originates, by tumor tissue, which is mostly not of neuronal origin. A reduction in NAA is a rather nonspecific observation as it also occurs in other brain pathologies with neuronal damage. In MR spectra of tumor tissue a doublet signal for lactate may often be observed. This observation initially raised much interest, as lactate is an end product of aerobic glycolysis, which is an important trait of more aggressive tumors. However, a lactate signal may also be seen due to the presence of regional hypoxia or because it is not cleared from tumor tissue due to an accumulation in necrotic or cystic regions, which is not necessarily associated with increased glycolysis (20, 21). At shorter echo times additional signals are visible in MR spectra of brain tissue, such as glutamate, glutamine, and myoinositol, which may also have diagnostic potential.

In the differential diagnosis between neoplastic and nonneoplastic tissue MRI is of considerable value. However, standard imaging is not always able to discriminate between a lesion of a tumor in the brain and a lesion of another origin, such as that of a stroke. In these situations other MRI modalities, like MRS, may be considered as helpful additional tools. Characteristic spectral tumor features such as increased tCho and decreased NAA can be used for this purpose. In general, this has to be done with some caution as some pathologies such as reactive gliosis or sclerosis may show tumor-like MR spectra characteristic of low-grade tumors (22, 23). More advanced data
acquisition and processing may improve the specificity of MRS to allow it to differentiate tumor from nontumor cases (24). Certain brain pathologies can be easily differentiated as they show MR spectra that are very different from those typical for tumors, for instance, those of abscesses (25–27). The complementary use of other MRI methods such as PWI to determine relative cerebral tumor volume or DWI may be helpful in the differential diagnosis between neoplastic and nonneoplastic disease.

To identify the type and grade of tumors in the brain MRS may be particular helpful, next to the gold standard, i.e., histopathology of biopsy material. Among the primary brain tumors astrocytomas, glioblastomas, and meningiomas are most common, but in addition to these there are a large number of other rarer tumor types occurring in less than 5–10% of all brain tumor cases. Typical MR spectra have been identified for the three major primary brain tumors, e.g., glioblastomas have high lipid signals and an increased alanine signal is observed for meningiomas (28, 29). Next to characteristic changes in NAA, creatine, and tCho levels, the particular levels of compounds observable at short echo times such as myoinositol, glutathione, glutamate, and glutamine may also help to differentiate low and high grade gliomas (30, 31), gliomatosis cerebri from low grade gliomas (32, 33), astrocytomas, schwannomas, and hemangiopericytomas from meningiomas (29, 34–36), and oligodendrogliomas from astrocytomas (37). The latter is of interest as oligodendrogliomas may better respond to chemotherapy. The tCho level appears to be correlated with the malignancy of the tumors as expressed in proliferation activity, grade, or cellular density (8, 21, 38–40), but in most studies overlap in the data precludes individual assignments based on the level of this peak only. The use of MRSI for spatial mapping and the analysis of resonances of multiple compounds may be helpful in the grading of astrocytomas (41). Lipid and macromolecular signals are of special interest in the grading of brain tumors as the high intensity of these signals is very characteristic of high-grade tumors (39, 42), which may be related to membrane breakdown and (micro)necrosis (43) or intracellular triglyceride droplets (44). The specific profile of lipids may help to differentiate glioblastomas from metastases, which otherwise have comparable spectra (45). As glioblastomas show infiltrative growth they can also be discriminated from metastasis by multivoxel MRS (46). In attempts to characterize the rarer brain tumor cases by MRS as much as possible, multisite projects have been initiated, such as the EU project INTERPRET (47, 48).

The heterogeneous nature of brain tumors is an important aspect to be taken into account for biopsy guidance and for the planning, monitoring, and evaluation of treatments, such as surgery, radiotherapy, and chemotherapy. These procedures are commonly based on information from T2-weighted and Gd-enhanced T1-weighted MRI. Therefore, it is of particular importance that MRS can show gross abnormalities in addition to Gd-enhancing and T2 lesions, due to infiltrative tumor growth, as commonly occurs in gliomas (49–51). In stereotactic procedures MRS can help to obtain biopsies from the proper tumor locations, i.e., the most malignant parts (52–54), or to delineate the tumor lesion for planning of surgery or radiation treatment (50, 55–57). In infiltrating tumors such as glioblastomas, MRS may identify tumor load outside the Gd-enhancing area, which makes MRS especially useful in treatment planning (56, 58). In all these cases the use of 3D multivoxel MRS approaches is essential. The tCho signal is most often used as a marker to assess the response to therapy of brain tumors by MRS (39, 59). Of clinical interest in treatment follow-up of brain tumors is the discrimination of tumor recurrence from radiation necrosis by MRS, as there are few other
ways to assess this properly (60–67). The use of a multivoxel approach appears to work best for this purpose (63).

As the analysis of MRS data of brain tumors may be rather complex to less experienced users in clinical routine, and also because the proper analysis of large datasets from multivoxel assessments is manually unpractical, there is need for decision support systems. Much attention has been given to automated and objective processing and classifying of voxels of MRS data by a variety of approaches (25, 48, 55, 68, 69). In some studies MRI information has been included that generally improves the performance of the decision support systems (70–74). Most of these studies have focused on the development of systems to separate brain tumor types and grades. To develop reliable and clinically useful classifiers of tumor type and grade it is necessary to have a sufficiently large dataset of these tumors available, which may require multicenter efforts, especially in the case of the rarer tumors. In such multicenter projects data should be acquired with some flexibility in acquisition modes and parameter settings, as the details of these will not be exactly the same for different MR systems. Proper system, spectral, clinical, and histopathological quality control should be part of these projects. An example is the multicenter EU project INTERPRET (47, 48), which is currently expanded in a new project, eTUMOUR, which also includes other metabonomic and genomic approaches to assess brain tumors (75).

The added diagnostic benefit of $^1$H MRS to conventional MRI has been demonstrated in a number of studies, mostly assessing the added value of MRS to brain tumor typing and grading as compared to conventional MRI (34, 48, 72, 76–80). The assessment of brain tumors in children by MRS has not been explicitly described here, but pediatric cases have to be considered as a separate group with specific clinical and diagnostic needs (22, 81–84).

4. ASSESSMENT OF PROSTATE CANCER BY IN VIVO $^1$H MAGNETIC RESONANCE SPECTROSCOPY

Functional imaging methods are much needed in the workup of patients suspected of having prostate cancer, to detect the presence of prostate cancer as well as for local staging and metastasis, localization of cancer tissue in the prostate, and treatment selection and assessment. The level (or change in the level) of the prostate-specific antigen (PSA) in serum is the most important biomarker currently used as an indication that a tumor of the prostate may be present, but it has a low specificity. In the detection of prostate cancer the analysis of ultrasound-guided biopsies from the prostate plays a major role, but due to sampling errors, negative biopsies often occur despite a positive PSA level. Thus better imaging of the presence of cancer tissue would be desirable to guide biopsies. The stage of prostate cancer (occurrence of extraprostatic cancer) is often decisive in therapy decisions, but the determination of stage is mostly based on the so-called Partin tables of clinical findings. These are valid only for an average patient population, and clearly the addition of a proper imaging examination might improve individual assessment. The proper localization of cancer tissue in the prostate is also becoming of interest due to the introduction of new focal therapies such as IMRT for local disease. Functional imaging to localize active tumors can be important for treatment assessment and for detection of recurrence. And finally, it would be extremely important if a functional imaging method could predict the progression of localized
prostate cancer to more aggressive variants. Among the potential MR methods that may contribute to solving these diagnostic questions, $^1$H MRS is one of the promising candidates.

More than 10 years ago it was demonstrated that $^1$H MR spectra of extracts of prostate tissue show a large number of metabolite signals, among which are signals for protons in citrate and choline compounds and that the (relative) signals for citrate may be decreased and that of choline compounds increased in prostate cancer tissue (85, 86). After the introduction of endorectal coils it also became possible to obtain in vivo $^1$H MR spectra of small volumes of the prostate with sufficient signal to noise (87–89). Fortunately, the dominant peaks observed in these spectra are from protons in citrate, creatine, and choline compounds. Compared to healthy peripheral or BPH tissue the signals of citrate were reduced and those of choline compounds often increased in cancer tissue, and thus it was obvious that the tCho over citrate peaks could serve as a metabolic biomarker for prostate cancer. Weaker signals sometimes are also observed, for instance for protons in polyamines resonating between the creatine signal at about 3 ppm and the tCho peak at 3.2 ppm. In the interpretation of the data it is of note that citrate mainly occurs in the ducts of the prostate, and hence a lower citrate may indicate altered metabolism as well as a reduction of luminal space in cancer tissue. Because tumor tissue can occur anywhere in the prostate, it became clear that multivoxel methods would be essential in further clinical studies. As the prostate is relatively small and embedded in adipose tissue, this required the implementation of advanced radio-frequency (RF) pulses and sequences to suppress interfering strong lipid signals. In this way two- and three-dimensional MRSI sequences have been realized (87, 90–92), of which 3D variants are now most favored, as these can cover the whole prostate. Three-dimensional acquisitions can be performed in about 10–15 min at a spatial resolution down to about 0.4 cm$^3$, with sufficient signal to noise, at 1.5 T. In the analysis of the data of patients, it should be taken into account that different regions of the healthy prostate such as the peripheral zone, central zone, and areas close to the urethra and the seminal vesicles have different amplitudes for citrate, creatine, and “choline” compound signals. In addition, MRS has to be performed at a time sufficiently after the time of biopsy to avoid possible interference of a hemorrhage with spectral quality, due to a magnetic field or morphological distortions.

Several studies have been devoted to an evaluation of the clinical potential of 3D $^1$H MRSI to localize cancer tissue in the peripheral zone of the prostate (93, 94). After radical prostatectomy step-section histopathology was performed and compared with the MRSI data in which the voxels were scored on a scale from malignant to benign using criteria based on the standard deviation of normal values. Because the signals of tCho and creatine are often not well resolved at 1.5 T, the common way of analyzing the data is by using the tCho plus creatine-over-citrate ratio, which ignores possible decreases in creatine in cancer tissue, but this can be taken into account in a refinement of the analysis. With sensitivities comparable to those obtained by standard T2-weighted MRI (about 70%), the specificity was significantly higher (up to about 85%), and by combining both methods sensitivity and specificity increased to about 90%. In a study that we recently completed on 34 patients using similar approaches, sensitivity and specificity in localizing prostate cancer both in the peripheral zone and central gland, by $^1$H MRSI alone, were between 80 and 90% (95). All these results are very promising, but the true clinical value can be judged from only results of multicenter trials. At
present two trials are running that evaluate the properties of 3D ¹H MRSI to localize cancer tissue in the prostate: the International Multi-Centre Assessment of Prostate Spectroscopy (IMAPS) trial and a trial by the American College of Radiology Imaging Network (ACRIN 6659). Preliminary results of the IMAPS trial (seven clinical sites) show specificities and sensitivities comparable to single-site studies for tumors in the peripheral zone and central gland (96, 97). Potential confounding conditions in the localization of cancer in the prostate are other prostate diseases like prostatitis (98, 99), which may affect prostate metabolism, physiology, and morphology in the same way as cancer.

Although ¹H MRSI may be used to improve the reliability of diagnosing local staging, i.e., extracapsular extension (100), it is not expected to be the prime MR approach for this purpose, as the very high resolution MRI obtainable at 3T may be more suitable to address this problem (101).

MRSI can also contribute to the planning and assessment of various treatments of prostate cancer and in the detection of recurrence after treatment (102–107). Hormone deprivation is a common procedure in prostate cancer treatment and during this procedure MRSI shows a remarkable, partly selective, decrease in metabolite levels (metabolic atrophy) over time, which may point to important cancer features (108). Metabolic atrophy also occurs upon radiation treatment, but much more slowly. A major clinical issue is the determination of the aggressiveness of prostate cancer, and this is usually characterized by histology with the so-called Gleason score. It is of interest that the (tCho + cr)/citrate ratio is correlated with the Gleason score, although the overlap of the current data precludes that it can be used for individual decisions (109, 110).

The clinical performance of MRSI of the prostate may be improved by still better shimming procedures (to decrease the number of low-quality spectra), better signal to noise, and better chemical shift dispersion. With the rapid implementation of higher field systems (3T) in the clinic, the prospects for improved clinical performance of MRSI of the prostate is very good, provided that proper adaptations of the technology are implemented (111–114).

5. ASSESSMENT OF BREAST CANCER BY IN VIVO ¹H MAGNETIC RESONANCE SPECTROSCOPY

Currently the sensitivity for detecting invasive breast cancer by dynamic Gd contrast MRI is very high (up to 90% or higher), however, its specificity may be rather low (down to 40%), and this is a major reason why ¹H MRS is being explored as a complementary MR tool to discriminate malignant from benign lesions in the breast. In addition, ¹H MRS may have a unique role in therapy prediction and monitoring.

In vivo MRS of human breast cancer was first explored using the ³¹P nucleus (115), with typically high phosphomonoester and diester peaks present in spectra taken from cancer tissue. Spectra of extracts of this tissue showed that resonances from (glycero)phosphoethanolamine and (glycero)phosphocholine contributed to these peaks. In more recent years attention has switched to the ¹H nucleus, as it can be detected with a higher sensitivity, allowing smaller tumors to be analyzed within shorter measurement times, and as no special hardware is needed, it is rather easy to add to an MRI examination on a standard clinical system.
In the $^1$H MR spectrum of the normal breast, without any signal suppression, the signals of lipids dominate, but in tumors a more pronounced water signal appears. Although some clinical studies have used these signals in the assessment of breast cancer (116), most investigations focus on the peak at about 3.2 ppm, characteristic of tumor tissue. Ex vivo high-resolution NMR and so-called magic angle spectroscopy studies of tissue biopsies showed that this peak is mainly composed of resonances from methyl protons in choline compounds such as choline, phosphocholine, and glycerophosphocholine (117, 118) and is commonly referred to as the tCho. In a number of studies the clinical value of detecting a peak at 3.2 ppm was explored to identify various breast carcinomas and benign lesions at the common clinical field strength of 1.5 T (119–122). The tCho peak was also seen in spectra of normal breasts of lactating women, which therefore has to be taken into account in the diagnosis of breast cancer. The sensitivities and specificities reported in some of these studies to discriminate malignant from benign lesions were in the order of 80–85%.

Although these initial in vivo $^1$H MRS studies were promising, they were hampered by some shortcomings. Artifactual signals may arise at the 3.2 ppm position due to spurious sidebands of large lipid signals. Most importantly, the analysis in these studies was largely qualitative, as usually only the visual absence or presence of a peak at 3.2 ppm in the spectrum was used as a decisive biomarker. However, variable MRS sensitivity due to different RF coil positioning or loading and field strength may interfere with choline signal visibility. The false positives often occurring in the in vivo studies indicated that a more robust and quantitative approach to assess the 3.2 ppm peak was needed. It was demonstrated that artifactual lipid sidebands can be overcome by specific pulse sequences such as TE averaging (123). Quantitative approaches have been introduced, either using an external reference signal (124) or the internal signal of water as a reference (125). Currently a quantitative approach appears to be essential as a tCho peak can also be detected in spectra of asymptotic breast tissue, especially at higher field strengths (>1.5T) and as malignant breast tissue is characterized by a generally higher, but variable, tissue content of tCho compounds. The addition of quantitative $^1$H MRS to dynamic contrast-enhanced MRI has been shown to improve sensitivity, specificity, accuracy, and interobserver agreement between observer radiologists to discriminate malignant from benign breast lesions (126). A more precise calibration of the resonance position of the tCho peak has also been proposed to separate benign tissue from malignant tissue in cases in which a choline signal is detected (127).

In addition to the use of $^1$H MRS to improve the discrimination between malignant and benign breast cancer, it may prove useful in the evaluation of treatments. This has not been extensively explored yet, but an interesting example is a study in which the change in the tCho signal was significantly different between patients with objective response and those with no response to a doxorubicin-based chemotherapy in locally advanced breast cancer (128). In particular, in these studies a quantitative approach is essential.

In the current practice of $^1$H MRS applied to breast cancer, mostly single-volume measurements are performed of one or several tumor locations in less than 10 min at a spatial resolution down to 1 cm$^3$. Positioning of the voxel at the proper tumor location is important, in particular in heterogeneous tumors such as invasive ductal carcinomas (125). Therefore a Gd-enhanced MR image may be used for guidance as little effect of
Gd on the tCho signal is anticipated, at least at relatively short echo times. Recently multivoxel spectroscopic imaging methods have been introduced (129). It remains to be evaluated how robust this can be performed in the presence of large lipid signals, and optimal field shimming strategies are likely to be crucial for this purpose (130).

6. CONCLUSIONS

The potential of MR spectroscopy to contribute to MR examinations in the management of some human tumors has been convincingly demonstrated and a large number of clinical institutions are now routinely applying $^1$H MRS in the assessment of brain, prostate, and breast cancer. But even with these demonstrations of the clinical use of MRS, the further translation into a widespread tool in routine clinical practice is not trivial. This depends on a large number of factors. Not only is a robust and automated measurement procedure necessary, but the rapid and easy digestible display of the results of an examination and proper training of the clinical users also are important. And above all it has to be clear that methods are generally applicable on major MR instruments in the production of reliable and significant clinical results compared to other approaches or modalities. Studies using evidence-based medicine (EBM) criteria to evaluate the diagnostic and therapy decision-making value of MRS applied to patients suspected of having a brain tumor (131) and a critical discussion of the results of these studies (132, 133) have made clear that carefully standardized multisite trials, complying to EBM criteria, are still needed to bring the assessment of brain tumors by MRS into general clinical practice (134). The same holds true for the assessment of prostate and breast cancer by MRS. Thus, for the acceptance of MRS in routine clinical practice, it is important that prospective multisite trials, as described above, are performed. In these trials the selection of standardized (temporarily frozen) protocols may be critical, as MRS technology applicable to tumors is still continuously progressing. For instance, currently improvements in sensitivity are being investigated using new RF coil arrangements with parallel acquisition methods, and using higher field magnets, to exploit the potentially better signal to noise and chemical shift dispersion for more accurate assessment of metabolites. In addition, better automation in data acquisition and processing is being developed.

A particular advantage of MRS is that it provides quantitative data, which is not a common practice in the clinical assessment of tumors by most (conventional) MRI methods. A general trend now is to combine MRS data with that of other MR approaches with higher spatial resolution, such as conventional T1- and T2-weighted MRI, dynamic contrast MRI, and diffusion MRI, as this may improve the diagnostic performance beyond that of each single MR approach. Because of its noninvasive nature, it is expected that MRS, together with these other MR approaches, will be particularly useful in the evaluation and prediction of treatment response and disease progress.

Multivoxel MRS can be considered as molecular imaging “avant la lettre,” although it does not involve the imaging of tailored probes for specific molecular or cellular targets, which is often the restricted definition used for molecular imaging. In contrast to the common “molecular imaging” approaches, MRS assesses the signals of endogenous compounds. Hence, no problems associated with the synthesis and injection of exogenous compounds aimed for targeted diagnostics are involved. The number of endogenous compounds that are visible by $in vivo$ MRS is limited to about 40 (also including the use of nuclei other than $^1$H), because of sensitivity reasons. However,
new ways are being explored to enhance the sensitivity of MRS substantially with hyperpolarization of endogenous (or exogenous) compounds. This hyperpolarization is performed outside the body, and after the compounds are applied intravenously, their metabolic conversion can be monitored by fast high-resolution MRSI, for instance, to realize “real time metabolic imaging” for diagnostic purposes in oncology (135).
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1. INTRODUCTION

Magnetic resonance imaging (MRI) is a noninvasive, high spatial resolution, multi-planar imaging modality that offers exquisite soft tissue contrast. Recent advances in MRI equipment (higher field strengths, optimized pulse sequences, and better coil design) have made this imaging modality a procedure of choice for evaluating many cancers. Coupled with the use of small molecule paramagnetic agents and magnetic nanoparticles, different tumor processes can now be probed. Imaging of angiogenesis, apoptosis, and specific targeting are all within the realm of experimental clinical imaging. This chapter summarizes different types of magnetic probes and their application in cancer.

Magnetic resonance imaging is based on the manipulation of the inherent nuclear magnetic moment of endogenous nuclei (most commonly $^1$H in H$_2$O). Images can be obtained by exposing nuclei to a static magnetic field, and within that static field, perturbing a steady-state equilibrium with time- and space-varying magnetic fields. After perturbation, all nuclei relax by two unique and codependent relaxation mechanisms: T1 (spin–lattice relaxation), and T2 (spin–spin relaxation). By exploiting these relaxation mechanisms, chemists and physicists have been able to design contrast agents and pulse sequence algorithms to further specify the imaging patterns of many diseases...
and add to the diagnostic acumen of MRI. Magnetic resonance imaging has therefore become an imaging modality of choice for disease states such as stroke, neurodegenerative states, trauma, and cancer.

Although MRI offers exquisite spatial resolution and high soft tissue contrast, it is of lower sensitivity for label detection when compared to other imaging modalities routinely used in molecular imaging (e.g., optical imaging and nuclear medicine). With ever increasing advances in MRI (higher field strengths, optimized pulse sequences, and better coil design) we are now poised to reduce this insensitivity and improve the combination of MRI with the development of more specific and sensitive magnetic probes. The purpose of this chapter is to focus on imaging probes that are specifically designed for MRI of molecular processes associated with cancer.

Magnetic resonance contrast agents can be divided into two classes, paramagnetic and superparamagnetic. The majority and most clinically utilized paramagnetic contrast agents utilize Gd(III), although Mn is also occasionally used because of its large magnetic moment and long electron spin relaxation time, which has the effect of shortening the T1 (spin–lattice) relaxation time \( (I, 2) \). Dysprosium (Dy), another paramagnetic contrast agent, induces local magnetic field inhomogeneities, which can be measured by local shortening of the T2*. Chelates of Dy have been utilized to measure changes in cerebral blood flow and tissue injury in myocardial infarction \( (3, 4) \), and although not routinely clinically utilized, as higher magnetic field systems become more routine, these agents may be revisited. Magnetic nanoparticles (MNP) contain superparamagnetic iron oxides and form the basis of susceptibility contrast either by shortening the T2 (spin–spin) relaxation time or the T1 (spin–lattice) relaxation time \( (5–7) \).

A number of novel targeted MR imaging agents have employed either paramagnetic or superparamagnetic labels. Some examples utilizing MNP include asialoglycoprotein receptors for liver imaging \( (8, 9) \), antmyosin-labeled MNP for detection of myocardial infarcts \( (10) \), endothelial vascular adhesion molecule-1 \( (11) \), and E-selectin \( (12–16) \). Other exploited targets using paramagnetic contrast agents include the folate receptor with dendrimer-based paramagnetic contrast agents to image overexpression of folate receptor in ovarian tumor xenografts \( (17) \), the fibrin receptor \( (18) \), and direct labeling of monoclonal antibodies with gadolinium to image human tumors on nude mice \( (19) \).

In addition to the group classification mentioned above, magnetic resonance agents can also be classified by their distribution and specificity into (1) compartmental agents (i.e., low-molecular-weight, extravascular, extracellular agents; or macromolecular weight-contrast agents, blood-pool, intravascular agents); (2) targeted agents (those agents that have been modified to bind to specific molecular targets); and (3) activatable agents (those agents that undergo a physicochemical process to “activate” their contrast mechanisms). The following discussion will summarize different types of imaging agents based on their composition and \textit{in vivo} behavior. Finally we will review applications of the different agents for imaging cancer.

\section*{2. Gadolinium-Containing Agents}

Paramagnetic, low-molecular-weight contrast agents typically contain Gd(III) in a chelate such as diethylenetriaminepentaacetic acid (DTPA), gadoterate meglumine (DOTA–Dotarem\textsuperscript{®}), or gadobenate dimeglumine (BOPTA–Multihance\textsuperscript{®}) \( (2) \). Gd chelates allow the evaluation of physiological parameters such as the status of the blood–brain
barrier, perfusion with mathematical modeling, tumor enhancement, and renal function. Because of the relative nonspecificity of Gd chelates, the relatively poor relaxivity, as well as short intravascular half-life, there has been increased interest in gadolinium-based macromolecular contrast agents to attach more Gd(III) groups to each molecule (2, 5).

Macromolecular contrast agents that utilize Gd(III) have been developed with varying protein based conjugates including (1) albumin, which has been demonstrated to have long-lived intravascular components, and as a result continues to be utilized both as a conjugate for other biomolecules as well as a primary imaging agent for angiogenesis (5, 20–22); (2) avidin, which binds to streptavidin, the combination of which has been used as a prelabeling mechanism to bind to the biotin ligands (5, 23–26); (3) poly-l-lysine (19, 27); (4) polyamidoamine (PAMAM) dendrimers (28–31); and (5) direct conjugation to monoclonal antibodies (Mab) (32, 33). Another approach that has been attempted to increase delivery of a number of gadolinium groups to the target is cross-linking liposomes labeled with a large concentration of gadolinium, thus increasing the relaxivity of the target (34). In all cases, the goal is to increase the contrast to noise after delivery of target to background.

With respect to “activatable” Gd agents, Louie and Meade et al. have recently demonstrated an example of a novel “smart” contrast probe that remains silent until activated by a specific transgene product (35). By utilizing bacterial β-galactosidase (LacZ), because it is easily assayed and not expressed in most mammals, they developed a contrast agent that was associated with a substrate for LacZ, galactopyranose. They covalently linked galactopyranose to a chelated paramagnetic Gd$^{3+}$ in a way that precluded access of water protons to the Gd$^{3+}$ atom. This interaction with the LacZ substrate cleaved the galactopyranose, and thus allowed access of water protons to Gd$^{3+}$, which shortened T1 and thus produced contrast. With intravenous mRNA to allow β-galactosidase activity within organisms, injection of this novel smart probe produced visualization of those cells involved with LacZ activity.

3. MAGNETIC NANOPARTICLES

Magnetic nanoparticles (MNP) used in MRI usually consist of a 2- to 7-nm core of superparamagnetic iron (Fe) oxide (containing 2000–10,000 Fe atoms) and a polymer coating to which biomolecules can be attached (36–38). Magnetic nanoparticles typically have R2 relaxivities ranging from 30 to 300 mM sec$^{-1}$, at least an order of magnitude higher than for Gd chelates.

Historically, polymer-coated iron oxide molecules have been used in the treatment of anemias (39, 40). The first generation MNP, because of size heterogeneity and imperfect coating, was rapidly phagocytosed by macrophage, and served as imaging agents for the liver and spleen, demonstrating good sensitivity in distinguishing metastases from normal liver and splenic parenchyma (41, 42). By refining the chemical structure and making the molecule smaller (25–30 nm) and homogeneous in size (termed monodisperse—one crystal per nanoparticle), second generation MNP were developed to have increased vascular half lives (>10 h in mice, and >24 h in humans) as well as lymphotrophic components (7, 43–49).

Other derivatives of MNP involve iron oxide cores coated with lipid (50) and polyethylene glycol (PEG) (51), which helps reduce binding of plasma proteins and phagocytosis and clearance by macrophages. Table 1 summarizes different MNP in clinical
use. The most widely used agents contain dextran or dextran derivatives as a coating (Feridex®, Resovist®, Combidex®, and ferumoxytol) (1, 6, 37, 38).

To make MNP more target specific, multiple strategies have been employed. Earlier work focused on creating Schiff bases between the amine of the biomolecule of attachment and aldehyde of the dextran coating of MNP (8, 52). A second more recent approach cross-links and aminates the dextran of dextran-coated MNP to therefore provide an amino group for binding biomolecules. The molecule is termed amino-CLIO (cross-linked iron oxide). Each amino-CLIO bears approximately 40 amino groups for attachment of biomolecules, and is approximately 40–50 nm in size (53). More recently, noncross-linked ultrastable MNPs have been developed. Examples of targeted MNP include the following: neuroblastoma antibody (54), cardiac myosin antibody (10), synaptotagmin (55), E-selectin (14–16), vascular cell adhesion molecule-1 (VCAM-1) (11), asialoglycoprotein (56), uMuc (57), annexin V (58), and the transferrin receptor (59). Figure 1 represents an illustrative methodology toward this approach, with an example of MR imaging of transgene expression.

Activatable or smart MNPs are specifically engineered to undergo a physicochemical change after binding to their designated target, which then results in signal contrast amplification. Specific examples include conjugation of MNP to tat peptide (60),

<table>
<thead>
<tr>
<th>Drug</th>
<th>Composition</th>
<th>Major indication</th>
<th>Manufacturer/status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferumoxtol® AMI-228</td>
<td>Superparamagnetic iron/</td>
<td>Anemia treatment MR</td>
<td>AMI/phase III (anemia)</td>
</tr>
<tr>
<td></td>
<td>carboxymethylxidextran</td>
<td>angiograph, lymph node metastases</td>
<td></td>
</tr>
<tr>
<td>Feridex IV® Ferumoxides®</td>
<td>Superparamagnetic iron/ dextran</td>
<td>Suspected liver metastases</td>
<td>AMI, Berlex/approved Europe, USA, Japan</td>
</tr>
<tr>
<td>Resovist® Ferucarbotra®</td>
<td>Superparamagnetic iron/ carboxydextran</td>
<td>Suspected liver metastases</td>
<td>Schering AG/approved EC and Japan</td>
</tr>
<tr>
<td>Combidex® Ferumoxtran</td>
<td>Superparamagnetic iron/ dextran</td>
<td>Suspected lymph node metastases</td>
<td>AMI, Cytogen/post phase III trials</td>
</tr>
<tr>
<td>Supravist® SHU555C</td>
<td>Superparamagnetic iron/ carboxydextran</td>
<td>Suspected liver metastases</td>
<td>Schering AG/in trials</td>
</tr>
<tr>
<td>Gastromark® Ferumoxsil®</td>
<td>Superparamagnetic iron/ silane</td>
<td>Bowel marker MR angiography</td>
<td>AMI, Mallinkrodt/ approved USA and EC Nycomed, Amersham/phase I/II trials</td>
</tr>
<tr>
<td>Clariscan® Feruglose® NC 10050</td>
<td>Superparamagnetic iron/ PEG coating</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aMR, magnetic resonance; PEG, polyethylene glycol.*
Fig. 1. (i) To demonstrate transgene expression in cells by MR imaging, several synergistic steps were used. Overexpression of ETR expression results in an approximately 500% more cell uptake of the Tf-MION probe per hour than in control cells (step 1). During each ETR-mediated internalization event, several thousand iron atoms (MION contains an average of 2,064 Fe molecules per 3-nm particle core, rather than just the two iron atoms in holo-Tf) accumulate in the cell (step 2). After cellular internalization and compaction in an endosome, the R2 and R2* “relaxivities” of superparamagnetic MION further increases approximately 400%, causing T2 to decrease and creating high local susceptibility gradients detectable by gradient-echo MR pulse sequences (step 3). Cellular internalization of iron does not down regulate the level of ETR expression (step 4). The ETR cDNA sequence consists of the hTfR promoter, the coding sequence, and the engineered 3 untranslated region (UTR) regulatory sequence. (ii) In vivo MR imaging of a single mouse with ETR⁺ (left arrowheads) and ETR⁻ (right arrowheads) flank tumors. (a) T1-weighted coronal spin echo image (imaging time, 3.5 min; voxel resolution, 300 × 300 × 3000 µm). ETR⁻ and ETR⁺ tumors have similar signal intensities. (b) T2-weighted gradient-echo image corresponding to the image in (a), showing substantial differences between ETR⁻ and ETR⁺ tumors (imaging time, 8 min.; voxel resolution, 300 × 300 × 3000 µm). As expected, ETR-mediated cellular accumulation of the superparamagnetic probe decreases signal intensity. These differences in MR signal intensity were most pronounced using T2 and T2* weighted imaging pulse sequences, consistent with the increased transverse relaxation (R2) after cellular internalization. (c) Composite image of T1-weighted spin-echo image obtained for anatomic detail with superimposed R2 changes after Tf-MION administration. *, difference in R2 changes between the ETR⁻ and ETR⁺ tumors. (Reproduced with permission from Weissleder et al. (59)).
oligomerization of MNP (14), and magnetic relaxation switch mechanisms, which have been utilized to measure multiple different reversible molecular interactions at extremely low contrast agent concentration (61–63).

4. ANGIOGENESIS IMAGING

Imaging angiogenesis with MRI has focused on three different arenas: (1) dynamic tracking of Gd chelates, (2) steady-state blood volume determinations using MNP, and (3) use of targeted imaging agents.

4.1 Dynamic Contrast-Enhanced Magnetic Resonance Imaging

Magnetic resonance imaging approaches of measuring angiogenesis have the advantage of providing noninvasive spatial assessment of angiogenic heterogeneity; however, most techniques are dynamic acquisitions resulting in serial data over single slices (64–66). Malignant neovasculation has been shown to be hyperpermeable to low-molecular-weight molecules (e.g., macromolecules). Due to this hyperpermeability, dynamic contrast-enhanced magnetic resonance imaging (DCE MRI) offers a possible noninvasive, quantitative characterization of tumors, both morphologically and functionally (64–66). This methodological approach uses a bolus administration of contrast agent, and Gd chelate is the most ubiquitous, FDA-approved contrast agent. Given the high concentration of Gd chelate within the first pass, inherent T2 relaxivity changes are proportional to blood volume and blood flow (67). However, as a result of the highly permeable intratumoral vasculature, and low concentrations of contrast “leaking” into the extravascular, extracellular space, the T1 changes dominate initial and later phases of contrast administration (64–66). Because the majority of contrast agents utilized in MRI leak out of the vascular space, but do not cross cellular membranes, extant kinetic models utilize a two-compartment system to analyze dynamic data sets, all of which are based on Kety modeling systems (68). Agreed upon parameters that are measured include the following (64): \( C_t \) = tracer concentration within the tissue, \( C_p \) = tracer concentration within the plasma, \( v_e \) = extracellular volume fraction, and \( K_{trans} \) = transendothelial permeability factor; these are related by the following first-order equation:

\[
\frac{d C_t}{dt} = \frac{K_{trans}(C_p - C_t/v_e) - K_{trans}C_p - K_{ep}C_t}{\text{blood flow}}
\]

Utilizing this approach in humans suffering from breast cancer, Hulka et al. demonstrated a sensitivity of 86% and specificity of 93% for the diagnosis of malignancy (64–66). Knopp et al. expanded on these results and were able to demonstrate, by correlative analysis with vascular endothelial growth factor (VEGF) and CD31 analysis, significantly faster enhancement characteristics between histological subtypes (invasive ductal carcinoma, invasive lobular carcinoma, and ductal carcinoma in situ) (69). Subsequently, various groups have demonstrated, in vivo in animal models and clinical trials, statistically significant differences in permeability transfer constants following the administration of angiogenesis inhibitors (70, 71). Recently Morgan et al. demonstrated a rapid reduction in enhancement within 26–33 hours after the first dose of the VEGF inhibitor phosphotyrosine kinase (PTK) 787/ZK 222584 in a liver metastasis from colorectal carcinoma (71). This substantial reduction in enhancement is evident across all dose groups on day 2, with a mean reduction of permeability transfer constant of 43% (SE, 6.95%) (71).
Despite these sophisticated models and encouraging results, pharmacokinetic modeling has been utilized with varying success to calculate blood volume or fractional plasma volume, with reported values demonstrating a correlation coefficient of $R^2 = 0.61$, and most studies indicate high sensitivity (>90%), but wide variability in specificity, with published values as low as 30% (72). This variability is demonstrated well in the recent study by Su et al. (Fig. 2 and Table 2) who performed DCE MRI on 105 patients with breast cancer and correlated it to VEGF serum marker levels as well as microvascular density as assessed post-CD31 staining. Although patients with increased VEGF demonstrated higher CD31 microvessel densities, no significant association between MRI parameters and these other surrogate markers was demonstrated (73).

Fig. 2. The precontrast image (A), 5-min postcontrast image (B), and 5-min enhancement map (C) of a woman with breast cancer. Pharmacokinetic analysis was performed to analyze the enhancement kinetics obtained on a pixel-by-pixel basis from the entire bilateral breasts. The generated parameter maps, Vb (D), VeK1 (E), and K2 (F), are shown. The peripheral region had a higher vascularity (Vb) and a higher outflux transport rate (K2), but the entire cancer (except a very small central region) displayed a strong interstitial uptake (VeK1). [Reproduced with permission from Su et al. (73).]

### Table 2

<table>
<thead>
<tr>
<th>MRI parameter</th>
<th>High VEGF ($N = 49$)</th>
<th>Low VEGF ($N = 22$)</th>
<th>High CD31 ($N = 12$)</th>
<th>Med CD31 ($N = 35$)</th>
<th>Low CD31 ($N = 24$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vb</td>
<td>21 ± 20</td>
<td>17 ± 16</td>
<td>21 ± 20</td>
<td>21 ± 20</td>
<td>21 ± 20</td>
</tr>
<tr>
<td>K2</td>
<td>0.23 ± 0.09</td>
<td>0.23 ± 0.12</td>
<td>0.24 ± 0.09</td>
<td>0.21 ± 0.09</td>
<td>0.23 ± 0.11</td>
</tr>
<tr>
<td>VbK2/veK1</td>
<td>0.017 ± 0.02</td>
<td>0.019 ± 0.031</td>
<td>0.025 ± 0.022</td>
<td>0.011 ± 0.013</td>
<td>0.023 ± 0.032</td>
</tr>
<tr>
<td>1-min enhancement</td>
<td>326 ± 87</td>
<td>296 ± 94</td>
<td>345 ± 102</td>
<td>306 ± 92</td>
<td>321 ± 77</td>
</tr>
<tr>
<td>1-min enhancement</td>
<td>63 ± 25</td>
<td>55 ± 26</td>
<td>69 ± 31</td>
<td>57 ± 25</td>
<td>63 ± 22</td>
</tr>
<tr>
<td>1- to 3-min enhancement</td>
<td>94 ± 22</td>
<td>85 ± 23</td>
<td>99 ± 23</td>
<td>89 ± 24</td>
<td>92 ± 21</td>
</tr>
</tbody>
</table>

*MRI, magnetic resonance imaging; VEGF, vascular endothelial growth factor.*
As a result of this high variance, investigators have employed more sophisticated mathematical modeling in an attempt to further dissect tumor physiology (74, 75). Some of the variance in these results may also result from the size of the contrast agent as well as the inability to validate quantitatively derived parameters, such as $K_{trans}$, which are dependent on multiple variables (i.e., blood flow, blood volume, and permeability), and the inability to maintain an intravascular state. As a result, the diagnostic potential of DCE-MRI utilizing macromolecular contrast agents within breast malignancies has been studied (76–80). The results indicate that macromolecular particulate MR imaging contrast agents, such as Gadomer-17, feruglose, Gd-PGC, and albumin-(Gd-DTPA)30, can be applied successfully to characterize tumor microvessels in animal models (81). Derived estimates of microvascular permeability correlate strongly with the histopathological tumor grade, microvascular density, and microvascular permeability values derived by using albumin-(Gd-DTPA)30, (an experimental long-lived, intravascular agent) within animal models. However, albumin-(Gd-DTPA)30 has been shown to be immunogenic with retention within bone marrow and liver, limiting its clinical use (22, 82).

4.2 Steady-State Assessment of Angiogenesis

An alternative approach to imaging angiogenesis utilizes the long-lived intravascular nature and inherent T2* contrast mechanisms of MNP, which offer a unique, steady-state approach to imaging blood volume over large areas of the body, offering evaluation of both primary malignancies and potentially metastases (83–86). Bremer et al. first utilized intravitral microscopy to determine whether a prototype MNP (MION) agent truly had intravascular distribution in a tumor microenvironment (85). For these experiments a green fluorescence protein (GFP)-expressing 9L tumor model was utilized, in which tumor microvasculature is clearly outlined against fluorescent tumor cells, even at very high spatial resolutions, which demonstrated that (MION, a prototype MNP) selectively enhanced the vascularity without any significant leakage into tumor interstitium during the time of observation (30 min).

Figure 3 and Table 3 demonstrate four different tumor xenograft models varying in angiogenesis to assess the sensitivity of this steady-state approach to differentiate the degrees of angiogenesis. 9L rodent gliosarcoma, DU4475 human mammary adenocarcinoma, HT1080 human fibrosarcoma, and EOMA hemangioendothelioma were implanted into nude mice (85). The 9L and the other chosen tumor models were char-

![Fig. 3. MR images of the four experimental tumor models. Top row: Vascular volume fraction (VVF) tumoral vascularity maps are superimposed onto the tumors and derived from precontrast and postcontrast T2*-weighted MR imaging sequences. VVF values are from 0% to 30%. Note the heterogeneity of VVF among the tumor models. Bottom row: The different tumors are outlined on postcontrast T1-weighted spin–echo MR images (300/6). [Reproduced with permission from Bremer et al. (85).]]
acterized by determining microvessel counts, VEGF production, and, in a separate set of experiments, global tumoral vascular volume fraction (VVF) by using a validated $^{99m}$Tc marker of intravascular volume (87, 88).

Steady-state tumoral blood volume maps were calculated from the precontrast and postcontrast MNP enhanced images as described in detail elsewhere (83–85). A fundamental assumption is that the change in the transverse relaxation rate ($\Delta R^*_2$) relative to the preinjection baseline is proportional to the perfused local blood volume per unit tumor volume ($V$) multiplied by a function ($f$) of the plasma concentration of the agent ($P$).

$$\Delta R^*_2 = k \cdot f(P) \cdot V$$

Assuming a steady state for iron oxide MNP distribution, the equation reduces to a simple linear relationship between $\Delta R^*_2$ and the perfused blood volume fraction.

$$\Delta R^*_2(t) = K \cdot V(t)$$

where the constant $K$ includes the agent blood pool concentration and is therefore dose dependent. The enhancement of $R^*_2$ can be expressed as

$$\Delta R^*_2 = 1/T2^*_\text{post} - 1/T2^*_\text{pre} \approx -1/TE \ln(S\text{post}/S\text{pre})$$

where $S$ is the signal intensity and $T2$ the transverse relaxation time. Based on this formula $\Delta R^*_2$ maps were calculated for all MR images using commercially available software. In addition, regions of interest (ROI) were collected from each tumor and adjacent muscle tissue to calculate tumoral vascular volume fractions (VVFs). Absolute tumoral VVFs were obtained by scaling measurements to muscle. Figure 3 demonstrates MR imaging of the four experimental tumor models. Row 1 shows coded tumoral vascularity maps superimposed onto the tumors, derived from precontrast and postcontrast $T2^*$-weighted sequences (gray scale map ranges from 0 to 30% VVF). The accompanying table (Table 3) summarizes the results of radiotracer measurement of global VVF, as compared to MRI VVF%, histologically calculated microvascular density (MVD), and VEGF production. There was no statistically significant difference between radiotracer VVF and MRI VVF, with excellent correlation ($R > 0.9$) between

Table 3
Summary of Experimental Measurements

<table>
<thead>
<tr>
<th>Tumor cell line</th>
<th>Cancer type</th>
<th>Radiotracer</th>
<th>MR imaging</th>
<th>MVD&lt;sup&gt;b&lt;/sup&gt; (counts per field)</th>
<th>VEGF&lt;sup&gt;b&lt;/sup&gt; (ng/mg protein)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9L Glioma</td>
<td></td>
<td>2.0 ± 0.3&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>2.07 ± 0.34&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>43.6 ± 3.3&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>1.8 ± 0.5&lt;sup&gt;c,d&lt;/sup&gt;</td>
</tr>
<tr>
<td>DU4475 Breast cancer</td>
<td>3.0 ± 0.3&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.06 ± 0.43&lt;sup&gt;d&lt;/sup&gt;</td>
<td>39.3 ± 2.3&lt;sup&gt;c,d&lt;/sup&gt;</td>
<td>2.3 ± 0.5&lt;sup&gt;d&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>HT1080 Fibrosarcoma</td>
<td>5.2 ± 0.3&lt;sup&gt;bc&lt;/sup&gt;</td>
<td>5.54 ± 0.82&lt;sup&gt;c&lt;/sup&gt;</td>
<td>81.4 ± 5.8&lt;sup&gt;d,ef&lt;/sup&gt;</td>
<td>5.5 ± 1.9</td>
<td></td>
</tr>
<tr>
<td>EOMA Angiosarcoma</td>
<td>6.1 ± 1.2&lt;sup&gt;cf&lt;/sup&gt;</td>
<td>6.64 ± 0.94&lt;sup&gt;cf&lt;/sup&gt;</td>
<td>150 ± 1.3&lt;sup&gt;d,ef&lt;/sup&gt;</td>
<td>7.7 ± 1.3&lt;sup&gt;cf&lt;/sup&gt;</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>All data are means ± standard errors of the mean. The vascular volume fraction (VVF) measurements obtained with MR imaging were almost identical to those obtained with nuclear imaging with a radiotracer, the reference standard for comparison with MR imaging measurements.

<sup>bc</sup>MVD, microvessel density; VEGF, vascular endothelial growth factor.

<sup>c</sup>Value significantly different from corresponding value for HT1080 tumors ($p < 0.025$).

<sup>d</sup>Value significantly different from corresponding value for EOMA tumors ($p < 0.025$).

<sup>e</sup>Value significantly different from corresponding value for 9L tumors ($p < 0.025$).

<sup>f</sup>Value significantly different from corresponding value for DU4475 tumors ($p < 0.025$).
VEGF and MRI VVF. These data confirm that steady-state measures of VVF with MRI allow a volumetric, in vivo, noninvasive assay of microvascular density in experimental tumor models. Experiments are ongoing to determine the sensitivity of this steady-state technique in investigating the role of antiangiogenic therapies in vivo in animal models and humans (Fig. 4).

4.3 Imaging Angiogenesis with Molecular Target-Selected Magnetic Resonance Imaging

Another potential means of imaging neovascular density could be performed through direct or indirect specific molecular targeting. One preferred target has been the integrin αvβ3. Although αvβ3 integrins are expressed on endothelial cells, they are also found on a wide range of tumor cells including the MDA-MB-435 breast and B16B15b melanoma cells (89) and human lung carcinoma (90) and melanoma (91). This receptor has been shown to be upregulated in angiogenic endothelium (92). Schmieder et al. demonstrated an antibody to the αvβ3 ligand and showed micromelanoma metastases in a melanoma mouse model at 1.5T (93). Figure 5 demonstrates early visualization of the angiogenic vasculature of C32 melanoma tumors implanted in athymic nude mice 2h after injection of αvβ3-labeled paramagnetic nanoparticles. The same ligand has been exploited in other MRI-targeted approaches either utilizing antibodies conjugated to liposome nanoparticles sequestering Gd, or other direct antibody conjugations to nanoparticles (34, 94–96).
E-selectin offers another target that has been exploited by MRI using either paramagnetic (12, 13) or superparamagnetic MNP approaches (15). Another exciting target that has just recently been utilized is VCAM-1. Kelly et al. recently utilized phage display-derived peptide sequences and multimodal MNP to develop a VCAM-1-targeted multimodal imaging agent that was internalized and therefore provided a novel amplification strategy, which demonstrated a 12-fold higher target-to-background ratio as compared to VCAM-1 monoclonal antibody approaches (11). Their results may be useful for the design of other in vivo imaging markers involved with tumor angiogenesis (11).

These approaches open up a novel means of addressing specific angiogenesis targets, and also demonstrate novel means of addressing the benefits of soft tissue contrast, and superior spatial resolution inherent to MRI, while solving some of the inherent low sensitivity associated with MRI.

![Fig. 5.](image)

Fig. 5. (A) T1-weighted MR image (axial view) of an athymic nude mouse before injection of paramagnetic three-targeted nanoparticles. The arrow indicates a C32 tumor that is difficult to detect (Ref, Gd in a 10-cm³ syringe). (B) Enlarged section of an MR image showing T1-weighted signal enhancement of angiogenic vasculature of early tumors over 2 h as detected by three-targeted paramagnetic nanoparticles. (BL, baseline image.) [Reproduced with permission from Schmieder et al. (93).]
5. MAGNETIC NANOPARTICLES AS LYMPHOTROPIC AGENTS

The accurate detection of nodal metastases remains a critically important step in cancer staging. The gold standard for determining lymph node involvement relies on invasive procedures such as biopsy, surgical dissection, or sentinel node biopsy. These are associated with cost and morbidity and are not infallible (97, 98). Current imaging modalities that are utilized to diagnose metastatic involvement of lymph nodes include nuclear scintigraphic assessment of sentinel node involvement, which involves biopsy; positron emission tomography (PET), which may have size threshold limits; computed tomography, which relies on morphological and size criteria for determination of metastatic involvement; and MRI (99). The key advantage of MRI approaches to imaging lymph node involvement in humans suffering from cancer is its ability to detect occult cancer in nonenlarged, nonregional lymph nodes that are typically below the detection threshold of PET.

The advent of lymphotropic magnetic nanoparticles (usually dextran T10 coated materials) offers a systemic approach toward identifying pathologically involved lymph nodes, which may supplant other more invasive approaches for recovering such information, such as lymphangiography, sentinel node biopsy, or mediastinoscopy. This is clinically relevant secondary to the possibility of finding nodes outside traditional surgical fields, in identifying, prior to biopsy, those patients who are node positive and thus direct them toward neoadjuvant chemotherapy or radiation, while providing a three-dimensional map for guiding surgical or radiation therapy.

The development (7, 100) and clinical introduction of lymph node-targeted MNP significantly improve diagnostic accuracies of MR imaging for nodal staging in prostate cancer (46, 101). Within this technique, illustrated in Fig. 6, images are performed before and 24h after the intravenous administration of contrast agents that are lymphotropic (37, 44, 102–104), in particular Ferumoxtran-10 (Combidex®, Advanced Magnetics, Inc., Cambridge, MA). Secondary to their iron-oxide core, T2*-weighted imaging is performed. As a result of being lymphotropic, these contrast agents enhance normal lymphatic tissue secondary to phagocytosis by macrophage (37, 44, 102–104). There is reliable accumulation within normal lymph nodes, and the lack of contrast uptake, as determined by a lack of T2* decrease in signal, has been shown to be correlated with the presence of metastatic deposits (7, 46, 53, 100, 103–105). This approach offers a global assessment of lymph node involvement from cancer. Preliminary studies in patients with prostate cancer show that lymphotrophic magnetic nanoparticles are highly accurate reporters for detecting tumor burden even in clinically occult disease (46, 101). This methodological approach has increased the sensitivity of MRI detection of metastatic involvement of lymph nodes from values as low as 43% to >90%, with specificities approaching 100% (46, 101). An example of metastatic deposit within the axilla of a patient with breast cancer, with histological correlation, is shown in Fig. 7.

In more recent work, semiautomated data analysis routines were instituted (101). This is illustrated in Fig. 8. With this semiautomated approach, the combination of two variables was determined to increase the sensitivity and specificity of lymph node imaging with MNP to 94.3% and 93.5%, respectively, with positive and negative predictive values of 93.5% and 98%.
Fig. 6. Electron micrograph of hexagonal lymphotropic superparamagnetic nanoparticles (A and B), molecular model of surface-bound 10-kDa dextrans and packing of iron oxide crystals (C and D), and mechanism of action of lymphotropic superparamagnetic nanoparticles (E). The model lymphotropic superparamagnetic nanoparticles shown here measure 2–3 nm on average (A and B). The mean overall particle size of the 10-kDa dextrans is 28 nm (C and D). In (E), the systemically injected long-circulating particles gain access to the interstitium and are drained through lymphatic vessels. Disturbances in lymph flow or in nodal architecture caused by metastases lead to abnormal patterns of accumulation of lymphotropic superparamagnetic nanoparticles, which are detectable by MRI. [Based on Fig. 1 and reproduced with permission from Harisinghani et al. (46).]
Other lymphotropic MR agents based on gadolinium chelates have been developed. One example is a conjugate of Gd-DTPA to a polyglucose-associated macrocomplex (PGM), which combined the lymphotrophic properties of dextran with the T1 paramagnetic, relaxivity properties of Gd$^{3+}$ (103, 104). A more recent alternative approach to previous lipophilic compounds that form micelles, Gadofluorine 8, called Gadofluorine M, is a macrocyclic gadolinium chelate with a perfluorinated side chain, which results in the formation of micelles in aqueous solution (102). In this study, Misselwitz demonstrated rapid changes in T1 relaxivity within lymph nodes plateauing at approximately 0.5 h within the lymph nodes of rabbits inoculated with VX2 carcinoma cells (102). These results are experimental and were compared to Gadomer-17, an intravenous contrast agent being developed for T1 contrast blood pool imaging, which showed rapid T1 changes within lymph nodes, but did not plateau, and showed more heterogeneous contrast uptake within these lymph nodes (102).

![Fig. 7. Patient with breast cancer prior to sentinel lymph node biopsy. Conventional axillary MRI shows nonenlarged lymph nodes that do not meet the size criteria of malignancy (bar = 15 mm) (A). Following intravenous administration of nanoparticles, a single 3-mm intranodal metastasis was correctly identified (B). Ex vivo MR imaging of the sentinel node specimen (C) shows excellent correlation with histopathology (E). Semiautomated nodal analysis and reconstruction correctly juxtaposed solitary lymph node metastases adjacent to two normal lymph nodes (D). [Reproduced with permission Harisinghani and Weissleder (101).]
6. IMAGING CELL TRACKING

To track cells *in vivo* and visualize them by MRI, the cells must be tagged magnetically (106, 107). Previous attempts at tagging cells with magnetic beads proved efficient for *in vitro* separation of cells, but because beads were recognized as foreign by macrophages and the reticuloendothelial system, they were rapidly eliminated from the blood when injected intravenously *in vivo* (106, 107). Labeling lymphocytes with magnetic nanoparticles demonstrates a possible solution to this problem, but the low labeling efficiency exacerbates the inherently low sensitivity of MRI in cell trafficking studies as compared to fluorescence and nuclear medicine (118–112). Unmodified magnetic nanoparticles have been utilized at high concentrations *in vitro* to label monocytes (6, 113), T cells (6, 114), glioma cells and macrophage (6, 118, 114), and oligodendrocyte progenitors (115).

Multiple methodological approaches have been utilized to induce internalization of MNP into nonphagocytic cells (6). Linking amino CLIO to the human immunodeficiency virus (HIV) tat peptide, a membrane translocating signal, results in an MNP with high internalization into hematopoietic and neural progenitor cells (10–30 pg) per cell (107). The same material has also been used to track cytotoxic T cells (116) in a B16-OVA melanoma model. High spatial three-dimensional imaging demonstrated the heterogeneity of T cell recruitment within this model (Fig. 9), and more significantly,
the data indicate that serial administration of CD8+ T cells appears to home to different intratumoral locations, which suggested that dose division may enhance the potency of T-cell based immunopotentiation therapies clinically.

Other approaches that have been utilized for cell labeling include the following: (1) dendritic cells utilizing MD-100, a magnetodendrimer, in a xenograft rat model of small cell lung cancer (117, 118); (2) genetically engineered anti-Her2/neu directed NK cells to Her2/neu-positive mammary tumors implanted in mice (119); and (3) labeled Sca1+ bone marrow cells with superparamagnetic iron oxide MNP (ferumoxides–poly-L-lysine complexes) in glioma-bearing severe combined immunodeficient (SCID) mice (120). In summary, these cell-based approaches offer an exciting potential to advance multiple areas of cell-based therapy including stem cell therapy, cell implantation therapy, and immunopotentiation therapies.

7. TARGETING TUMOR CELLS

The first approaches of molecular-targeted MRI directly linked to Mabs included paramagnetic and superparamagnetic contrast agent approaches. Early paramagnetic approaches to Mab using Gd-DTPA include 9L glioma (5, 32), which showed increased contrast within tumors without conjugated control, and MM-138 melanoma xenografts, which showed retention of contrast at 24h (5, 24, 33). Conjugating Mab to poly-L-lysine Gd-DTPA (5, 19) demonstrated the capability of imaging mucin-like proteins within gastrointestinal carcinomas.

With the advent of ever-improving molecular biological techniques receptor-targeted gadolinium contrast agents have demonstrated affinity for the folate receptor in folate-expressing ovarian tumor xenografts (17). This contrast agent approach utilized a den-
drimer (PAMAM) conjugated to Gd-DTPA. In a similar approach, breast cancer xenografts expressing HER-2/neu receptors were imaged with a two-step labeling protocol using biotinylated Herceptin Mab and avidin-Gd-DTPA conjugates (5, 24–26).

Superparamagnetic iron oxide-based MNPs have also been successfully conjugated to Mab. One approach utilized the HER-2/neu receptor on the surface of malignant breast cancer cells using Herceptin Mab (25, 26). By conjugating MNP to the C2 domain of the protein synaptotagmin, which binds to phosphatidylserine, a protein present on the plasma membrane of apoptotic cells, Zhao et al successfully imaged cellular apoptotic events in #L4 solid tumor models exposed to chemotherapy (121).

8. MAGNETIC NANOSERNS

Nanoparticles of metals and semiconductors have received significant attention in recent years because of their optical, electronic, and magnetic properties, the alteration of which, when coupled to ligands, allows detection of molecular interactions (e.g., DNA–DNA, protein–protein). Very recently, the application of this technology to MRI has demonstrated the production of stable nanoassemblies, which leads to a corresponding decrease in the T2 transverse relaxation of water molecules in the surrounding medium (61–63, 122, 123).

This technology has been utilized to measure multiple different reversible molecular interactions at an extremely low contrast agent concentration (fM). Concentrations as low as 0.5 fM have been observed for DNA and proteins, while targets like viruses, with large, high multivalence, allow for detection of as few as five viral particles per 10 μl of herpes simplex virus-1 and adenovirus-5 (61–63, 123). In a recent study, Perez et al. demonstrated a stable nanoassembly of complimentary oligonucleotides that was sensitive to the restriction endonuclease BamH1. Alone, each nanoassembly had a representative T2, but when mixed, they formed a nanoassembly with a measurable difference in T2 relaxivity. This change in T2 relaxivity was specific, however, only in the presence of BamH1, not in the presence of other restriction endonucleases (EcoR1, HindIII, and DPNI) (62). It has also been shown that this is a reversible process, and thus these nanoassemblies can be disassembled and returned to their original dispersed state by methods including heat, enzyme cleavage, pH alteration, and disulfide bond reduction (61–63, 123). This reversibility provides a powerful medium for distinguishing subtle changes in the environment for which they are applied, and have thus been termed magnetic relaxation switches (MRSW) (61–63, 123). Efforts are currently underway to develop implantable sensors capable of measuring local concentrations of chemotherapeutic agents, oxygen, glucose, and tumor markers.
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1. INTRODUCTION

One of the most difficult obstacles to early treatment of cancer is lack of sound methodologies for detection of the disease. By the time cancer is detected it has frequently progressed to the metastatic state. Because of this, the normal course of treatment, in addition to surgery, often consists of aggressive chemotherapy, radiation therapy, or both with potential for undesirable side effects (1–6).

Traditionally, the difficulty in early detection of cancer has been a lack of specificity as well as sensitivity of current diagnostic imaging methods. Although various forms of noninvasive diagnostic imaging have been in clinical use for sometime, e.g., magnetic resonance imaging (MRI) and positron emission tomography (PET) (see Chapters 3–5 in this volume), they are not selective for cancer. In addition, the resolution of these modalities is at the millimeter level at best with poor contrast for imaging cancers. Optical imaging, on the other hand, is emerging as a promising high-resolution modality for cancer imaging in both diagnostic and therapeutic arenas. Recent advances in optical imaging, and in fluorescent imaging in particular, have made it possible to develop more sensitive imaging tools and protocols with increased selectivity for cancer diagnosis (7–10). In this chapter we will discuss the benefits and advantages of optical imaging as well as some of the drawbacks as they apply to cancer diagnosis and therapy.

From: Cancer Drug Discovery and Development
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1.1 The Process of Tumor Progression

To develop strategies and mechanisms leading to improved imaging techniques, instrumentation, and protocols directed toward cancer diagnosis and therapy, it is critical to have a clear understanding of the process of tumor progression (development, invasion, and metastasis). As illustrated in Fig. 1, this is a multistage process that is highly controlled and regulated (11–13). Briefly, after the onset of tumorigenesis, the newly transformed cell will divide for several generations to form the primary tumor. This results in adjacent epithelial/mesenchymal transitions that in turn lead to angiogenesis (to support tumor metabolism) and local invasion. Some of the cells from the primary tumor may then intravasate into the bloodstream, and/or the lymphatics, where they migrate to distant sites and then extravasate into the surrounding tissues and develop into metastatic foci.

All of these events are usually marked by specific changes, either in the tumor cell or the tumor cell microenvironment (12), which may be measured and therefore targeted for diagnosis or therapeutic intervention. For example, there is a large body of work that has shown that the expression profile of proteolytic enzymes is altered in tumors (14–16), suggesting a role for proteolysis in tumor progression. One hypothesis is that these enzymes are involved in the dissolution of the basement membrane aiding in the process of invasion [for review, see (14)]. Other proteins such as the markers for angiogenesis have also been implicated in this process (13, 17–21). These events and alterations have been utilized by a number of investigators as targets for imaging of tumor progression in living systems (22–25).

1.2 The Need for Noninvasive Imaging

The urgency for development of noninvasive methods for cancer diagnosis and evaluation of therapeutic efficacy (prognostic measures) is rather obvious. To date one of the few clinically accepted noninvasive measures that is somewhat predictive of the disease state is prostate specific antigen (PSA) titration for prostate cancer (26–28). Predictive markers for other cancers are less satisfactory. Therefore, various imaging modalities may provide a viable alternative approach for early detection of the disease as well as therapeutic follow-up.

As mentioned above, options for noninvasive imaging modalities with the desired sensitivity and resolution are very limited. In addition to MRI and PET (see Chapters 3–5), X-ray imaging, particularly mammography, is a frequently utilized technique. Even though mammography is a well-accepted imaging practice for early detection of breast cancers, it is far from perfect. It lacks specificity, it is often painful (the breast needs to be flattened under extreme pressure to obtain clear images), and a biopsy and/or ultrasound follow-up are needed if an anomaly is found. Ultrasound is yet another frequently used imaging technique. However, it also suffers from lack of specificity and limited resolution.

Recent advances in optical imaging offer new opportunities and have generated tremendous interest for further development in the field. New model systems, probes (contrast agents), imaging devices, and methodologies for in vivo optical imaging are being developed at an accelerated rate. Although the application of optical imaging to cancer diagnostics and therapeutic strategies in the clinic will be somewhat limited, it may prove to be an invaluable tool for certain types of cancer (see below).
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Fig. 1. Schematic representation of the process of tumor progression and metastasis.
2. OPTICAL IMAGING AND ITS APPLICATIONS IN CANCER DIAGNOSIS AND THERAPY

Optical imaging techniques are methods in which electromagnetic radiation, i.e., light, is used to image an object. Any wavelength of light throughout the electromagnetic spectrum, from ultraviolet to near infrared, can be and has been utilized for this purpose. Until recently, optical imaging techniques have been limited to microscopic evaluations of fixed specimens for diagnostic and research purposes with almost no direct involvement in therapeutic evaluations. Recent breakthroughs in optical imaging have revolutionized the utility of these techniques for both research and clinical use (7–10). This is of particular significance with respect to noninvasive imaging. In general, optical imaging is divided into three main categories: transmitted light, bioluminescence, and fluorescence. In this chapter only the latter two will be discussed.

Both bioluminescence and fluorescence involve the detection of emitted light from specimens. Sophisticated and highly sensitive imaging devices need to be designed and manufactured for the detection of the emitted light. Model systems will need to be developed and specific probes synthesized and tested in those model systems before they can be applied in the clinic.

2.1 Bioluminescence

Bioluminescence is the generation of light ($hv$) as the result of the enzymatic cleavage, in the presence of oxygen, of the substrate luciferin as shown in the following equation where $P^*$ is the electronically excited product (29):

$$\text{Luciferin} \xrightarrow{\text{Luciferase} + \text{O}_2} P^* \rightarrow P + hv$$

As indicated in the above equation, the enzyme responsible for this reaction is luciferase. Luciferase is a designation given to a class of enzymes that is present in many organisms spanning a number of phylogenic kingdoms. These include, but are not limited to, protists, fungi, insects, bacteria, as well as some corals and chordates (29). Luciferase from each phylogenic classification is a protein unique to that particular phylum. In fact, there is no homology between luciferases from different organisms (30). Nonetheless, they are all functionally similar in that they all cleave a class of substrates known as luciferins, resulting in light emission that can be detected and quantified (29, 30). Advances in molecular cloning in the past few decades have resulted in development of luciferase expression systems as a valid molecular marker for biological imaging (31). The most common varieties of luciferase-luciferin currently utilized are the firefly, Photinus and Luciona sp., systems (31).

2.1.1 Development of Model Systems

The models that have been developed to take advantage of the utility of luciferase are all expression systems in which luciferase expressed in cells functions as a reporter (31, 32). There are generally two types of model systems in which luciferase is utilized. In one system, luciferase is expressed by itself, serving as a general reporter to detect a particular cell type (Fig. 2; 33–37). In the other, luciferase is expressed as a fusion pair with another protein (38–41). In this case, light emission by the luciferase-luciferin reaction is utilized to study a specific gene of interest. Because luciferase is a xenogene,
it cannot be used clinically. Luciferase can, however, be an invaluable tool in preclinical studies for the development and validation of therapeutic agents in cell culture as well as animal models (36, 42, 43). For example, Shah and colleagues have developed a mouse model system to study tumor regression through specialized cellular targeting (42). In this model neuronal precursor cells (NPCs) expressing both luciferase and S-TRAIL (secreted tumor necrosis factor related apoptosis-inducing ligand) are injected into mice bearing gliomas (42). The NPCs expressing S-TRAIL are capable of tracking, finding, and killing glioma cells (42). These investigators were able to track the migration of the NPCs and record the destruction of the tumor in vivo in real time by taking advantage of bioluminescent imaging (42).

### 2.1.2 Development of Probes

In optical imaging, as in the other imaging modalities, probes are substances that provide some kind of contrast in an entity to be imaged. In bioluminescence as applied here, the contrast is provided by the action of a foreign gene product on a substrate, resulting in the generation of light that is then detected (see above). Therefore, generation of bioluminescent “probes” is essentially a two-stage process. First is the construction and expression of the luciferase gene in the target cell (either as a fusion product with another protein or by itself as a cellular identifier). The second is the introduction of luciferin as the target substrate for luciferase. In recent years numerous cell lines expressing luciferase, as well as luciferase fusion products, have been developed for in vivo bioluminescent imaging (31).
2.1.3 APPLICATION TO IN VIVO IMAGING

Luciferase can be utilized in small animals to study mechanisms of tumor progression in vivo, as shown in Fig. 2, and to measure therapeutic efficacy of drugs in vivo and therefore contribute to drug development (31).

2.2 Fluorescent Imaging

Fluorescence is a two-stage phenomenon in which a fluorescent molecule (fluorophore) is first excited with high-energy (short wavelength) photons. Subsequently, as the excited state of the molecule decays to the ground state, it can fluoresce (emit light) at a longer wavelength (Fig. 3; 44). The most significant advantage of fluorescence is its high sensitivity and high resolution, subcellular and even down to the level of single molecules (45). In fluorescent imaging the target is labeled with a fluorophore and then observed with a device capable of detecting the fluorescence. Until recently fluorescent imaging was limited to fluorescent microscopy and gel electrophoresis. The latter is

Fig. 3. Jablonski diagram illustrating the process of fluorescent excitation and emission. $S_0$, the ground state; $S_1$ and $S_2$, electronically excited states. $S_2$ represent the state of partial energy dissipation from $S_1$ before the onset of emission.
beyond the scope of this chapter and therefore will not be discussed further. Since almost all of the methodologies for any fluorescent imaging are based on the techniques developed for fluorescent microscopy, a brief discussion is warranted.

In early fluorescent microscopy the target was labeled with a free dye that showed affinity for specific cellular organelles. For example, one of the earliest fluorescent dyes to be used is Acridine Orange (excitation at 502 nm, with emission at >600 nm). It was utilized as a marker for lysosomes because of its accumulation in vesicles with acidic pH as well as in mitochondria (46). Other dyes such as 4′-6-diamidino-2-phenylindole (DAPI, excitation at 350 nm, with emission at 450 nm) and chloromethyl-X-rosamine (MitoTracker Red, excitation at 568 nm and emission at 665 nm) are used routinely to stain nuclei and mitochondria, respectively (Fig. 4). DAPI has an affinity for DNA and MitoTracker Red will bind to the inner membranes of mitochondria (47, 48).

The next step in the evolution of fluorescent imaging was the targeting of specific protein molecules to observe cellular events. Antibodies have been the most common targeting agents and are routinely utilized to image other proteins. In this technique, an antibody against a protein is conjugated to a fluorophore and the conjugate is then utilized to target and image the protein of interest (Fig. 5). The main drawback with antibody staining has been the fact that the staining is normally done on fixed specimens, or frozen sections that are subsequently fixed and mounted. Therefore, observations are static rather than dynamic.

The discovery of the green fluorescent protein (GFP) from the jellyfish Aequoria victoria (49) and its subsequent cloning (50) have revolutionized fluorescent imaging, opening new avenues into imaging of living systems (51). Like luciferase, GFP is expressed in living cells either as a tracker to identify the transfected cells or as a fusion product with other proteins to serve as a marker for those proteins. Unlike luciferase, GFP’s fluorescent properties require excitation with blue light to be detected (49).
Various GFP mutants and other fluorescent proteins such as DsRed from *Discosoma* coral and its mutants \(^{(52, 53)}\) are now available.

Another key development in the optical field has been the availability of synthetic substrates for proteolytic enzymes that can be used in living systems as markers for functional imaging. These are normally quenched. Upon activation by the enzyme, the fluorescence is released and detected. Early attempts to define the protease activity in tumors and other tissues, such as those pioneered by R.E. Smith, used histochemical techniques \(^{(54)}\). His protease probes were designed primarily to assess the activities of lysosomal proteases. In this technique cryostat sections of the tumors were subjected to histochemical analyses employing the substrates in solution or later in a cellulose membrane overlay \(^{(55)}\). Another such group is the DQ-substrates (Invitrogen, Carlsbad, CA). These are large nonspecific protein-based substrates (e.g. DQ-gelatin\(^{\text{TM}}\), DQ-BSA\(^{\text{TM}}\)) that have incorporated into them large numbers of fluorescein isothiocyanate (FITC) molecules that are situated very close to each other on the protein backbone. This molecular proximity causes the substrate to be self-quenched due to a Förster Resonance Energy Transfer (FRET) effect. Cleavage of the protein backbone by a protease will result in fluorescent emission \(^{(54)}\). The same principle has also been applied to another set of proteolytic substrates designed to be more selective for a particular protease (see Development of Probes below; \(^{(56)}\)).

![Image of immunocytochemical/immunohistochemical staining of bovine pulmonary artery endothelial cells with monoclonal antibody against bovine tubulin as the primary antibody. Goat anti-mouse IgG conjugated to BODIPY was used as the secondary antibody. The nuclei were stained with DAPI. Magnification, 630x. (See color plate.)](image-url)
2.2.1 Development of Model Systems

Models developed for fluorescence imaging of tumors and tumor cells involve the introduction of a fluorophore. In general there are two main categories: a transcription system where the cells are actively expressing the fluorophores, namely the fluorogenic proteins (e.g., GFP and DsRED), and a passive system in which an external fluorescence tag is brought into the vicinity of the tumor. In the first instance, as in the case for luciferase, the fluorogenic protein is expressed (see Section 3.1.1) in tumor cells. The differences here are that the fluorophore needs to be excited and that there is no substrate requirement. Several laboratories have been involved in the development of model systems based on GFP expression. For example, Hoffman and colleagues have developed a number of mouse model systems, including a transgenic mouse expressing GFP in all cells, to image tumor angiogenesis and progression (58–64). Whereas the Hoffman laboratory’s models usually involve observations of whole animals (see Section 3.2.2) and/or excised tissues, Lin and colleagues have developed a skin chamber model to image tumor angiogenesis in mice (25, 65). In this system the window chamber in placed on the dorsal skin fold of a mouse. One side of the epidermis is removed allowing the exposure of the underlying vasculature. Tumor cells expressing GFP are transplanted onto this surface. The chamber is then sealed with a glass coverslip allowing direct fluorescent imaging of subsequent events (65). Using this model they were able to record tumor development and angiogenesis induced by a single tumor cell (65).

In the second instance, the fluorophore is presented as a “probe” that needs to be transported toward the target and either attaches to it as an identifier (static) or serves as a functional substrate to be activated and subsequently fluoresce (dynamic). Either case has been utilized in both in vivo and in vitro models (21, 56, 66–69). In our laboratory we have developed a quantitative 3D model system to study tumor proteolysis and tumor stromal interactions in vitro under living conditions (56, 66). In this model a substratum of reconstituted basement member is mixed with a quenched fluorescent substrate, e.g., DQ-collagen IV, and applied to a glass coverslip. Cells (with or without diluted Matrigel) are seeded on the matrices and incubated in culture media to follow proteolysis of the quenched fluorescent substrate. The cells and their associated matrices are periodically observed with a confocal microscope to image the release of fluorescence due to proteolytic activity (56, 66, 70).

2.2.2 Development of Probes

Probe development for fluorescent imaging is critical to successful imaging. In the case of luciferase (see above), a foreign gene is introduced into cells. Fluorescent proteins may also be either expressed in cells alone as markers to identify a particular cell type, or as fusion proteins to study specific molecular events (51, 52). As in the case with luciferase, since these have very little direct significance in the clinical arena (see below), they will not be discussed further. Instead, our focus will be the development of fluorescent probes as molecular beacons with the potential to monitor diagnosis and therapeutic regimens for clinical applications.

In general, there are two types of fluorescent probes, static and functional. In static probes a ligand for the protein of interest is tagged with a fluorophore that will attach to the desired target. Traditionally these have been antibody based, utilizing immuno-cytochemical/immunohistochemical methods (see Fig. 5). Furthermore, these are always in an “ON” configuration, i.e., fluorescence is emitted upon excitation regardless
of whether the probe is bound to the target. Because of this, the main issue with these
types of probes is that excess unbound probe has to be cleared. Otherwise the signal
would be contaminated with high non-specific background. They also suffer from the
finite presence of their targets, i.e., if the target molecule is present only in a small
amount, signal strength may be so weak that detection may not be possible. Therefore,
although these probes may be adequate for imaging of fixed specimens, they are not
ideal for in vivo imaging because of a low signal-to-noise ratio.

Functional probes, on the other hand, require activation as a result of some biological
events, e.g., enzymatic reaction, to be detected (22–24, 57, 69). They are ideal for in
vivo imaging as they are designed to be silent before they reach their target, hence there
is less of an issue with background noise. These have gained popularity in recent years
in part due to the pioneering work by R. Weissleder and colleagues. This group designed
and developed quenched fluorescent probes that have been successfully used for in vivo
imaging of tumors in mice (8, 9, 57, 69). The probes are based on activity of proteases
that cleave the quenched molecule resulting in fluorescence emission, similar to the
DQ-substrates mentioned above (56, 66). These types of probes can serve a dual func-
tion. As diagnostic markers they can serve to detect the presence of tumors. As thera-
peutic indicators they can be utilized to monitor the efficacy of a given drug.

There are two major considerations in the development of functional fluorescent
probes: the chemical structure of the probe itself, which is critical for the probe’s selec-
tivity and specificity, and the choice of a suitable fluorophore. Both cases are heavily
dependent on the eventual utility of the probe. In cancer imaging, proteases have
become the enzymes of choice as targets for quenched fluorescent probe development
due to several important parameters. One factor, as mentioned above, is that proteolytic
enzymes have been shown to have altered profiles in cancer and cancer cells, including
elevated expression and secretion into the extracellular milieu (15, 16). This allows a
prospective probe (or beacon) to target and concentrate in the tumor and/or tumor
vicinity where there is elevated concentrations of proteases. Another parameter is
that these probes, by virtue of being a substrate for an active enzyme, possess a
built-in signal amplification property. As the new probes accumulate at the site of
enzyme activity, they are cleaved, resulting in elevated fluorescent emission (8, 9,
22–24).

There are a number of methods for the generation of fluorescent probes. There are
two that are more commonly utilized for in vivo imaging (69, 71–75). One is based on
the original linear structure pioneered by C. Tung (69). The other is the use of branched
dendrimers as the probe backbone (72–75). In the first approach, a peptide linker
sequence corresponding to a protease cleavage site is attached to a polylysine backbone
to which polyethylene glycol (PEG) molecules are also attached (Fig. 6). The PEGs
provide bulk to increase tissue retention and minimize rapid clearance from the system
(69). Fluorophores are attached to the peptide linkers at the N-terminus. The linkers
are situated such that the attached fluorophores lie in close proximity to each other,
resulting in self-quenching due to a FRET effect (Fig. 5; 69). When the peptide is
cleaved by an appropriate protease, the fluorophore is released and fluorescence emitted
(Fig. 7; 69).

The second approach, as stated above, is the use of dendrimers (72–75). These are
polymeric compounds based on a PAMAM (PolyAmido Amino) structure presenting
numerous branched sidearms ranging in size from ~500Da to ~900kDa (Fig. 8). The
Fig. 6. Schematic representation of protease sensitive Near Infrared Fluorescent (NIRF) probes for in vivo imaging. The grey circles represent the near infrared fluorescent dye. The gray bars depict the site of proteolytic cleavage. Triple dashed lines represent fluorescent quenching due to close proximity of the dye molecules. (Adapted from C. Tung, 57).

advantage here is each sidearm can be attached to a separate functional group. For example, R. Kannan and colleagues have tested the efficacy of dendrimers as a drug delivery tool for targeting lung carcinoma cells by attaching ibuprofen and FITC (as a tracer) molecules on different branches of the dendrimer (75). By imaging FITC emission, they showed that dendrimers were able to efficiently enter the cells and deliver their drug cargo (75). To take this step further, it may be possible to generate a beacon in which a drug and a quenched fluorophore are attached to different arms of the same dendrimer via identical linkers. In this way when the linkers are cleaved due to an enzymatic reaction not only is the drug released, but the site of release can be monitored. Drawing on this premise, O. McIntyre and colleagues have recently reported the development of a matrix metalloproteinase-7 (MMP-7, also known as matrilysin)-sensitive fluorogenic probe for in vivo imaging (73). The probe is based on the Generation-4 Starburst™ PAMAM decorated with fluorescein and tetramethyl rhodamine (TMR). In this probe TMR is attached directly to the dendrimer, serving as an internal reference (Fig. 8). Spacing is in such a way that no quenching is permitted, resulting in the TMR always being in the ON position. This provides for the tracking of the probe regardless of proteolytic activation. Fluorescein, on the other hand, is attached to the backbone via a peptide linker specific for cleavage by MMP-7 (Fig. 8). As in the case with the linear probe, the fluorophores attached to the linkers are positioned to promote self-quenching. Upon cleavage by the enzyme, in this case MMP-7, green fluorescence is emitted (73).

In contrast to probes based on substrates, M. Bogyo and colleagues have popularized yet another method in fluorescent probe development directed against proteolytic
Fig. 7. In vivo NIRF imaging of breast cancer in mice. MDA-231 human breast tumor cells were injected into mammary fat pads of SCID mice. Subsequent to tumor development, the mice were injected (via tail vein) with 2 nmoles of a protease cleavable NIRF probe (see Fig. 6 legend). After 16 hours, mice were imaged with an IS4000MM™ multimodal imager (Kodak, New Haven, CT). Left panel represents the white light image. Right panel represents the NIRF image. Multiple tumors are clearly visible in the NIRF image.
enzymes. They have developed small molecular weight probes with a fluorescent tag to image proteases based on an inhibitor (76–78). These probes are designed to target the active site of the enzyme, hence the name activity-based probes (ABPs). In fact, they are specific to the mature active enzyme and will not bind to the target if the active site is blocked (76–78). For example, based on the molecular structure of the epoxide-derived E-64, a potent inhibitor of cysteine proteases, the Bogyo group has developed probes that will specifically target these enzymes (76–78). Therefore, in a tumor where these enzymes are expressed at high levels the ABPs can prove to be of significant utility. The Bogyo group has also developed quenched ABPs by including a quencher on the probes that can be removed by proteolytic cleavage (79). A concern is that due to their small size the ABPs may clear the system too quickly before being sufficiently accumulated in the tumor. On the other hand, since the probes bind to their targets covalently, this is less of an issue. In addition, B. Cravatt and colleagues have successfully utilized ABPs in vivo (80) showing in principle that the system does work.

Recently R. Tsien and colleagues have introduced an exciting new strategy to the development of fluorescent probes for in vivo imaging of tumors (81). In this approach a cationic cell penetrating peptide (CPP) carrying a fluorogenic cargo (e.g., Cy 5) is fused to a polyanionic peptide via a protease-cleavable linker sequence. Normally, this complex cannot enter the cell due to hindrance caused by the anionic piece. When the linker is cleaved by an appropriate protease, the CPP is released (hence activatable CPP) and can then enter the cell carrying its payload (81). Utilizing an HT-1080 fibrosarcoma model system Tsien and co-workers were able to image these tumors in vivo (81). This approach has an added advantage in that the same concept can be utilized to deliver drugs to the tumor (81). In fact, it is possible to envision a scenario in which drug and reporter can both be delivered to the tumor site, therefore allowing for monitoring of drug delivery.
2.2.3 Application to *In vivo* Imaging

The main advantage of fluorescence over other modalities for *in vivo* imaging is the high resolution that is afforded (down to subcellular levels). Until recently the utility of fluorescent imaging *in vivo* had not been realized. Traditionally, the main hindrances for fluorescent imaging *in vivo* have been 3-fold. One was our inability to selectively label targets in living systems. The second is the poor penetration of living tissue by light in the visible spectrum. This is due mostly to the absorption of light and its scattering as the result of high-energy (short wavelength) light interactions with tissue components and water in living systems (82). The third problem is that certain tissue components (e.g., hemoglobin, NADP/NADPH) have autofluorescent properties in the lower end of the spectrum, causing severe background issues (80). Recent technological advances in the field have helped to reduce some of these issues and have resulted in an increased application of fluorescence for *in vivo* imaging (9, 82, 83).

As stated previously, the increased interest in *in vivo* imaging has been due in part to the discovery of GFP and its homologs (51) as well as new synthetic fluorophores, particularly the ones with absorbance in the far red and near infrared regions of the spectrum (9, 52, 53). Although there is no clinical application for GFP, like luciferase it has been utilized extensively in recent years for small animal *in vivo* imaging (58–65). Our ability to express GFP in tumor cells has made it possible to design experiments in which tumors can be monitored *in vivo*. Hoffman and colleagues have successfully developed several unique mouse models to image tumors and tumor angiogenesis utilizing GFP fusion products of specific marker proteins (58–65). They have shown that metastatic nodules can be detected in whole animals *in vivo* by either tail vein injection of GFP expressing tumor cells or orthotopic transplantation of tumor cells into appropriate animals. Furthermore, the Hoffman laboratory has developed a transgenic mouse that ubiquitously express GFP in all organs (63). The advantage of such a model is that it may be possible to study tumor host interactions directly and over extended periods of time *in vivo* by injecting tumor cells expressing a different color fluorescent protein (RFP, for example) into the GFP mouse (63). Others have also utilized GFP expression systems to study cancer-related events in mice (65).

Another milestone in fluorescent imaging has been the increased efforts in probe development utilizing the newly available far red and near infrared fluorescent (NIRF) dyes (57). The main advantage of these dyes is their ability to be imaged deeper in living tissues. This is due to their longer excitation wavelengths, thus low energy incident light requirements, in the range of 680–800 nm. At this end of the spectrum there is much less interaction of light rays with water and other tissue components, which results in less light scattering, reduced background, and therefore cleaner and sharper images (71, 82). As indicated above, the Weissleder group at Harvard pioneered the development of *in vivo* fluorescent imaging in small animals with NIRF probes (71). They have successfully utilized a number of their functional probes to image a variety of tumors in mice (69). For example, they were able to image fibrosarcomas, gliosarcomas, and colon and breast tumors in living mice with some of their protease-sensitive probes (69), albeit the selectivity and specificity of these probes in some settings remain to be validated (70).
3. SYSTEM DEVELOPMENT FOR IN VIVO OPTICAL IMAGING

To adapt optical imaging principles to the in vivo arena relevant to the present discussion, new imaging systems had to be developed. In general, there are two major categories involved: whole body imaging, where the entire living organism is imaged, and localized or focal imaging, where specific regions within an organism are imaged.

3.1 Whole Body Imaging

As the name implies, in whole body imaging our efforts are directed toward collecting optical signals (emitted light) from the entire body. To date almost all such efforts have been concentrated on the development of systems for small animal imaging. This is for the most part because of the fact that optical imaging in large animals and patients will be limited due to depth of penetration of light (see clinical implications below).

There are currently two basic commercially available designs used for whole body optical imaging instruments (Fig. 9). The imaging principle for both systems is the same in that the animal is placed in a light-tight box and imaged via a CCD camera (32, 71). The difference is whether the animal is imaged from below (71) or from above (32). In one design, the subject (while under anesthesia) is placed on a glass platform inside the instrument and the image is reflected onto a CCD camera via a mirror placed at a 45° angle under the platform (Fig. 9A). In the other, the subject is placed on a platform inside the instrument and imaged directly by a CCD camera from above (Fig. 9B). In either case the resolution is rather low and limited to the millimeter range (32, 71).

Recently, a new device capable of tomographic multichannel fluorescent detection for in vivo imaging of mice has been developed. The design includes a holding chamber for the subject and a modular scanner capable of acquiring transillumination, reflectance, and absorption data utilizing two diode laser lines as excitation sources. The main advantage here is the ability to obtain noninvasive optical slices that can be used for three-dimensional reconstruction and volumetric analysis. Using this device, investigators were able to collect data for quantitative three-dimensional imaging (83).

3.2 Localized (Focal) Imaging

Here the imaging is restricted to a small area within a subject. This is of particular interest for imaging of large animals and patients. It has to be noted that our discussion here deals primarily with fluorescence and not bioluminescence, since there is no clinical application for bioluminescence (see Section 3.1.3). As mentioned above, whole body optical imaging of large subjects is not possible at this time. This is due to the fact that under the best of circumstances the ability of light to penetrate tissue (even when considering near infrared wavelengths) is limited to a narrow range (a few hundred micrometers at the most). Also, in larger subjects thicker skin is a formidable barrier to light penetration. Therefore, unless the object to be imaged (a tumor, for example) is located superficially, it is difficult to image. Although in the past decade fluorescent bronchoscopy has been in clinical practice for lung cancer diagnostics, the outcome has not been ideal (84). Both autofluorescence and drug-induced fluorescence have been utilized (84). With the former, clinicians have been relying on differential
Fig. 9. Schematic representation of two commercially available *in vivo* small animal imaging devices capable of imaging mice from (A) below or (B) above.
autofluorescence of tumor versus normal tissues when exposed to blue light. With the latter, they rely on the preferential deposition of a blue light-excitable fluorescent drug in the tumor (85). In either case, the major problem has been the lack of specificity due to the fact that the difference between tumor fluorescence and surrounding tissue fluorescence is marginal.

Recent technological advances in fiber optics, nanotechnology, and laser optics have made it possible to adapt previously available internal imaging devices such as laparoscopes, bronchoscopes, and endoscopes to fluorescent imaging. Several groups have been developing endoscope-based confocal microscopy for in vivo fluorescent imaging (86–90). These are essentially miniaturized confocal microscopes utilizing micro lenses, microscanners, and fiber optics that are fitted onto an endoscope. The advantage here is that it is possible to image down to subcellular resolution and take advantage of confocal optics. In the past, one of the problems with fluorescent imaging, particularly in thicker specimens, has always been the presence of a background haze due to interference by out-of-focus light. This issue was significantly reduced with the advent of confocal optics in which a pinhole is placed in the optical path at the detector (91). In this way the interference due to out-of-focus light is reduced, and sharper images representing only the plane of focus are obtained (91). Alternatively, it is possible to utilize two-photon (also known as multiphoton) imaging principles to overcome the problems caused by out-of-focus light (92–94). In this technique a fluorophore is excited by simultaneous absorption of two or more photons of high wavelengths (thus of low energy) generated by a pulsed laser, e.g., a titanium-sapphire laser (92–94). Since two/multiphoton excitation phenomenon occurs only at the plane of focus, the resulting image is inherently confocal, therefore eliminating the need for a pinhole. An added advantage here is that because near infrared illumination is used, deeper tissue penetration with much reduced scattering effects and photo damage is realized (82, 84). More importantly, both confocal and two-photon fluorescence image only the focal plane, therefore multiple images can be obtained throughout the sample volume. These images can then be reconstructed in three dimensions and analyzed (91–94).

4. CLINICAL IMPLICATIONS: ADVANTAGES AND LIMITATIONS

Optical imaging methods for clinical application have been receiving increasing attention based on recent research developments in this area. In addition to optical surface imaging such as in ophthalmology with and without the use of fluorescent dyes (95) or in endoscopy, newer imaging modalities based on the propagation of light through tissues are emerging, particularly in the areas of brain, muscle, and breast imaging (96). New developments in NIR optical tomography research (9, 96) are yielding promising optical approaches for imaging in clinical practice particularly as a complementary modality for breast cancer detection (97, 98). The development of new kinds of targeted optical reagents including those providing for both imaging and therapy (99) will likely provide new optical paradigms for the clinician.

The most significant advantage of bioluminescent and fluorescent imaging is the ability for selective targeting. This together with the increased sensitivity and resolving power that is usually associated with optical imaging makes bioluminescence and fluorescence attractive imaging modalities for clinical cancer diagnostics. The major limitation of optical imaging in the clinical arena has been the limited ability of light to
penetrate thick tissues. This is especially true in the area of whole body imaging. As mentioned above, unlike MRI and PET imaging, direct clinical application of whole body optical imaging is essentially nonexistent at this juncture. Indirectly through major advancements in small animal imaging it is having a significant impact. Small animal models for in vivo imaging have been developed that can serve as cost-effective surrogates for studying the efficacy of anticancer therapeutics (see above). For example, human tumor cells expressing GFP or luciferase may be injected into mice and their development into tumors can be monitored with whole body in vivo imaging (32, 61). Because this is noninvasive imaging, the same subject can be imaged multiple times throughout the course of the experiment to measure a given drug’s effectiveness against the tumor.

Localized in vivo fluorescent imaging on the other hand is showing great potential for use in the clinical setting (87). Through utilization of specialized instruments it is possible to harness the increased sensitivity and subcellular resolution of optical imaging as a diagnostic tool to detect minute changes associated with certain types of cancer that are accessible to these devices (e.g., digestive tract, respiratory tract, and urinary and reproductive tracts). Furthermore, this utility can be extended throughout the therapeutic regimen to follow up on a patient’s response to treatment and therefore measure the efficacy of a given drug as an anticancer agent.

5. CONCLUSIONS AND FUTURE PROSPECTS

New discoveries and technical advances in the past two decades have revitalized optical imaging and its biological applications. This has resulted in a number of new developments in recent years:

1. Development of a new model system for in vivo optical imaging.
2. Synthesis of new fluorescent dye, especially in the near infrared region of the spectrum.

The most significant direct impact of optical imaging in the clinic, however, is in the area of focal/localized fluorescent imaging. There has been a burst of activity on endoscope-based fluorescent devices for clinical applications that has resulted in the development of several such devices (86–89). Moreover, it is in this area that most likely we will see further advances and innovations in the near future. As stated before, this is due to the nature of optical imaging and its inherent limitations for deep tissue and whole body imaging.
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1. INTRODUCTION

Many diseases are associated with an abnormal increase or decrease in apoptosis (programmed cell death). A variety of newer drugs have been designed to enhance apoptosis (such as cancer therapy) or decrease programmed cell death (such as agents interrupting the immune inflammatory pathway in arthritis). Until recently apoptosis could be assessed only in vitro or by histological assay of biopsied material. To determine the effectiveness of therapy, it would be very helpful to have an in vivo imaging technique. Characteristic changes of apoptosis can be identified by ultrasound, magnetic resonance, and radionuclide approaches. The status of these approaches is outlined in this chapter with possible clinical uses listed in Table 1.

2. WATER-SUPPRESSED LIPID PROTON MAGNETIC RESONANCE SPECTROSCOPY, DIFFUSION-WEIGHTED IMAGING, AND MAGNETIC RESONANCE CONTRAST AGENTS

Water-suppressed lipid proton magnetic resonance spectroscopy (1H-MRS) can detect the selective mobilization of intracellular lipids of cells undergoing apoptosis both in vitro (1–4) and in vivo (5–7). Water-suppressed proton spectroscopic pulse sequences can image these increases in membrane and cytoplasmic neutral mobile lipid domains. The precise origin of these mobile lipid domains is not clear and may be due
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to the intracellular partitioning of and/or the enzymatic formation of polyunsaturated fatty acids, cholesterol esters, and neutral triglycerides. Both the cytoplasm (cytoplasmic lipid droplets) and the plasma membrane (mobile lipid rafts and caveolae) contribute to the formation of MR visible intracellular mobile lipids in cells undergoing apoptosis (8). Neutral triglyceride resonances seen at 1.3 (–CH2–, methylene) and 0.9 (–CH3, methyl) ppm are the largest contributors to the nuclear magnetic resonance (NMR) visible lipid proton signal. Polyunsaturated fatty acids, in particular the 18:1 and 18:2, that resonate at 5.3 and 2.8 ppm, respectively, however, also generate a significant NMR visible signal (9). The lysosomal processing of damaged mitochondria by catabolic lipid enzymes including sphingomyelinase and phospholipases A1 and A2, which rapidly generate fatty acids, glycerol, and phosphodiesters, may be the source of the mobile lipid signal that arises within the cytoplasm during apoptosis (10). Lysosomally processed mitochondrial lipids subsequently form cytoplasmic droplets, also known as myelinoid bodies (Oil-Red O positive), and contain markedly osmiophilic membranes (at electron microscopy) that are believed to be end-stage autophagic vacuoles (apoptotic bodies). Outside the brain, however, water-suppressed lipid proton MRS remains a challenge due to physiological motion and the nonspecific “bleeding in” of the very strong lipid signal from normal adipose tissue.

Another approach to image apoptosis with MR is the use of diffusion-weighted pulse sequences known collectively as diffusion-weighted imaging (DWI) (11). This is a relatively new MR technique that takes advantage of the differences between the extracellular, intracellular, and transcellular motion (diffusion) of water molecules in the local cellular environments within a region of interest or voxel. Proton spins that move quickly out of a voxel (i.e., diffuse in a nonrandom fashion) will cause a loss of MR signal as compared to stationary spins that have a relatively higher MR signal. The majority of the DWI signal relates to extracellular space and perfusion. Therefore any

<table>
<thead>
<tr>
<th>Clinical use</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroke/myocardial infarction (ischemic-related damage and postischemic inflammation)</td>
<td>26, 37, 55, 56, 65, 66, 77, 78</td>
</tr>
<tr>
<td>Inflammation of the central nervous system (i.e., multiple sclerosis, Alzheimer’s, ADE)</td>
<td>7, 36</td>
</tr>
<tr>
<td>Rheumatoid diseases and soft tissue infection</td>
<td>79, 80, 81</td>
</tr>
<tr>
<td>Inflammatory bowel disease</td>
<td>82, 83</td>
</tr>
<tr>
<td>Organ and bone marrow transplant rejection</td>
<td>46, 47, 84, 85</td>
</tr>
<tr>
<td>Myelodysplastic diseases</td>
<td>86</td>
</tr>
<tr>
<td>Ophthalmological diseases affecting the retina</td>
<td>87, 88, 89, 90</td>
</tr>
<tr>
<td>Pulmonary inflammatory processes</td>
<td>91</td>
</tr>
<tr>
<td>Dermatological disease processes</td>
<td>92, 93, 94, 95</td>
</tr>
<tr>
<td>Imaging of vulnerable atherosclerotic plaques</td>
<td>57, 58</td>
</tr>
<tr>
<td>Monitoring cancer treatment</td>
<td>1-5, 9, 10, 12-14, 18, 19, 48, 49, 53, 54, 59-63</td>
</tr>
<tr>
<td>Targeted delivery of radioisotopes and drugs</td>
<td>96</td>
</tr>
</tbody>
</table>
contraction of the extracellular environment, such as seen with cellular swelling (restricted diffusion), will cause a signal loss that can be displayed as a bright signal on DWI images (by convention) or as a dark signal on a map of diffusion, i.e., the so-called “average diffusion coefficient (ADC)” mapping. Diffusion-weighted imaging can therefore be used to distinguish between viable and necrotic tumor, as the latter will have more free water and thus a higher signal compared to viable tissue. It has been used to determine the efficacy of treatment of marrow or soft tissue tumor because a treated (presumably necrotic) tumor will have higher signal on DWI compared to a viable treatment-resistant tumor (12, 13).

The relationship to DWI changes after therapy and apoptosis specifically (as opposed to necrosis) is unclear. An early characteristic of apoptosis, seen both in vitro (14) and in vivo (15) within treated tumor cells, is the contraction of cytoplasmic volume with an associated decrease in ADC and T2 values. There is a balance over time after tissue injury (or treatment) between necrosis (which shows increases in ADC) and apoptosis (which shows a decrease in ADC) as damaged apoptotic cells that are not cleared by adjacent cells or phagocytes eventually swell and mimic necrotic cells as they lose both energy and membrane integrity (16). The use of DWI as a marker of apoptosis could therefore be confusing and give conflicting results, depending on the time and precise mechanisms of cell death (17).

More recent DWI work by Valonen et al. (18) and Carano et al. (19), however, seems to validate the use of in vivo multispectral MR analyses to distinguish viable from necrotic tumors in animal models of treated glioma and human colorectal carcinoma, respectively. Carano et al. also found an increase in proton density ($M_0$) of subcutaneous adipose tissue with respect to viable tumor that can allow for the separation of the signal of the tumor, which can have ADC and T2 values similar to fat, both prior to and after treatment.

An intriguing new set of MR pulse sequences has been developed that focuses on the imaging of $^{23}$Na nuclei (quadrapolar nuclei that resonate at 106 MHz at 9.4 T) and might prove useful for the imaging of apoptosis (20). While $^{23}$Na nuclei generate 9.25% of the NMR signal of $^1$H (protons), they present in 100% abundance in living tissues. $^{23}$Na binds strongly to membranes that contain both phosphatidylcholine (PC) and phosphatidylinerse (PS) but not to membranes of PC alone. This high selectivity may permit an alternative MR method to detect apoptotic and/or necrotic cells, as both conditions generate significant (greater than 2- to 5-fold) increases in bound versus free $^{23}$Na nuclei as deduced by $^{23}$Na NMR relaxation curve analyses.

Finally, it maybe possible to use intravenously administered MR contrast agents labeled with iron particles or gadolinium chelates to localize apoptotic tissue in vivo. One possible method utilizes an iron nanoparticulate that has a positive charge that is selective, at least in vitro, for apoptotic cells (21). Another iron particulate tracer developed for MR is based on synaptotagim I, a human protein that selectively binds to PS on the surface of apoptotic cells in vitro and in vivo (22, 23). Both these and other MR tracers, however, suffer from the inherently low sensitivity of iron- or gadolinium-based agents (24). MR tracers typically require concentrations in the micromolar to millimolar range for imaging that can dramatically increase the potential cost and chances for adverse reactions compared to single-photon emission computed tomography (SPECT) or positron emission tomography (PET) tracers, which give satisfactory signals at the nanomolar to picomolar range (23).
3. DETECTION OF APOPTOSIS WITH ULTRASOUND AND COMPUTED TOMOGRAPHY

High-frequency ultrasound (40 MHz or greater) has been used to detect the unique specular reflections of apoptotic cells in vitro and in vivo (25). Backscatter from apoptotic nuclei is up to 6-fold greater compared to nonapoptotic cellular nuclei. The specific nuclear features resolved at 40 MHz include fragmentation of DNA and chromatin condensation, which occur relatively late in the apoptotic cascade. Unfortunately there is significant energy loss with the soft tissues at these higher frequencies that currently limits high-frequency ultrasound to the study of the skin and other superficial structures. High-frequency ultrasound can be useful to study the brain of infants. The open fontanelles provide excellent sonographic windows for the high-frequency ultrasonographic study of apoptosis known to be associated with hypoxic ischemic injury (26).

Contrast-enhanced ultrasound may also be applied to the study of apoptosis in a fashion similar to MR agents. The development of novel microbubble-based contrast agents for ultrasound, however, has focused on blood pool and macrophage/reticuloendothelial system (RES) for liver/spleen/lymph node and atherosclerotic plaque imaging (27–29). Most of these blood pool agents are composed of lipid, albumin, or perfluorocarbon shells encapsulating microbubbles <5 µm in diameter, permitting easy access to all portions of the microcirculation. Because of their size and physical characteristics, these agents are confined to the imaging of the vascular space. There is, however, the potential to direct biotinylated coated microbubbles with a number of avidin-labeled molecules, including antiintegrin αvβ3, anti-P-selectin, and antiintercellular adhesion molecule-1 (ICAM-1) antibodies (30, 31). Although it should be possible to label microbubbles with apoptotic-specific agents such as annexin V, it is unlikely that a sufficient concentration would localize at the areas of interest to permit reliable in vivo imaging.

There has been little progress in the development of CT contrast agents beyond lipophilic and nanoparticulate iodinated agents for blood pool, liver, spleen, lymph node, and bone marrow imaging (32–34). Of the various imaging modalities, CT requires at least millimolar concentrations of radiopaque material for imaging. This requirement makes it doubtful that CT agents could specifically identify changes in PS expression on small groups of cells. As a result, the use of CT to detect apoptosis appears to be limited.

4. RADIONUCLIDE IMAGING OF APOPTOSIS

Since Blankenberg described the use of radiolabeled annexin V for in vivo imaging of apoptosis (35), there have been multiple studies utilizing this agent as a noninvasive marker of cellular injury in a number of human diseases (36). Annexin V [one of more than 13 annexins identified thus far (37)] is a 36-kDa human protein with a nanomolar affinity for apoptotic cells, based on the expression of PS on the outer leaflet of the plasma membrane (38). A more complete discussion of the structure and function of annexin V and its binding to PS-expressing membrane lipid bilayers can be found in several recent review articles (39–42).

Human imaging studies used recombinant human annexin V labeled with 99mTc to detect thrombi in the atria. This work was a direct extension of the experimental studies in pigs with atrial thrombi (43). Annexin V was labeled with 4,5-bis-
thioacetamidopentanoyl (BTAP, also referred to as N$_2$S$_2$) as linker (44). This method transchelates the $^{99m}$Tc from glucoheptonate to the active ester 2,3,5,6-tetrafluoro-4,5-bis-S-(1-ethoxyethyl)mercaptoacetamidopentanoate (45). Subsequently, the $^{99m}$Tc active ester is conjugated to the lysine functional groups on annexin V. The preparation of the $^{99m}$Tc-rh-annexin V tracer with the N$_2$S$_2$ linker required five time-consuming steps: (1) preparation of the $^{99m}$Tc-glucoheptonate; (2) formulation of the phenthioate ligand; (3) conjugation of the [$^{99m}$Tc]technetium ligand ester to lysine functional groups on rh-annexin V; (4) purification of the conjugate on a Sephadex G-25 gel filtration column; and (5) a final dilution for patient administration.

Even with the technical complexity of preparing the radiopharmaceutical, $^{99m}$Tc-rh-annexin V labeled with the N$_2$S$_2$ linker was employed in two clinical trials. The first trial by Narula et al. (46) examined the efficacy of radiolabeled annexin V for the screening of heart transplant recipients for acute rejection. The rationale for utilizing annexin imaging in these patients is the induction of immunologically mediated apoptotic cell death in the cardiac myocytes of the transplanted heart. Vriens et al. had demonstrated the feasibility of this imaging approach in a laboratory study (47). Narula et al. studied 18 cardiac allograft recipients: 13 patients had negative and five had positive myocardial uptake of annexin V as seen by ECG-gated SPECT imaging. Endomyocardial biopsies obtained within 2 days of the scan demonstrated histological evidence of at least moderate transplant rejection and caspase-3 staining, an enzyme activated early in the apoptotic cascade, suggesting apoptosis in their biopsy specimens.

Belhocine et al. (48) describe their findings in 15 cancer patients with late stage small cell and non-small-cell lung cancers (SCLC and NSCLC), Hodgkin’s and non-Hodgkin’s lymphomas (HL and NHL), and metastatic breast cancers (BC). Annexin V SPECT was performed immediately prior to starting chemotherapy (day −2 and day −1) and immediately after the first course of treatment (day +1 and day +2). A negative annexin V study posttherapy, that is no change in tumor uptake of tracer from pretreatment baseline, correlated well with no tumor response in six of eight patients. Two women (two BC) of the eight total patients with negative posttreatment annexin V studies actually had a clinically significant response to Taxol-based chemotherapy. On the other hand, all seven patients with increased tumor uptake over baseline (positive annexin V study) had an objective tumor response. Five of these patients showed increased annexin V uptake at 40–48 h postchemotherapy (one NHL, one HL, one SCLC, and two NSCLC), and two patients had increases in annexin V uptake observed at 20–24 h posttreatment (one NSCLC and one SCLC). Taken together, these results suggest a variability in optimal timing with regard to the cancer type and emphasize the need to determine the best time in which to administer radiolabeled annexin V to determine therapeutic response in the design of all future oncology trials (49).

To eliminate the difficulty in preparing the material, alternative labeling approaches were sought. Recent human studies with $^{99m}$Tc-annexin V utilized hydrazino nicotinamide (HYNIC) as a coupling molecule (50). This approach uses HYNIC [succinimidyl (6-hydrazinopyridine-3-carboxylic acid)], also known as succinimidyl (6-hydrazino-nicotinic acid), which is covalently attached to rh-annexin V; this can later be labeled with $^{99m}$Tc, performed simply by reacting the conjugate with $[^{99m}$Tc]pertechnetate in the presence of stannous tricine for 5–10 min at room temperature. The whole procedure
has been reduced to a standardized two-vial kit that can be ready for patient use within 30 min of receiving 20–30 mCi of sterile \[^{99m}Tc\]pertechnetate from a local radiopharmacy or generator.

The HYNIC method of labeling overcomes one of the major disadvantages of the \(N_2S_2\) method: the large degree of hepatic uptake and excretion of BTAP-annexin V into the bowel, which effectively precludes imaging in the abdomen. Both animal and human studies with HYNIC-annexin V have shown a more favorable biodistribution with little to no gut excretion as compared with BTAP-annexin V. Unfortunately, although \(^{99m}Tc\) HYNIC-annexin V is not concentrated in the liver or excreted in the bowel, it concentrates in the cortex of the kidney, limiting visualization of any structures in this region (51).

Multiple new clinical trials are ongoing with HYNIC-annexin V including the imaging of the efficacy of chemotherapy in oncology patients (52–54), acute myocardial infarction (55, 56), rheumatoid arthritis (R. Hustinx and C. Beiers, Liege, Belgium, personal communication), atherosclerosis (vascular plaque) (57, 58), and acute stroke (F. Blankenberg, Stanford, personal communication).

A follow-up phase II–III study in patients with late stage (IIIB and IV) small-cell and non-small-cell lung cancer with HYNIC-annexin V has been undertaken by Belhocine et al. (59). Preliminary results of the first 22 evaluable patients showed that late imaging (24 h posttracer injection or 48 h postchemotherapy) is likely unnecessary to obtain an optimal signal as was done in the previous trial using \(N_2S_2\)-labeled annexin V. At 24 h after the start of treatment, in the subset of patients with a partial response to platinum-based chemotherapy (\(n = 5\)), only one patient had increased tumor uptake of \(^{99m}Tc\)-Hynic-annexin V over pretreatment baseline, while the four remaining patients showed an unexpected decrease in tracer uptake. The imaging pattern observed in these four patients having a tumor response but without an increase in annexin V uptake stresses the importance of determining the optimal timing for the imaging of apoptosis in the clinical setting.

Interestingly, \(^{99m}Tc\) annexin V uptake in tumor immediately prior to chemotherapy was strongly correlated with tumor response, that is 100% of responding patients had some degree of tracer uptake above soft tissue background before treatment, thereby suggesting the presence of ongoing apoptosis in the tumor, and presumably the ability of these tumors to respond apoptotically to chemotherapy. As there is a significantly increased expression of PS in vascular endothelial cells seen in vitro during neoangiogenesis, annexin V could also be an imaging marker of tumor vessels (60). Tumor vessels may indeed be the first cell population affected by chemotherapy prior to actual tumor cell death, which may in part explain at least one of the peaks of annexin V seen after the start of treatment (61).

The 24 h time point in Belhocine’s human study may in fact represent one of the three nadirs of the biphasic time course of annexin V uptake analogous to that seen in the diseased spleens of Doxorubicin treated lymphoma-bearing BALB/c mice observed by Mandl et al. (62). In another study with cyclophosphamide-treated rats with flank allogeneic hepatomas (KDH-8) it was found that the peak of annexin V uptake occurred 20 h after administration of the drug (63). The timing of imaging after treatment appears to be critical for the proper use of annexin V as a marker of therapeutic efficacy.
Timing is also an important factor in imaging apoptosis following an acute myocardial infarct in both animal models and humans (64, 65). Thimister’s clinical study of patients with acute infarction (55) demonstrated the highest annexin V localization within the first day after infarction, with partial resolution by day 3–4 and complete resolution by day 8 in regions of ischemic injury (as defined by a persistent perfusion deficit with $^{99m}$Tc-Sestamibi SPECT). These results suggest that apoptotic cells that concentrated tracer were removed from the ischemic zone or that these cells recovered in terms of both function and viability with loss of PS positivity. The reduction of perfusion abnormalities with restoration of regional wall motion 1 week following infarction suggests the latter explanation. If it is true, then annexin V imaging may be vastly more sensitive to cellular stress than previously thought and may be a true marker of tissues at risk that have the potential for salvage with prompt therapeutic intervention (66).

Alternative methods to radiolabel annexin V include the use of self-chelating annexin V mutants that have 50–75% less uptake in the kidneys in mice and rats as compared with HYNIC-annexin V (67–69). These approaches to labeling annexin would allow higher doses of activity to be safely administered, as well as permit the imaging of renal apoptosis. The best studied annexin V mutant with an endogenous site for $^{99m}$Tc chelation is known as V117. The protein contains six amino acids added at the N-terminus, followed by amino acids 1–320 of wild-type annexin V. The amino acid Cys-316 is also mutated to serine in this molecule. Technetium-$^{99m}$Tc chelation is thought to occur via formation of an $\text{N}_2\text{S}$ structure involving the N-terminal cysteine and the immediately adjacent amino acids. The purified protein is then reduced and can be stored for later labeling with $^{99m}$Tc using glucoheptonate as the exchange reagent.

A newer form of self-chelating annexin V that is easier to produce as compared with V117 is the V128 mutant, a fusion protein with an endogenous Tc chelation site (Ala-Gly-Gly-Cys-Gly-His) added to the N-terminus of annexin V (70, 71). Both V117 and V128 have major advantages over the HYNIC chelator with regard to renal retention of $^{99m}$Tc, with attendant decreased abdominal background and renal radiation dose (Figs. 1 and 2).

In another approach designed specifically for PET imaging, annexin V has been successfully labeled with fluorine-18 ($^{18}$F) using $\text{N}$-succinimidyl 4-fluorobenzoate (72–74). $^{18}$F-annexin V offers an advantageous biodistribution with much lower uptake in the liver, spleen, and kidney compared to HYNIC-annexin V. The use of PET imaging with annexin V will allow absolute quantitation of uptake in the tumor before and after the initial dose of therapy. This will be particularly important when serial images are required for evaluation of the effectiveness of therapy in sepsis, clinical flares of autoimmune disease, myocardial or cerebral ischemic/reperfusion injury, or acute organ transplant rejection.

Another intriguing possibility for improving target uptake of annexin V is being offered by labeling with a longer lived radionuclide that could permit a longer imaging window. Two approaches to this problem have been tested in mice. The first approach uses radioiodine $^{124}$I-labeled annexin V for PET imaging (75). The $^{124}$I isotope has a half-life of 4.1 days but a higher positron energy (2.1 meV, max) compared to $^{18}$F (633 keV, max), which limits both the resolution of images recorded with the agent and the dose that can be administered. $^{111}$In in parallel with the use of a PEGylated form of
the protein is another potentially useful form of long-lived annexin V (76). Labeling of annexin V with $^{111}$In consists of a one-step procedure to introduce both polyethylene glycol (PEG) and the metal chelator diethylenetriaminepentaacetic acid (DTPA) to annexin V through a heterofunctional PEG precursor. The PEG precursor contains DTPA at one end and an amine-reactive isothiocyanate (SCN–) functional group at the other end. Protein conjugation is achieved by mixing the proteins and the PEG precursor SCN-PEG-DTPA in an aqueous solution. Unlike the unPEGylated annexin V, the PEGylated annexin V penetrates further in depth, thereby reaching superficial as well as central zones of apoptotic tissues.

Fig. 1. $^{99m}$Tc-annexin V128 imaging of cisplatin-induced nephropathy. Serial coronal 1.2-mm SPECT slices are shown of the right and left kidneys of an adult male BALB/c mouse 24 h after intravenous injection of cisplatin (5 mg/kg, renal cortical apoptosis inducing, nonnecrotic dose). During injection of the drug the vascular pedicle of the left kidney was transiently occluded (15 min ischemic time) with a microaneurysm clip thereby preventing the drug from reaching the left (control) kidney without any renal damage. As the circulatory half-life of cisplatin is only several minutes in mice, the majority of this renal tubular excreted drug passed through the nonoccluded right kidney generating a differential effect with respect to the left control kidney. SPECT images were obtained 20 min after tail vein injection of 1–2 mCi of $^{99m}$Tc-annexin V128 (10–20 µg/kg of protein) with a single-headed A-SPECT-dedicated animal system (Gamma Medica, Inc., Los Angeles, CA) equipped with a 1-mm pinhole collimator (64 × 64 matrix, 20 sec/step, 64 steps, 360° rotation, 0.5 mm resolution). Note the marked heterogeneous uptake of tracer in the cortex of the right drug-treated kidney as compared to the left “control” kidney. Also note that unbound tracer is excreted into the renal collecting system (arrows mark the renal pelvis bilaterally). (See color plate.)
5. SUMMARY

*In vivo* imaging of apoptosis identifies the status of disease in evolution. Inflammatory cells, including granulocytes, lymphocytes and macrophages, undergo apoptosis when they have completed their assigned tasks. Although apoptosis can be identified by a number of imaging techniques, only MR and radionuclide approaches appear to provide reliable data. Unfortunately, in spite of its excellent spatial resolution, MR detection of apoptosis is difficult to apply in routine practice. Radiolabeled annexin imaging, on the other hand, appears to be a safe and effective way to localize apoptosis *in vivo*.

To date, over 300 patients have been imaged with radiolabeled annexin, without a major adverse event attributable to the imaging agent. These data suggest the agent is safe. Preliminary human studies suggest that for patients with subacute to chronic inflammation, imaging with radiolabeled annexin V permits identification of active, severe inflammation. The technique can distinguish active from fibrotic disease in patients with rheumatoid arthritis, and preliminary evidence suggests it will play a significant role in distinguishing atheroma likely to progress from those lesions that are
stable. In patients with neoplasia, an intriguing finding is the apparent importance of some annexin uptake in tumors prior to therapy, as an indication of the likelihood of response.

There is significant work still to be done to maximize the value of imaging apoptosis. To define the clinical utility of annexin imaging it will be necessary to develop specific quantitative techniques to define the relationship of total lesion size to the extent of annexin uptake and to standardize the interval between injection and imaging to optimize the reproducibility of the measurements. Once these points are addressed, large clinical studies should be performed to validate the clinical role of annexin imaging in patient management.
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