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Preface

Schizophrenia remains a mighty challenge to psychiatry, with its causes and underlying brain mechanisms yet to be fully uncovered. Currently available treatments are neither universally effective nor without unwanted effects. These aspects, together with the high prevalence of schizophrenia, its often debilitating nature and associated family/social burden, make this mental disorder one of the most complex public health issues of our times.

The Advances in Schizophrenia series intends to become a key reference in this field. Our aim is to provide comprehensive and up-to-date reviews of the wide range of research studies carried out around the world with the purposes of solving the schizophrenia puzzle and providing clues to new forms of treatment and prevention for this disorder.

A special feature of the series is its truly broad scope, virtually encompassing all fields of schizophrenia research: epidemiology and risk factors; psychopathology; diagnostic boundaries; cognition; outcome and prognosis; pathophysiology; genetics; pharmacological and psychological forms of treatment and rehabilitation; community care; and stigma.

The first volume of the series is related to the 6th Symposium on the Search for the Causes of Schizophrenia, held in Sao Paulo, Brazil, in February 2009. We have been organizing the Search-Meetings since 1986. During these 22 years we have managed to keep the main characteristic of this series: the “Search” remains a non-commercial meeting, with a limited number of invited guest speakers and participants. A group of prominent scientists from different centers around the world were invited to provide scholar reviews on the state of the art in each of the above areas, as well as their view on the perspectives for the future. The content table of this book reflects the program of the 6th edition of this meeting and is consistent with our aim to comprehensively cover all relevant areas of research into schizophrenia.

Of the five previous meetings we organized with our friend Heinz Haefner, three took place in Heidelberg and the last two in Brazil. These meetings resulted in five books, edited by Heinz and one of us (WFG) and published by Springer. In this 6th Search, for personal reasons, Heinz could not participate in the preparations of the meeting and in the edition of this book. Nevertheless, we thought that this would be an excellent occasion to dedicate this 6th Search and the first volume of this Advances in Schizophrenia series to Heinz Haefner. We feel that Heinz Haefner
deserves this homage as one of the most influential psychiatrists of our time, who has given important contributions to both the knowledge about schizophrenia and the care of its sufferers.

In a time of global economic crisis we are indebted to those companies that, in spite of sensitive reductions in their budgets, have given us the financial support for the meeting, which resulted in the production of this book. Therefore, in our name and if we may, in the name of all participants of the 6th Search and authors of this book, we would like to thank, indeed, the unrestricted educational grants provided by Janssen-Cilag, Eli Lilly, and Astra Zeneca.

São Paulo, November 2009

Wagner F. Gattaz
Geraldo Busatto
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Part I

Epidemiology And Risk Factors
Incidence and Outcome of Schizophrenia Across the Globe

Paulo R. Menezes

Introduction

Ten years ago, during the “IV Search for the Causes of Schizophrenia” meeting, one of the main issues regarding the epidemiology of schizophrenia was the meaning and implications of universality and uniformity in incidence rates for the disease in different places and cultures (Jablensky 1999; Eaton 1999). Most of the evidence upon which the interpretation of data and conclusions were based came from the “Ten Country Study”, coordinated by the World Health Organization (WHO) (Sartorius et al. 1986; Jablensky et al. 1992). In that study, also known as the “Determinants of Severe Mental Disorder” study (DOSMeD), incidence rate estimates were obtained for 8 of the 12 participating centres, two of which were from Chandigarh (urban and rural areas), in India. The study also generated relevant data on the outcome of schizophrenia in different cultures. Interpretation of the results from the “Ten Country Study” led to the widespread beliefs that the incidence of schizophrenia is similar across populations and cultures and that its prognosis is more favourable for persons who live in low- and middle-income countries (LAMICs) compared to those living in high-income countries, notions that can be seen in recent publications in the most prestigious scientific medical journals (e.g. Mueser and McGurk 2004).

Epidemiology is the study of the distribution and determinants of health-related states or events in specified populations and the application of this study to control of health problems. Epidemiologists attempt to identify determinants of diseases in populations by examining who is more likely to develop the disease (person), where the disease is commonest (place), and when it is most likely to occur (time), which includes trends over long periods of time. The notion that prevailed in the 1980s and the 1990s, that schizophrenia would occur at similar rates in all populations across the globe, irrespective of individual or group characteristics and life trajectories,
implied that it would be inaccessible for epidemiological investigations, since heterogeneity in incidence between groups and populations is required for epidemiologists to be able to identify potential risk factors. In this respect, schizophrenia would be a very special illness, because it would not only equally affect the rich and the poor, men and women, irrespective of religion or political affiliation, but also be more lenient with those living in less-developed societies regarding its prognosis, notwithstanding the lack of access to mental health care for those suffering from schizophrenia in those societies.

Interest on the epidemiology of schizophrenia and psychoses in general, especially the incidence and outcome of schizophrenia, has been much renewed over recent years. Systematic reviews have shown that there is wide variation in incidence rates of schizophrenia across populations, regions, and groups and that this variation cannot be accounted for on a methodological basis only (McGrath et al. 2004; Cantor-Graae and Selten 2005; March et al. 2008). Such variation is consistent for persons (e.g. migrants) and places (e.g. urban vs. rural areas and between cities and neighbourhoods), but there is controversy regarding trends over time (Kirkbride et al. 2008).

In this chapter, I will present the main results of some recent systematic reviews that examined the incidence of schizophrenia and its variation according to persons and places, new original data that were published after or concomitantly with these reviews, and discuss needs and directions for future research in this area. I will also briefly discuss issues concerning the outcome of schizophrenia, with particular emphasis on the notion of a better prognosis for schizophrenia in LAMICs.

**Incidence of Schizophrenia**

A turning point in the revival of interest in the epidemiology of schizophrenia was the systematic review conducted by McGrath et al. (2004) on the incidence of the disorder. The main scientific questions were as follows: (1) What is the range of incidence rates? (2) Is there a sex difference in the incidence of schizophrenia? (3) Is there a difference in incidence rates according to urban vs. rural place of residence? (4) What are the central tendency and distribution of incidence rate ratios between native born and migrant groups? The authors searched for studies published between 1965 and 2001 and were able to identify 100 core studies, 23 cohort studies, 24 migrant studies, and 14 studies on other special groups. One hundred and seventy incidence rates were extracted from 55 core studies in 33 countries. The median incidence rate was 15.2/100,000, with central 80% estimates varying from 8 to 43/100,000, a fivefold difference (Fig. 1). The study also showed that men are more likely to develop schizophrenia than women, with a median male:female rate ratio of 1.4. Studies from urban settings yielded higher incidence rates than those from mixed urban–rural settings, and rates among migrants tended to be higher than those for native-born individuals, with a median rate ratio of 4.6. The authors concluded that there is substantial variation in the incidence of schizophrenia and that
Fig. 1 Cumulative distribution of incidence rates of schizophrenia (per 100,000). Source: McGrath et al. (2004)

the axiom of uniform incidence across populations and cultures cannot be sustained by existing evidence. The data gathered by this systematic review also allowed examining whether the incidence of schizophrenia varied according to economic status of the country (Saha et al. 2006a) and latitude of the centres where the studies were conducted (Saha et al. 2006b). There was no association between economic status of country and incidence of schizophrenia, but rates were significantly higher in centres located at higher latitudes compared to low- and medium-latitude centres. However, the authors stressed that there were only three studies from low-income countries and nine from middle-income countries, and that only two studies were from centres in the Southern Hemisphere, which limits conclusions regarding the questions examined.

Some recent studies present new data on the incidence of schizophrenia across the globe, three of them conducted in LAMICs and three from the Southern Hemisphere (Table 1) (Selten et al. 2005; Kirkbride et al. 2006; Amminger et al. 2006; Menezes et al. 2007; Burns and Esterhuizen 2008; Coid et al. 2008). The Aetiology and Ethnicity in Schizophrenia and Other Psychoses (ÆSOP) study (Kirkbride et al. 2006) aimed at investigating the excess of psychosis incidence in migrant groups in the United Kingdom, using the same methodology in three centres with distinct population profiles (Southeast London, Nottingham, and Bristol). Case ascertainment took place between 1997 and 1999. A surveillance of all psychiatric services where potential cases of first-episode psychosis might have had their first contact was carried out on a regular basis, and direct standardized assessments were made
<table>
<thead>
<tr>
<th>Authors</th>
<th>Study</th>
<th>Centre(s)</th>
<th>Design</th>
<th>Age range</th>
<th>Number of cases</th>
<th>Incidence (per 100,000) of psychoses (P) non-affective psychosis (NA) schizophrenia (S)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Burns and Esterhuizen</td>
<td></td>
<td>South Africa— Umngungundlovu</td>
<td>Hospital admissions Medical records</td>
<td>2005</td>
<td>15–49</td>
<td>NA 31.0 (13.4–53.0)</td>
</tr>
<tr>
<td>(2008)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>160</td>
<td></td>
</tr>
<tr>
<td>Coid et al. (2008)</td>
<td>ELFEP</td>
<td>UK— East London</td>
<td>All psychiatric services Direct assessment</td>
<td>1996–1998</td>
<td>484</td>
<td>P 50.2 (45.5–54.9) Females P 36.8 (32.8–40.7)</td>
</tr>
<tr>
<td>Kirkbride et al. (2006)</td>
<td>ÆSOP</td>
<td>UK— Southeast London, Nottingham, and Bristol</td>
<td>All psychiatric services Direct assessment</td>
<td>1997–1999</td>
<td>568</td>
<td>London P 49.4 (43.6–55.3) Females P 37.4 (32.3–42.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>16–64</td>
<td>NA 23.9 (20.6–27.2) Females P 13.1 (10.6–15.5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>568</td>
<td>Bristol P 20.4 (15.1–25.7) Females P 13.2 (8.9–17.4)</td>
</tr>
<tr>
<td>Menezes et al. (2007)</td>
<td>SaoPaulo</td>
<td>Brazil— São Paulo</td>
<td>All psychiatric services Direct assessment</td>
<td>2002–2004</td>
<td>367</td>
<td>P 15.8 (14.3–17.6) Females P 10.0 (8.7–11.4)</td>
</tr>
<tr>
<td>Selten et al. (2005)</td>
<td>Surinam</td>
<td>Surinam</td>
<td>All psychiatric services Direct assessment</td>
<td>2002–2003</td>
<td>64</td>
<td>S 16.8 (12.3–22.5)</td>
</tr>
</tbody>
</table>
by trained investigators for most participants. A symptom checklist was completed for those who declined to participate, and consensus on diagnoses was given. A total of 568 first-episode cases were included in the study, for a denominator of 1,631,442 person-years at risk. The incidence of all psychoses in Southeast London was 49/100,000 (95% confidence interval (CI): 44–55), much higher than the incidences of 24/100,000 (95% CI: 21–27) observed in Nottingham and 21/100,000 (95% CI: 15–26) in Bristol. Similar differences between the three centres were observed for the incidence of non-affective psychoses. The ÆSOP study showed that the incidence of psychoses and schizophrenia vary not only between countries but also within countries.

The East London First Episode Psychosis (ELFEP) study was designed to answer whether the incidence of psychoses differs across migrant groups and the host population, to examine whether the increased risk associated with migration decreases in subsequent generations born in the United Kingdom and to investigate whether the risk of psychosis among migrants is modified by gender and diagnostic category (Coid et al. 2008). Identification and inclusion of first-episode psychosis cases followed a strategy similar to that used in the ÆSOP study, with regular surveillance of all psychiatric services where someone who lived in the areas defined for the study might seek help for a psychotic episode. Three hundred and sixty-two first-episode cases included in the study received the diagnosis of non-affective psychosis for 828,546 person-years at risk, yielding an age- and sex-standardized incidence of 37/100,000 (95% CI: 33–41), confirming the high incidence of non-affective psychosis in London inner city areas as compared to rates found in other UK centres.

In Australia, the incidence of psychosis was estimated using data from the Early Psychosis Prevention and Intervention Centre (EPPIC), a community-based specialized service for individuals aged 15–29 years who present with a first psychotic episode in north-western Melbourne (Amminger et al. 2006). During the period between 1997 and 2000, 1,019 individuals (687 males) fulfilled criteria for first-episode psychosis, which generated incidence estimates of 167/100,000 for males and 81/100,000 for females. These rates were much higher than those found in previous studies.

Selten et al. (2005) estimated the incidence of schizophrenia in the Surinam. The country, located in the Amazon region in South America, has a population of almost half million people, constituted mostly by African Surinamese (41%), East Indians (37%), and Javanese (15%). Mental health care is provided by the Psychiatric Centre Surinam, and there are six psychiatrists in the country. The authors tried to identify and directly assess all cases of psychosis aged 15–54 years who had had a first contact during a 1-year period, from 2002 to 2003. Sixty-four first contact cases were identified and assessed by the investigators, yielding an incidence of schizophrenia of 16.8/100,000, which is quite close to the median value found in the systematic review by McGrath et al. (2004).

Burns and Esterhuizen (2008) estimated the incidence of psychosis in the District of Umgungundlovu, which is composed of seven municipalities, in the eastern coast of South Africa. One hundred and sixty cases of first-episode non-affective psychoses were identified through the review of medical records of all psychiatric
admissions for 2005 in the catchment area. The overall incidence of non-affective psychoses was 31.0/100,000, but there was a fourfold difference of incidence rates between municipalities, ranging from 13.4 to 53.0. However, the estimates for each municipality were not very precise, and this may explain at least in part such wide variation between very close geographic areas. Incidence rates were positively correlated with municipal income inequality ($r = 0.84; p = 0.04$).

In Brazil, the incidence of first-episode psychosis was estimated in schizophrenia and other psychoses at unveiling and long-term outcome study (SaoPaulo) (Menezes et al. 2007). The study was conducted in São Paulo, one of the largest cities in the world, situated in the southeast region of the country. The metropolitan area of São Paulo has a population of approximately 18 million inhabitants and is the economic centre of Brazil. The area covered by the study had a population of about 1 million people and was economically very heterogeneous. All psychiatric services, public and private, where those living in the geographical areas defined for the study were scrutinized and potential first-episode cases were identified and contacted. Direct interviews and diagnostic assessment with the SCID took place whenever possible, when the first-episode status was confirmed. In the case of a refusal to be interviewed, the diagnosis was given by consensus using all available information from medical records and key informants. A leakage study was also carried out in order to identify first-episode cases that might have been missed at the time of their first contact with a psychiatric service due to a psychotic episode. Three hundred and sixty-seven first-episode psychosis cases were identified from 2002 to 2005, yielding incidences of 15.8/100,000 (95% CI: 14.3–17.6) for all psychoses and 10.0/100,000 (95% CI: 8.7–11.4) for non-affective psychoses. Such rates were much lower than those previously expected for such a large conurbation in a LAMIC.

Migration and Risk of Schizophrenia

The increased incidence of psychosis and schizophrenia in migrants, as compared with native individuals, has been perhaps one of the most investigated aspects of the epidemiology of schizophrenia over the last 20 years. A systematic review (Cantor-Graae and Selten 2005) of English language publications between 1977 and 2003 identified 18 studies that examined this issue, one being from Australia and all others from Europe. The summary relative risk (RR) from the overall meta-analysis with first- and second-generation migrants (50 estimates) was 2.9 (95% CI: 2.5–3.4), which is much higher than most associations between risk factors and disease for almost all non-communicable diseases in general epidemiology. The analysis comparing incidence of schizophrenia among first-generation migrants with incidence in native populations (40 estimates) yielded a summary RR of 2.7 (95% CI: 2.3–3.2), and the analysis with second-generation migrants (7 estimates) yielded a summary RR of 4.5 (95% CI: 1.5–13.1), suggesting that the risk of schizophrenia is even higher among the children of immigrants. However, there was significant heterogeneity between studies’ results, indicating that migrant groups cannot
be considered uniformly, as if they all presented the same increased incidence of psychosis. Indeed, significantly greater RR's for migrants from I.AMIC's and areas where the majority of the population is black were observed. The authors of this systematic review proposed long-term exposure to social defeat or experiences of discrimination as a possible mechanism behind such association.

Recent studies on the incidence of psychosis among immigrants have been published, aimed at testing specific hypotheses related to the association between migration status and increased risk for psychosis, in the United Kingdom, Sweden, and Israel (Fearon et al. 2006; Coid et al. 2008; Kirkbride et al. 2008; Corcoran et al. 2008; Leão et al. 2006; Weiser et al. 2008) (Table 2). The ÄSOP study (Fearon et al. 2006) was designed to estimate the degree of increase in the incidence of schizophrenia in the African-Caribbean population in the United Kingdom, to explore whether such higher risk also applied to other psychoses, and whether the incidence of schizophrenia and other psychoses was also increased among other ethnic minority groups in the United Kingdom. Afro-Caribbeans and Black-Africans showed very high incidence rates for both schizophrenia and mania in men and in women, in all age groups, six to nine times than the incidence of schizophrenia and mania found for the White British population in the three centres that took part in the study (Southeast London, Nottingham, and Bristol). The incidence of schizophrenia and other psychoses was also moderately increased among other ethnic minority groups, but statistical power was limited to detect differences in these smaller ethnic minority groups despite the large size of the population at risk and absolute number of first-episode cases. The authors concluded that the increased incidence of psychosis in these groups may be the consequence of additional risk factors in immigrants, particularly Black-Caribbeans and Black-Africans, or of a higher prevalence of risk factors common to the general population.

Another population-based study conducted in the United Kingdom, the East London First-Episode Psychosis Study (ELFEP), examined whether the increased incidence of schizophrenia and other psychoses was independent of socioeconomic status and extended to the second generation of immigrants, regardless of their ethnic group (Coid et al. 2008; Kirkbride et al. 2008). The ELFEP study confirmed higher incidence of psychosis among all ethnic minority groups, after adjustment for gender, age, and socioeconomic status (SES). After controlling for SES, the RR's for first- and second-generation Afro-Caribbeans and Black-Africans were less pronounced than those found in the ÄSOP study, but the strength of the association was still high.

In Sweden, Leão et al. (2006) investigated whether the increased incidence of schizophrenia and other psychoses observed in some immigrant groups relative to the incidence observed for native Swedish is still present in the next generation and whether having one parent born in Sweden decreases this risk. They used the unique Swedish registers to link databases with individual socio-demographic and socioeconomic characteristics and data from the national hospital discharge. Two million and two hundred persons were followed up either until their first psychiatric admission or till the end of the study. Compared to the incidence of schizophrenia and other psychoses among Swedes, all first- and second-generation migrants
<table>
<thead>
<tr>
<th>Authors</th>
<th>Country</th>
<th>Migration status</th>
<th>Confounding</th>
<th>Exposure groups</th>
<th>Schizophrenia</th>
<th>All psychoses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fearon et al. (2006)</td>
<td>UK</td>
<td>Ethnic minority groups</td>
<td>Age</td>
<td>Afro-Caribbean</td>
<td>9.1 (6.6–12.6)</td>
<td>6.7 (5.4–8.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Black-African</td>
<td>5.8 (3.9–8.4)</td>
<td>4.1 (3.2–5.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mixed</td>
<td>2.6 (1.2–6.4)</td>
<td>2.7 (1.8–4.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>White others</td>
<td>2.5 (1.6–3.9)</td>
<td>1.6 (1.1–2.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Afro-Caribbean</td>
<td>3.1 (2.1–4.5)</td>
<td>2.7 (2.0–3.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Black-African</td>
<td>2.6 (1.8–3.8)</td>
<td>2.5 (1.8–3.3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>White other</td>
<td>1.2 (0.8–2.0)</td>
<td>1.8 (1.3–2.4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bangladeshi</td>
<td>1.1 (0.8–1.7)</td>
<td>1.0 (0.7–1.3)</td>
</tr>
<tr>
<td>Kirkbride et al.</td>
<td>UK</td>
<td>Ethnic minority groups</td>
<td>Gender</td>
<td>First-generation Finns</td>
<td>Women 2.5 (2.2–2.9)</td>
<td>Men 1.6 (1.4–1.8)</td>
</tr>
<tr>
<td>(2008)</td>
<td></td>
<td></td>
<td>SES</td>
<td>Second-generation Finns</td>
<td>Women 2.3 (1.9–2.9)</td>
<td>Men 2.3 (1.9–2.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Russians</td>
<td>1.6 (1.1–2.2)</td>
<td>2.3 (2.0–2.7)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Ethiopians</td>
<td>3.0 (1.9–4.7)</td>
<td>2.3 (1.9–2.8)</td>
</tr>
<tr>
<td>Leão et al. (2006)</td>
<td>Sweden</td>
<td>First-and second-generation immigrants</td>
<td>Income</td>
<td>Paternal and maternal age</td>
<td>Father only 0.9 (0.7–1.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SES</td>
<td>Maternal education</td>
<td>Mother only 1.0 (0.8–1.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Paternal social class</td>
<td>Both parents 0.9 (0.7–1.1)</td>
<td></td>
</tr>
<tr>
<td>Weiser et al. (2008)</td>
<td>Israel</td>
<td>First-generation migrant adolescents</td>
<td>Gender</td>
<td>Paternal and maternal age</td>
<td>Father only 0.9 (0.7–1.2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SES</td>
<td>Maternal education</td>
<td>Mother only 1.0 (0.8–1.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Paternal social class</td>
<td>Both parents 0.9 (0.7–1.1)</td>
<td></td>
</tr>
<tr>
<td>Corcoran et al.</td>
<td>Israel</td>
<td>Second-generation migrants</td>
<td>Paternal and maternal age</td>
<td>Paternal and maternal age</td>
<td>Father only 0.9 (0.7–1.2)</td>
<td></td>
</tr>
<tr>
<td>(2008)</td>
<td></td>
<td></td>
<td>Maternal education</td>
<td>Maternal education</td>
<td>Mother only 1.0 (0.8–1.3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Paternal social class</td>
<td>Paternal social class</td>
<td>Both parents 0.9 (0.7–1.1)</td>
<td></td>
</tr>
</tbody>
</table>

*aOther psychoses.*
showed higher rates. The rate ratios for risk of schizophrenia and other psychoses were more pronounced for immigrants from Finland. First- and second-generation Finns showed more than twice the risk for schizophrenia and other psychoses, even after controlling for age and income, with the exception of first-generation men, who showed a 60% increase in risk. Having one parent born in Sweden did not reduce the risk of psychosis in the second generation of migrants.

Using data from the Israeli Draft Board for over 660,000 adolescents, linked with the National Psychiatric Hospitalization Case Registry, Weiser et al. (2008) also found increased incidence of schizophrenia among adolescent migrants to Israel, which was independent of SES. Adolescents who migrated from Russia had approximately 60% increase in the risk of schizophrenia, whereas those who migrated from Ethiopia were three times as likely as adolescents born in Israel to develop schizophrenia.

Corcoran et al. (2008) investigated whether the incidence of schizophrenia was increased among second-generation immigrants to Israel in a population-based cohort of almost 90,000 offspring born in Jerusalem between 1964 and 1976. Six hundred and thirty-seven first psychiatric admissions with schizophrenia-related diagnoses were identified until the end of 1997, by linkage of the cohort data set with Israel’s Psychiatric Registry. The authors found no difference in risk of schizophrenia among second-generation migrants from West Asia, North Africa, or Europe and industrialized countries.

**Urbanization and Neighbourhood**

Interest in the spatial distribution of schizophrenia and the possible influence of the urban environment date back to the early twentieth century, as seen in the classic ecological work by Faris and Dunham (1939) on the distribution of psychosis in Chicago. The association they described, between poor inner city areas and higher rates of hospital admissions with a diagnosis of schizophrenia, stimulated research on possible risk factors for schizophrenia related to the social environment and the debate on the relationship between socioeconomic position and risk of psychosis. However, interest in this line of investigation decreased sharply in the second half of the last century, until the 1990s, when new, well-conducted epidemiological investigations, mostly cohort studies from European countries, present consistent results for a positive association between urbanicity and incidence of schizophrenia. Krabbendam and Van Os (2005) conducted a meta-analysis of results from 10 such studies, all from developed countries, and found that on average the risk of schizophrenia in urban areas was about twice the risk in rural areas. The increased incidence of schizophrenia in urban areas could not be attributed to confounding or selection bias, such as distance from psychiatric services. The authors argued that mechanisms behind this association are not clear, but possibly involve gene–environment interactions.

March et al. (2008) conducted a systematic review of studies from developed countries, published in English between 1950 and 2007, which investigated the
spatial distribution of psychosis. They identified 20 studies examining the incidence of psychosis according to urbanicity and 24 studies comparing the incidence of psychosis between neighbourhoods. All studies on urbanicity and psychosis were carried out in Western Europe, except for one from the United States. Overall, urbanicity was associated with about a twofold increase in the incidence of schizophrenia, as compared to less-urbanized or rural areas, a result similar to that found by Krabbendam and Van Os (2005). The timing of exposure to urbanization was examined in several studies. Increased incidence of psychosis was associated with higher degrees of urbanization at birth in Sweden, the Netherlands, and Denmark. A cumulative association between urban environment and risk of psychosis was described in a study from Denmark (Pedersen and Mortensen 2001). The longer the exposure to urban residence from birth onwards, the higher the risk of developing a psychotic episode. On the other hand, in a study in the Netherlands, those not born in urban areas but who lived in urban centres later in life did not have increased risk for psychosis, whereas those born in urban areas had higher risk, regardless of residence status at the illness onset (Marcelis et al. 1999). In face of these data, March et al. (2008) consider that such increased incidence cannot be simply attributed to social drift and probably represents a true association. The challenge now is to unravel the aetiological mechanisms behind this association.

Of the 24 studies on the association between neighbourhood and incidence of psychosis, 20 were from European countries and 4 from the United States. The great majority of these studies reported heterogeneity of incidence rates at the level of administrative geographic units, such as districts, electoral wards, or other small area units. One of the major methodological difficulties in the investigation of the relationship between neighbourhood and its characteristics with incidence of schizophrenia is the assessment of the timing of exposure. In fact, most studies reviewed by March et al. (2008) only assessed neighbourhood exposure at the time of first contact with psychiatric services, which makes exclusion of drift as an alternative explanation for the observed association more difficult.

In summary, the evidence accumulated so far has consistently shown spatial variation in incidence rates of schizophrenia, according to levels of both urbanization and neighbourhoods. The association between urbanicity and increased risk for psychosis seems to indicate that factors acting early in the life course increase the risk of developing schizophrenia, whereas the association with neighbourhood suggests a role for more proximal risk factors, possibly more related to social processes. March et al. (2008) argue that the confirmation of spatial heterogeneity in the incidence of schizophrenia is relevant from a health services perspective, for it allows more adequate service provision. Another, more central question for the understanding of the aetiological components and mechanisms of schizophrenia is What are the actual exposures producing the observed heterogeneity? They propose that future research might focus on key social pathways, understanding such pathways as chains of social processes that produce specific conditions and exposures in a given place and time. Therefore, place would be a more appropriate concept for epidemiological research on schizophrenia.
**Outcome of Schizophrenia**

The outcome of schizophrenia across the globe is still an object of debate among the scientific community. Current literature often states that the prognosis is better for persons living in LAMICs compared to those living in rich countries (Mueser and McGurk 2004; Isaac et al. 2007; Menezes et al. 2006). Data supporting this belief come mostly from the series of cross-national studies coordinated by the WHO (WHO 1979; Jablensky et al. 1992; Harrison et al. 2001). In those investigations, the proportion of recovery in the 2-year outcome assessment in centres from LAMICs was significantly higher than that observed in centres from developed countries (WHO 1979; Jablensky et al. 1992). The long-term follow-up of the cohorts that took part in the WHO studies showed that the most important predictor of long-term outcome was the short-term outcome (Harrison et al. 2001). There was heterogeneity of outcome between participating centres, but the investigators did not associate a better prognosis with living in a LAMIC. Instead, they pointed to the need for further research to clarify the role of the cultural context on the course and outcome of schizophrenia. Some recent reviews on the outcome of schizophrenia in different populations came to conflicting conclusions (Menezes et al. 2006; Isaac et al. 2007; Cohen et al. 2008).

Menezes et al. (2006) conducted a systematic review of prospective studies examining outcome in first-episode non-affective psychosis published between 1966 and 2003. Thirty-seven studies, all of them published after 1980 and more than half from 2000 onwards, met the inclusion criteria for the review, summing up 4,100 first-episode cases with a mean follow-up of 3 years. Eighty-five per cent of the studies were conducted in developed countries. Outcome definitions and measures varied considerably, the most common being “good” and “poor” outcomes, but other categories included re-admission, relapse, employment and education, social functioning, and the use of the Global Assessment of Functioning from DSM-III and DSM-IV. Considering all studies that used the “good” and “poor” categories of outcome, the proportion of participants classified as having a “good” outcome was 42%, whereas 27% were classified as having a “poor” outcome. Predictors of good outcome were a combination of pharmacotherapy and psychosocial therapy, lack of epidemiological representativeness of the sample, and study origin from a developing country. Interestingly, studies with samples that were not population based tended to show better outcomes. This may be due to selection bias operating at the level of access to care in special services, such as teaching hospitals or specialized services, where patients who manage to receive care may have higher socioeconomic status, family support, or adherence to treatment, for instance. Despite the finding of better outcome being predicted by a developing country origin of the study, the authors of the review did not discuss why that would be so.

Isaac et al. (2007) reviewed the literature concerning the outcome of schizophrenia in LAMICs, verifying that the belief of a better outcome came from results of three centres in India. The lack of a systematic approach to identify studies from LAMICs may have contributed to the limited number of investigations reviewed by Isaac et al. (2007). Nevertheless, the authors
point to the scarcity of empirical data from LAMICs, stressing that lack of resources (funding, technical expertise, manpower) may be a main reason for this situation.

Recently, Cohen et al. (2008) strongly questioned the axiom of better prognosis for schizophrenia in LAMICs, also pointing out that such notion has been based on a very limited amount of evidence coming from the WHO series of investigations on the outcome of schizophrenia in different cultures. They performed a comprehensive literature review of research on schizophrenia outcome from LAMICs and found 23 investigations from 11 countries. These studies showed marked methodological heterogeneity, with retrospective and prospective designs, incident and prevalent samples, follow-up periods ranging from 1 to 20 years, and population- and service-based samples. Outcomes were presented for several domains and assessed in different ways. Notwithstanding these obstacles for comparison of results, the authors managed to examine the evidence for better outcome regarding clinical outcome, patterns of course, disability and social outcomes (marital status and employment), lack of treatment, mortality and suicide, gender differences, and role of families. They observed wide variation in results for clinical outcome, with the proportion of individuals presenting with chronic severe psychotic symptoms at follow-up ranging from 0.0 to 30%, and the proportion showing a chronic pattern of course ranging from <5% to more than 50%. Similar variations were observed for disability and social outcomes. Studies that reported data on mortality, in general, showed rates higher than those from the general population where cases came from, due to both increased suicide rates and natural causes of death. Contrary to beliefs that the outcome of schizophrenia in LAMICs is more benign regardless of adequate treatment or not, the data reviewed provided evidence that those who did not have access to adequate care had worse outcomes than those who received biomedical treatment. Regarding the role of families, the available data show that families give support to their relatives who suffer from schizophrenia, but there is conflict, burden, and breakdown caused by the presence of the ill person in the family environment. The authors concluded that there is wide variability in the outcome of schizophrenia in LAMICs as well as in developed countries, and new epidemiological, clinical, and ethnographic research is needed to address several questions, including

- What is the proportion of prevalent cases of schizophrenia that are receiving psychiatric care?
- What are the effects of biomedical and other treatments on the outcome of schizophrenia across the globe?
- How clinical and social outcomes vary between groups and populations, and which are the factors influencing prognosis?
- What is the impact of caring for a member with schizophrenia on families?
- What are the pathways to care and which socio-cultural factors influence help-seeking decisions?
- What are the circumstances that lead to high mortality among those suffering from schizophrenia?
Perspectives

The systematic synthesis of most available research to date on the incidence of schizophrenia and other psychoses has produced new insight into the epidemiology of schizophrenia across the globe, allowing more adequate interpretation of the wealth of existing data and stimulating new research. However, data on the incidence and outcome of schizophrenia across the globe are still scarce, especially in LAMICs, where most of those who suffer from schizophrenia live. When data are available, they help policy makers to decide on how to improve health-care provision and investigators in generating hypotheses and unveiling mechanisms on the aetiology of schizophrenia. What seems well-established knowledge can be questioned by new good-quality data. The unexpectedly low incidence of psychosis in São Paulo is a good example. It suggests that mechanisms operating in rich countries, which are represented by the consistent association between urbanization and schizophrenia, may not be the same in other populations. Humanity has gained better perspectives for the suffering and burden caused by several non-communicable diseases, such as cancer and cardiovascular diseases, presented by careful and extensive epidemiological investigation. Consistent investment on research into the epidemiology of schizophrenia, particularly in LAMICs, may bring major contributions to our understanding of the aetiology of schizophrenia and other psychoses and improvement to the lives of those who are directly or indirectly affected by these disorders.
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Gene–Environment Interactions for Searchers: Collaboration Between Epidemiology and Molecular Genetics

Jim van Os, Bart P.F. Rutten, and Richie Poulton

Introduction

Attempts to discover genes that relate directly to psychotic disorder (i.e., the simple “main effects” approach) have been frustrating and often disappointing, resulting in the expression of methodological concerns (Harrison and Weinberger 2005; Norton et al. 2006) (Collier 2008; Sullivan 2008; O’Donovan et al. 2008; Crow 2008). On the other hand, epidemiological research has unveiled high observed rates of schizophrenia in large cities, immigrant populations, traumatised individuals and cannabis users, at least some of which is thought to be the result of underlying environmental exposures. Exciting findings in other areas of psychiatry have motivated researchers to turn their attention to better understanding the complex ways in which nature interacts with nurture to produce psychosis. This genotype × environmental interaction (hereafter G×E) approach differs from the linear gene–phenotype approach by positing a causal role not for either genes or environment in isolation, but for their synergistic co-participation in the cause of psychosis where the effect of one is conditional on the other (EU-GEI 2008). For example, genes may moderate the psychotogenic effects of dopamine agonist drugs of abuse, or the environment may moderate the level of expression of a gene that is on the causal pathway to psychotic disorder. G×E seems a particularly suitable approach for understanding the development of psychosis because this phenotype is known to be associated with environmentally mediated risks (Cannon and Clarke 2005; Van Os et al. 2005), yet people display considerable heterogeneity in their response to those environmental exposures.

The structure of this article is as follows. First, the principles of genetic epidemiology as relevant for the study of gene–environment interaction will be reviewed briefly. Second, a brief overview will be given on what “the environment” may consist of in studies of G×E and how environmental mechanisms may be
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uncovered using “functional enviromics”. Third, the main G×E findings with regard to psychotic disorders will be reviewed, with a particular focus on epidemiological studies that used indirect measures of genetic risk including twin and adoption studies, family studies and psychometric risk studies. Most of the findings using direct molecular genetic measures of genetic risk will be reviewed elsewhere in this issue. Fourth, considerations will be given to possible underlying mechanisms followed by a discussion of future research and directions.

**Ecogenetics**

Traditional epidemiology was concerned mainly with environmental risks. Conversely, genetic researchers of complex disorders have mostly focused on molecular genetic approaches, in which the environment and interaction between genes and environment were treated as a power-reducing nuisance term. Awareness has been growing, however, that direct or indirect measures of genetic variation can be considered as a conventional epidemiological risk factor in association studies (Sham 1996) and that epidemiological theory can be readily applied to genetically sensitive data sets (Susser and Susser 1989; Ottman 1990). Thus, epidemiologists and human geneticists have been gradually integrating their respective fields of research into a new discipline called genetic epidemiology (Khoury et al. 1993). Within genetic epidemiology, the term *ecogenetics* refers to the study of specific gene–environment relationships (Motulsky 1977). Within an ecogenetic framework, several types of gene–environment relationships are relevant for the study of complex disorders, representing different biologically plausible mechanisms by which genes and environment can co-influence disease outcome (Khoury et al. 1993; Kendler and Eaves 1986; Ottman 1996; Plomin et al. 1977; Van Os and Marcelis 1998).

**Ecogenetics in Psychiatry**

Until recently, the conventional wisdom within psychiatry and behavioural genetics was that G×E was exceedingly rare and difficult to demonstrate. The revival of interest in G×E derives largely from (1) failures of direct gene–phenotype association studies to uncover genes related to susceptibility for psychiatric disorders and the realisation that their multifactorial aetiology likely includes many complicated interactive effects requiring more advanced approaches (Hamer 2002; Rutter 2006); (2) work demonstrating the operation of G×E in many other branches of medicine; and (3) recent evidence of G×E within psychiatry (Moffitt et al. 2005).

The recent G×E findings in psychiatry suggest that genes are likely to influence disorder mostly indirectly, via their impact upon physiological pathways, and work by increasing (or decreasing) the likelihood of developing a psychiatric disorder, rather than as direct causes of disorder per se. Thus, the notion of “a gene for…” is misleading and diverts attention from more important issues (Kendler 2005, 2006). Further, some theorists now suggest that (1) additive, non-interactive genetic effects may be less common than previously assumed (cf. Colhoun et al. 2003); (2) studying genes in isolation from known environmental risks may fail to detect impor-
tant genetic influences; and (3) traditional notions of multiplicative interaction are probably not appropriate for “real-world” interactions (Darroch 1997), particularly given the ubiquity of some environmental exposures (Moffitt et al. 2005; Rutter et al. 2006). Thus, biological synergism (co-participation of causes to some outcome) between environmental exposure and background genetic vulnerability is thought to be common in multifactorial disorders such as psychosis. The classic problem, however, is how co-participation between causes in nature (biological synergism) can be inferred from statistical manipulations with research data (statistical interaction), in particular with regard to the choice of additive (change in risk occurs by adding a quantity) or multiplicative (change in risk occurs by multiplying with a quantity) models. It has been shown that the true degree of biological synergism can be better estimated from—but is not the same as—the additive statistical interaction rather than the much more often used multiplicative interaction (Darroch 1997).

Genetic Moderation of Sensitivity to Environment

According to the concept of genetic moderation of sensitivity to the environment, differences in genetic endowment explain why people respond differently to the same environment (Fig. 1). Most evidence for this type of G×E in psychosis has come indirectly from twin and adoption studies, and a variety of naturalistic designs in which non-specific genetic contributions have been assessed. More recently, researchers have obtained information about how variation in specific measured genes interacts with specific measured environments (Moffitt et al. 2005). Genetic moderation of environmental sensitivity gives rise to synergism, or interaction, as the biological effects of G and E are dependent on each other in such a way that exposure to neither or either one alone does not result in the outcome in question, whereas exposure to both does. For example, a well-known example of gene–environment interaction is the observation that among Orientals, alcohol sensitivity is strongly regulated by genetic polymorphism of the aldehyde dehydrogenase (ALDH2) gene. Similarly, there is strong evidence that some polymorphisms may be involved in psychiatric disorders. For example, the gene encoding the serotonin transporter (5-HTT) contains a regulatory variation (5-HTTLPR), the short (“s”)
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Fig. 1 Gene × environment interaction: genes controlling environmental sensitivity

In the figure, genes impact on psychotic disorder indirectly by making an individual more sensitive to the psychotogenic effect of an environmental pathogen.
allele of which is associated with lower transcriptional efficiency of the promoter as compared to the long ("l") allele. Data from animal and human research indicate that 5-HTTLPR may interact with environmental adversity to cause depression, reflecting underlying developmental mechanisms that affect the structural connectivity, and, as a consequence, functional interactions, within a neural circuit involved in the regulation of emotional reactivity and extinction of fear (Canli and Lesch 2007; Champoux et al. 2002; Wellman et al. 2007; Caspi et al. 2003; Jacobs et al. 2006) (Fig. 2).

**Figure 2** Promoter activity of the 5-HTT gene is modified by sequence elements within the proximal regulatory region; the short ("s") allele is associated with lower transcriptional efficiency of the promoter as compared to the long ("l") allele: converging evidence of G × E in the depression from animal to human, human to animal, and preclinical to clinical and clinical to preclinical.

Although gene–environment synergism is likely prevalent, other models of disease causation, including models that imply that there is no synergism (synergism is zero), may also likely apply, although likely to a lesser degree. For example, an individual may get schizophrenia only if in possession of a certain type of vulnerability conferred by either genetic or environmental factors. An environmental factor could disrupt early brain development in the same manner as a genetic mutation. In this model, synergism is zero and the effect of genes and environment is said to be additive.

### Environmental Impact on DNA Sequence and Methylation

Apart from genes impacting on sensitivity for environmental risk factors, G × E in psychotic disorder may also take the form of environmental factors impacting either the DNA sequence (causing de novo mutations) or DNA methylation (caus-
ing altered gene expression through epimutations). The most suggestive epidemiological evidence for such mechanisms in psychosis comes from studies linking advanced paternal age to the risk of schizophrenia in the offspring (Malaspina et al. 2001; Zammit et al. 2003; Byrne et al. 2003; Sipos et al. 2004). Paternal age varies as a function of the sociocultural environment (Weisfeld and Weisfeld 2002). The observed paternal age effect on schizophrenia may consist of mutagenesis, causing de novo spontaneous mutations, which would then propagate and accumulate in successive generations of sperm-producing cells. Alternatively, the mechanism underlying the paternal age effect may be genomic imprinting (Flint 1992). Genomic imprinting is the phenomenon whereby a small subset of all the genes in the genome is expressed according to their parent of origin. Some imprinted genes are expressed from a maternally inherited chromosome and silenced on the paternal chromosome, whereas other imprinted genes show the opposite expression pattern and are only expressed from a paternally inherited chromosome (Wilkinson et al. 2007). One of the mechanisms for gene silencing is DNA methylation. The inherited methylation pattern is maintained in somatic cells but is erased and re-established late in spermatogenesis for paternally imprinted genes, a process that could become impaired as age advances.

Although research on DNA methylation as an “epigenetic” mechanism underlying G×E in psychiatry is in an early phase, this field appears promising. For example, early maternal behaviour in animals can affect offspring stress sensitivity through altered DNA methylation of key neuronal receptor genes involved in the stress response (Weaver et al. 2004; Meaney and Szyf 2005). Environmentally induced epigenetic mechanisms may explain a range of epidemiological findings including typical age-of-onset incidence curves, monozygotic twin discordance, sex differences, possible risk-increasing effects of prenatal factors associated with in utero folate deficiency (a key component of DNA methylation) (Susser et al. 1996; Zammit et al. 2007; Smits et al. 2004) and possible risk-increasing effects of developmental trauma (Read et al. 2005). A fascinating report from Denmark is suggestive of epigenetic effects involving urban birth and upbringing. Thus, the authors demonstrated that the risk-increasing effect associated with urban birth of the older sibling “carries over” to increase the risk of schizophrenia in the next sibling who was born in a rural area (Pedersen and Mortensen 2006). This evidence is compatible with transmission of a germline epimutation associated with the urban environment. For further details on epigenetics in the context of G×E, refer to the article by Oh et al. (this issue).

**Gene–Environment Correlation**

In contrast to G×E, gene–environment correlation (hereafter rGE) refers to how differences in an individual’s genotype can “drive” differential environmental exposure (Fig. 3). In rGE, exposure to environmental events is not a random phenomenon but rather stems (at least partly) from differences in genetic make-up
Fig. 3 Gene × environment correlation: genes controlling environmental exposure

(Plomin et al. 1977). rGEs come in three main forms. Passive rGE refers to environmental influences linked to genetic effects external to the person. For example, parents create the early child-rearing environment as well as provide genetic material to their offspring. Passive rGE occurs when parental behaviour, which is partly under genetic control, influences the nature of the early child-rearing environment. Thus, parental genes can exert an influence on the child via the environment, but whose effects are independent of the child itself. In contrast, Active rGE (e.g., selection of specific environments or “niche picking”) and Evocative rGE arise largely as a result of genetic factors nested within the individual (Rutter et al. 2006). Evocative rGE refers to the impact of the child’s behaviour on their social environment, in particular the responses they elicit from people around them. One person’s preference for sporting activities over another person’s penchant for artistic endeavours, thus selecting themselves into different environments, is an example of active rGE, while the different responses elicited from the social environment by gregarious versus shy individuals exemplify evocative rGE. Combining examples of rGE and G×E in one illustrative situation: rGE might manifest as arguments and disagreements preceding marital dissolution, yet G×E may determine who becomes depressed as a result of that relationship breakdown.

Confounding of G×E by rGE

In studies aimed at detecting gene–environment interactions, rGE is noise and must be ruled out. In other words, the “E” in G×E must be shown to be a true environmentally mediated effect rather than a genetic epiphenomenon. For example, does the genetic liability for schizophrenia increase the psychotogenic effect of cannabis or does schizophrenia genetic liability increase the likelihood of using cannabis? Experimental paradigms (see below) are able to deal effectively with this problem by randomly assigning participants to the exposed and unexposed conditions. In observational designs, however, confounding by rGE is difficult to rule out but can be tested separately. An interesting example concerns urbanicity and schizophrenia. As discussed below, four independent studies have suggested that the urban environ-
ment may contribute to the onset of psychotic disorder in individuals at genetic risk (i.e., evidence for G×E). An alternative explanation, however, is that the genetic liability for schizophrenia increases the likelihood of moving to the big city, i.e., there may be rGE. A priori this is unlikely, given the fact that the effect of urbanicity on schizophrenia is restricted to the window of childhood and adolescence: children do not make the family decision to move to the big city, regardless of whether they are genetically inclined to do so or not. Two twin studies from Australia and the Netherlands on urban mobility support this notion (Whitfield et al. 2005; Willemsen et al. 2005). The Australian study showed more evidence for influence of genetic factors on urban mobility than the Dutch study. However, genetic influence in the Australian study was mostly apparent in older individuals who were well past the age at risk for onset of schizophrenia; environmental factors accounted for most of the variation in younger individuals. The reason for the discrepancy in genetic contribution to urban mobility between the Australian and the Dutch study is likely related to contextual factors. Just as the heritability of alcoholism has been shown to differ as a function of societal availability (severe restriction resulting in alcohol use only by those who are genetically most predisposed), so was the genetic influence on urban mobility shown to vary as a function of base rate of the urban outcome, which was only 10% in Australia versus around 30–50% (very heavy and heavy urbanisation) in the Netherlands. More evidence of genetic influence in Australia therefore may, in part, be the result of the lower base rate of urbanicity. Thus, the conclusion from the Australian and Dutch twin studies is that there are likely only very few human characteristics beyond any genetic influence, including urban mobility. However, in young adulthood, the age range during which psychotic disorder typically declares itself, environmental more than genetic factors may influence exposure to the risk environment that urbanicity represents (van Os 2005), making rGE unlikely.

Another important issue in rGE is that genetic effects on the outcome can be direct or indirect (Fig. 4). For example, genes may have an effect on both the outcome and the environmental exposure, while the environment has no effect on the outcome. In this case, the observed association between the environment and the outcome is genetically confounded (Fig. 4a). On the other hand, genes may have an effect on the environment, but no direct effect on the outcome, as only the environment has a causal effect (Fig. 4b). This is the situation where the environment is on the causal pathway between genes and environment, a situation that can help in providing evidence for a true causal contribution of an environmental factor to disease (Katan 1986) (referred to sometimes as “Mendelian randomisation”; Davey Smith and Ebrahim 2005). For example, evidence in the situation of Fig. 4b of an association between the gene and the outcome can only be explained if there is a true causal relationship between the environmental risk factor and the outcome. Given random assortment of genes from parents to offspring during gamete formation and conception, gene–outcome associations representing gene–causal exposure associations are not generally susceptible to the reverse causation or confounding that may plague conventional observational studies.
The Environment, Experimental Ecogenetics and Functional Enviromics

The Environment and Psychosis

Here, we refer to the environment broadly as all non-genetic influences that are associated with at least two exposure states. Sometimes, a distinction is made between “biological” and “social” environmental exposures but such a distinction may not be helpful as long as the underlying mechanisms, which are likely overlapping, are not elucidated. There are a number of environmental exposures that are associated with psychotic disorders and symptoms and for which a mechanism of gene–environment interaction has been proposed. These environmental exposures are summarised in Box 1, together with an indication to what degree the evidence for an association with schizophrenia is supported by meta-analytic estimates from systematic reviews. The most solid evidence for an association with schizophrenia and related psychosis outcomes is for paternal age, migration, urbanicity and cannabis use, the latter two particularly in the case of exposure during development.

Environmental Measurement and Experimental Ecogenetics

There are legitimate concerns about how to accurately capture the environmental risk exposure history of participants. This task is particularly challenging when measuring psychosocial risk factors whose negative effects may act cumulatively across long periods of the life course. Equally challenging are the inherent difficulties in precisely measuring “unit exposure” for illicit substances such as cannabis, which can be ingested in different forms, with different THC levels, using different methods. Measuring tobacco intake is comparatively straightforward but even this presents problems with accuracy of recall over long periods.
Box 1 Published Environmental Exposures for Psychosis for which GxE has been Suggested (M+, at least one positive meta-analytic estimate; M+/-, inconclusive meta-analytic estimate; M-, no meta-analytic estimate available)

Environmental variables with likely impact in foetal life:

1. M+: Maternal pregnancy complications, in particular foetal hypoxia and proxies for foetal folate deficiency.
4. M-: Prenatal exposure to chemical agents (e.g., lead).

Environmental variables with likely impact in early life:

5. M-: Quality of early rearing environment (institutional care, school, parents).
6. M+/-: Childhood trauma (abuse or neglect).

Environmental variables with likely impact in middle childhood/adolescence:

7. M+: Urban environment during development: a variable indicating the level of population density, or size of a city within a country, of the place where the individual was growing up (between the ages of 5 and 15 years).
10. M+/-: Stressful life events.

Measures of the wider social environment:

12. M-: Neighbourhood measures of social fragmentation, social capital and social deprivation.

Measures of the micro-environment in the flow of daily life:

13. M-: Small daily life stressors, assessed using momentary assessment technology, subtly impacting on affect, salience and reward.
Henquet et al. (2006) have introduced the term “experimental ecogenetics” in human psychosis research to refer to some obvious advantages: (i) randomisation precludes confounding by not only known but, critically, also unknown confounders; (ii) rGE is not an issue if “G” is randomly allocated to “E”; and (iii) it is relatively easy to make the sample size match the required power. In Fig. 5, an example is given of how the association between migration and schizophrenia, and possible genetic moderation thereof, can be examined in the context of an experimental ecogenetic design, by reducing migration to an experimental exposure of “social hostility” and by reducing the psychosis outcome to an experimental outcome of “abnormal salience attribution”, and testing the association between exposure and outcome in a genetically sensitive test design. The advent of controlled experiments with virtual reality environments may similarly represent an important asset for the study of environmental exposures (Freeman et al. 2003).

A further issue is that the environment can be conceptualised at many levels that may all be relevant to behavioural phenotypes associated with schizophrenia, varying from minor stressors in the flow of daily life as assessed by momentary assessment technologies (Myin-Germeys et al. 2001) to contextual effects of the wider social environment such as neighbourhood type or ethnic density (Kirkbride et al. 2007; Boydell et al. 2001). Finally, some environmental risks such as “urbanicity” and “ethnicity” are proxies for as-yet unidentified environmental or possibly even partly genetic factors (Pedersen and Mortensen 2006; Selten et al. 2007).

![Diagram of experimental G × E approaches](image_url)
**Functional Enviromics**

Functional enviromics, or the study of the mechanisms underlying environmental impact on the individual to increase the risk for psychopathology, is still in its infancy, with many hypotheses yet to be tested (EU-GEI 2008). These include effects of the environment on (i) developmental programming and adult functional circuits of the brain, (ii) neuroendocrine and neurotransmitter functioning, (iii) patterns of interpersonal interactions that may shape risk for later psychopathology and (iv) affective and cognitive processing (Rutter 2005). Conversely, hypotheses need to be tested about the neural mechanism by which genetic variation may increase susceptibility to environmental stressors. These mechanisms and their underlying pathophysiological pathways need to be clarified in order to develop a priori gene–environment interaction research paradigms (CaspI and Moffitt 2006) (EU-GEI 2008). For example, it has been suggested that there may be synergistic effects of genes and environment in bringing about a “sensitisation” (Featherstone et al. 2007; Tenn et al. 2005) of mesolimbic dopamine neurotransmission (Howes et al. 2004; Collip et al. 2008). This hypothesis is supported by (i) evidence quantifying the impact of stress and dopamine agonist drugs on mesolimbic dopamine release and subsequent sensitisation (Boileau et al. 2006; Arnsten and Goldman Rakic 1998; Covington and Miczek 2001), as well as stress-dopamine agonist cross-sensitisation (Yui et al. 2000; Nikulina et al. 2004; Hamamura and Fibiger 1993); (ii) evidence indicating that genetic risk for schizophrenia is associated with underlying alterations in the dopamine system, including increased dopamine synaptic availability (Hirvonen et al. 2005), increased striatal dopamine synthesis (Hutunen et al. 2008; Meyer-Lindenberg et al. 2002) and increased dopamine reactivity to stress (Brunelin et al. 2008; Myin-Germeyrs et al. 2005); and (iii) human and animal evidence that effects of environmental risk factors associated with schizophrenia have lasting effects on dopamine neurotransmission including developmental trauma (Hall et al. 1999), defeat stress associated with ethnic minority group (Covington and Miczek 2001; Tidey and Miczek 1996), prenatal hypoxia (Juarez et al. 2003, 2005; Venerosi et al. 2004) and prenatal maternal immune activation (Ozawa et al. 2006) (Meyer et al. 2008).

Thus, although there is evidence to suggest that many other neurotransmitter systems can also be targeted, a case can be made, as an example of functional enviromics, for investigating genetic variation affecting dopamine neurotransmission in interaction with environmental risk factors such as stress and dopamine agonist drugs. Molecular genetic and functional genomic studies focusing on genes associated with dopamine neurotransmission suggest that this gene group may be useful for G×E studies. For example, a recent large study focusing on gene–gene interaction (epistasis) and functional effects suggested that a network of interacting dopaminergic polymorphisms may increase risk for schizophrenia (Talowski et al. 2008). Evidence for epistasis between genes impacting dopamine signalling can be validated using a neural systems-level intermediate phenotype approach in humans. Recent work of this type, using a prefrontal function fMRI phenotype, similarly suggests epistasis between polymorphisms in genes that control dopamine
signalling (Buckholtz et al. 2007; Meyer-Lindenberg et al. 2006). More specifically, there is evidence that schizophrenia may be characterised by a combination of prefrontal cortical dysfunction and subcortical dopaminergic disinhibition (Meyer-Lindenberg et al. 2002). Research has shown that the valine-allele carriers of a functional polymorphism in the catechol-O-methyltransferase gene (COMT Val<sup>158</sup>Met), an important enzyme regulating prefrontal dopamine turnover, predicted increased dopamine synthesis in the midbrain, suggesting that this allele may increase the risk for schizophrenia in interaction with, for example, stress and dopamine agonist drugs (Meyer-Lindenberg et al. 2005). Several studies suggest that valine-allele carriers may indeed be more sensitive to the psychotogenic effects of drugs of abuse or stress (Henquet et al. 2006; Caspi et al. 2005; Stefanis et al. 2007).

There are examples of many other avenues that may be explored in functional enviroinics. Thus, a recent systematic review suggested that more than 50% of genes potentially associated with schizophrenia, particularly AKT1, BDNF, CAPON, CCKAR, CHRNA7, CNR1, COMT, DNTPB1, GAD1, GRM3, IL10, MLC1, NOTCH4, NRG1, NR4A2/NURR1, PRODH, RELN, RGS4, RTN4/NOGO and TNF, are subject to regulation by hypoxia and/or are expressed in the vasculature (Schmidt-Kastner et al. 2006). Thus, future studies of genes proposed as candidates for susceptibility to schizophrenia should include their possible regulation by physiological or pathological hypoxia during development as well as their potential role in gene–environment interactions involving events inducing hypoxia during early development (Nicodemus et al. 2008).

Epidemiological <i>G × E</i> Studies in Psychosis

Epidemiological Findings

Two robust epidemiological findings suggest that “genes” and “environments” operate interactively to produce schizophrenia. First, there is widespread geographic, temporal, ethnic and other demographic variation in the incidence of schizophrenia (McGrath et al. 2004; Kirkbride et al. 2006), reinforcing the aetiological role played by environmental factors. Second, there is marked variability in people’s responses to these environmental risk factors, ranging from obvious vulnerability to extreme resilience. This well-recognised heterogeneity in response points to the operation of G × E. A number of studies have examined G × E using indirect measures of genetic risk, such as being a relative, a twin or adopted away offspring of a person with schizophrenia, or the level of psychometric psychosis proneness in a person as an expression of distributed genetic risk for psychotic disorder (see below). The advantage of these studies is that the measure of genetic risk, while non-specific and therefore not able to capture gene–environment interactions with very specific mechanisms, is nevertheless (i) well validated and (ii) represents the complete net genetic load including all gene–gene interactions. While newer studies using direct molecular genetic measures of genetic risk have the advantage of using
specific measures, they are also prone to false-positive findings, given the enormous amount of molecular genetic variation that can be used for G×E modelling, and the absence of all other factors influencing genetic risk in the model of G×E using a small contribution to genetic variation in the form of an SNP. Therefore, epidemiological studies using indirect measures of genetic risk remain useful and may point the way to G×E studies using direct measures of genetic risk; to date, they remain the most informative. A review of these findings is presented here.

**Findings from Twin, Adoption and Family Studies**

Twin and adoption studies provide strong but non-specific evidence for the involvement of both genes and environmental factors in the aetiology of schizophrenia (Gottesman and Shields 1976). Both have shown moderate-to-high heritability for schizophrenia but even monozygotic twins show only 50% concordance, underscoring the likelihood of environmental influences and G×E synergism for producing psychotic symptoms and disorder (Van Os and Sham 2003). Findings from several adoption studies are consistent with G×E in the development of psychotic disorders. For example, Carter et al. (2002) compared, in a 25-year longitudinal study, 212 children of schizophrenic mothers with 99 children of normal parents in terms of exposure to environmental risk (i.e., institutional care and family instability). Very few cases of psychosis were identified in those families without a history of schizophrenia but, among those with a family history, strong environmental effects were observed. Consistent with this, Tienari et al. (2004) compared adopted-away offspring (N = 145) of mothers with a history of psychotic illness with those without illness (N = 158). Measures of the rearing environment in the adoptive home were obtained (measures on scales of “critical/conflictual”, “constricted” and “boundary problems”) and revealed strong effects for those with a biological predisposition (odds ratio around 10), which were absent in those with low genetic risk (odds ratio around 1).

Findings in support of G×E also come from migration designs, which, for example, have demonstrated a higher risk of psychosis among Caribbean immigrants to the United Kingdom compared to the majority population in the United Kingdom (Cantor-Graae and Selten 2005). Further, family studies of UK-born Afro-Caribbeans have demonstrated a particularly high risk of schizophrenia among the siblings of young, Afro-Caribbean patients (15.9% compared to 1.8% in siblings of white patients), whereas the rates of schizophrenia among the white and Afro-Caribbean parents were similar (8.4 and 8.9%, respectively) (Sugarman and Craufurd 1994).

**Studies Using a Psychometric Psychosis Liability Approach**

Subtle subclinical expression of psychosis can be measured in the general population (Van Os et al. 2000). There is evidence that this phenotype of “psychometric
psychosis proneness” represents in part the distributed genetic risk for psychotic disorder, suggesting it could be used as a proxy to represent the factor “G” in studies of G×E, although to the degree that environmental factors contribute to the psychometric psychosis proneness measure these cannot be excluded as a source of confounding. Thus, Vollema et al. (2002) Vollema and colleagues reported that scores on the positive dimension of a schizotypy questionnaire administered to relatives of patients with psychotic disorders corresponded to their genetic risk of psychosis. Fanous et al. (2001) demonstrated that interview-based positive and negative symptoms in schizophrenia predicted their equivalent subclinical symptom dimensions in non-psychotic relatives, implying an aetiological continuum between the subclinical and the clinical psychosis phenotypes. Kendler and Hewitt (1992) studied twins from the general population and concluded that the variance in most self-reported schizotypy scales, except for perceptual aberration, involved substantial genetic contributions. MacDonald et al. (2001) found in their general population-based twin study only one common schizotypy factor, mainly explained by perceptual aberration, magical ideation, schizotypal cognition and, to a lesser extent, social anhedonia. The common schizotypy factor was influenced by shared environmental, non-shared environmental and possibly genetic effects. Recently, a general population female twin study by Linney et al. (2003) showed that additive genetic and unique environmental effects influenced self-reported psychotic experiences. The multivariate structural equation model generated two independent latent factors, namely a positive (i.e., cognitive disorganisation, unusual experiences and delusional ideation) and a negative dimension (i.e., cognitive disorganisation and introvertive anhedonia), suggesting different aetiological mechanisms for the various scales of the subclinical psychosis phenotype. In a recent, general population study using both self-reported and interview-based measures of positive and negative dimensions of psychotic experiences in 257 subjects belonging to 82 families, significant family-specific variations for both positive and negative subclinical psychosis dimensions were demonstrated, with between-family proportions of total variance between 10 and 40%. Thus, both the positive and the negative dimensions of subclinical psychosis show familial clustering in samples unselected for psychiatric disease (Hanssen et al. 2006). Operationalising the genetic effect “G” along these lines, Henquet et al. (2005) showed that a psychometric measure of psychosis proneness interacted with cannabis use to predict the likelihood of developing psychotic symptoms. In this study, rGE was unlikely to have been a confounder since no association between baseline psychosis proneness and subsequent use of cannabis was observed. Nonetheless, confounding cannot be ruled out entirely because the proxy genetic measure of psychometric psychosis proneness will also be influenced by environmental factors. As a complement to the observational designs described above, Verdoux et al. (2003) used a quasi-experimental “experience sampling” method, and obtained similar findings showing that psychosis liability moderated the effect of cannabis in terms of “switching on” psychotic symptoms in the flow of daily life. For more details on possible gene × cannabis interactions, we refer to the article by Henquet et al. (this issue). Other studies using psychometric psychosis liability as a proxy measure for genetic risk were able to demonstrate G×E
with childhood urbanicity (Spauwen et al. 2006a) (see below for more details) and childhood trauma (Spauwen et al. 2006b).

**Summary of Epidemiological G x E Studies to Date**

In Table 1, the different epidemiological G x E studies are summarised. For each study, the proxy genetic factor, the proxy environmental factor and the main findings as well as main limitations are summarised. Environmental exposures used in G x E studies include migration, urbanicity, obstetric complications, cannabis, stress, developmental trauma and others. In most studies, the effect of genes and environment alone was rather small, and the bulk of their effect mediated through gene–environment interactions.

**Epidemiological Replications of Gene–Urbanicity Interaction**

The finding that the rate of psychotic disorder is higher in children and adolescents growing up in an urban environment is well replicated (Krabbendam and van Os 2005) and unlikely to be confounded entirely by rGE due to selective drift to urban areas in those at genetic risk for psychosis (Van Os 2004; Pedersen and Mortensen 2001), although rGE may operate to some degree (Pedersen and Mortensen 2006; Selten et al. 2007) as it will in the case of many environmental risks (van Os et al. 2005). “Urbanicity” is a proxy for an as-yet unidentified environmental factor(s) prevalent in urban areas and, if causal, may contribute to up to 20–30% of the incidence of psychotic disorder in some countries (Van Os 2004). For this reason, urbanicity is an interesting factor to study in the context of G x E. Four studies in the Netherlands, Germany, Israel and Denmark have attempted to examine gene–urbanicity interactions using epidemiological designs and indirect measures of genetic risk (Spauwen et al. 2006; Van Os et al. 2003, 2004; Weiser et al. 2007). All studies found evidence for gene–urbanicity interaction and are summarised in Table 2. Clearly, the possibility of interaction between an environmental exposure in urban areas and genetic risk is in need of further study, focusing on (i) the precise nature of the urban exposure, for example, growing up in an area lacking in trust and cohesion, (ii) the psychological and neurobiological mechanism of the environmental exposure in order to develop rational hypotheses about gene–environment interaction, (iii) the nature of the genetic variation involved, and ultimately (iv) the mechanism of the gene–environment interactions.

**Future Prospects**

To date, the study of gene–environment interactions has largely been epidemiological, where genotype, risk exposure and disorder are studied as they occur in the population (Khoury et al. 2004). A key contribution of a robust G x E comes from
<table>
<thead>
<tr>
<th>Proxy genetic variable</th>
<th>Proxy environmental variable</th>
<th>Findings</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive family history (FH)</td>
<td>Ethnic group</td>
<td>Familial morbid risk for psychotic disorder higher in siblings of African-Caribbean probands than in those of white probands (Sugarman and Craufurd 1994; Hutchinson et al. 1996)</td>
<td>➢ May be informative; however, preferably environmental exposure status and clinical status are measured in both cases and all first-degree relatives and analyses are adjusted for age, sex and number of relatives</td>
</tr>
<tr>
<td></td>
<td>Urban birth</td>
<td>No association between urban birth and a positive family history for psychotic disorder (Mortensen et al. 1999); however, interaction was tested on multiplicative rather than additive scale (see below)</td>
<td>➢ Level of misclassification may be high because many unaffected relatives may carry the high-risk genotype</td>
</tr>
<tr>
<td></td>
<td>Obstetric complications</td>
<td>Mostly inconclusive findings with regard to family history (Nimhaenkar et al. 1988; Kunugi et al. 1996; O’Callaghan et al. 1992)</td>
<td>➢ Absence of an association between positive family history and environmental exposure does not rule out gene–environment interaction, and presence of an association does not rule out lack of gene–environment interaction (Marcelis et al. 1998)</td>
</tr>
<tr>
<td></td>
<td>Birth in winter/spring</td>
<td>Positive, negative and inconclusive associations with family history (Baron and Gruen 1988; Shur 1982; Pulver et al. 1992; Dassa et al. 1996)</td>
<td>➢ Evidence can be considered stronger if replicated (e.g., urbanicity findings)</td>
</tr>
<tr>
<td></td>
<td>Stressful life events</td>
<td>Positive association with family history (Van Os et al. 1994)</td>
<td>➢ Testing for interaction on additive scale likely more informative (Darroch 1997)</td>
</tr>
<tr>
<td></td>
<td>Urbanicity</td>
<td>Evidence for synergism between urban environment (proxy environmental risk) and family history (proxy genetic risk) when tested on additive scale (Van Os et al. 2003)</td>
<td></td>
</tr>
<tr>
<td>Proxy genetic variable</td>
<td>Proxy environmental variable</td>
<td>Findings</td>
<td>Remarks</td>
</tr>
<tr>
<td>------------------------</td>
<td>------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Having an identical twin with psychotic disorder</td>
<td>Being discordant for psychotic disorder</td>
<td>Children of both affected and non-affected twin in discordant pair have higher rate of psychotic disorder (Kringle and Cramer 1989; Fischer 1971; Gottesman and Bertelsen 1989)</td>
<td>➤ Suggests environmental factor is necessary for the expression of high-risk genotype in affected twin or inhibition of protective genotype in unaffected twin</td>
</tr>
<tr>
<td>Biological parent with psychotic disorder</td>
<td>Growing up in dysfunctional adoptive family environment</td>
<td>Risk of psychotic disorder spectrum disorder or psychotic disorder-associated thought disorder higher in high-risk adoptees who had been brought up in dysfunctional adoptive family environment (Tienari et al. 2004, 1994; Wahlberg et al. 1997, 2004).</td>
<td>➤ Risk of psychotic disorder spectrum disorder 3% in the absence of environmental risk and 62% in the presence of environmental risk. This difference seems extremely high</td>
</tr>
<tr>
<td>Institutional care, family instability</td>
<td>Very few cases of psychosis were identified in those families without a history of psychotic disorder but, among those with a family history, strong environmental effects were observed (Carter et al. 2002)</td>
<td></td>
<td>➤ Children destined to develop psychotic disorder may have contributed to dysfunctional family environment rather than the other way round</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>➤ Case–control comparison difficult as many other factors may be involved</td>
</tr>
<tr>
<td>Proxy genetic variable</td>
<td>Proxy environmental variable</td>
<td>Findings</td>
<td>Remarks</td>
</tr>
<tr>
<td>------------------------------------------------------------</td>
<td>-----------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Having neither, one or two parents with psychotic disorder</td>
<td>Having positive relationships with father and mother Obstetric complications</td>
<td>High-risk children with positive parental relationships had lower risk for developing psychotic disorder (Carter et al. 1999)</td>
<td>➢ May suggest a negative G×E</td>
</tr>
</tbody>
</table>
| Having a parent with psychotic disorder and additionally having an electrodermal abnormality as a child | Paternal absence                                          | The greater the proxy genetic risk, the greater the effect of obstetric complications, in particular foetal hypoxia, on ventricular enlargement (the psychotic disorder endophenotype) (Cannon et al. 1993, 2002) | ➢ Genetic risk may increase the risk of obstetric complication (G×E).  
➢ Genetic risk may increase the risk of heavy alcohol consumption or head injury resulting in greater OC effect sizes |
<p>| Having an MZ twin with psychotic disorder                  | Sharing the same chorion with the co-twin                 | Higher rate of paternal absence in children who subsequently developed psychotic disorder (Walker 1981) | ➢ Status of electrodermal abnormality as a marker of genetic risk for psychotic disorder unclear |
|                                                            |                                                           | Concordance rate was higher for MZ twins whose marker suggested they were monochorionic than those whose marker indicated they were dichorionic (Davis and Phelps 1995) | ➢ These results are compatible with an environmental factor in the prenatal environment facilitating expression of genetic risk for psychotic disorder |</p>
<table>
<thead>
<tr>
<th>Proxy genetic variable</th>
<th>Proxy environmental variable</th>
<th>Findings</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Having expression of genetically influenced psychosis liability</td>
<td>Early trauma</td>
<td>Evidence that trauma and psychometric psychosis liability synergistically increase the risk for psychosis persistence over time (Spauwen et al. 2006)</td>
<td>ᵉ</td>
</tr>
<tr>
<td></td>
<td>Cannabis use</td>
<td>Evidence that cannabis and psychometric psychosis liability synergistically increase the risk for psychosis persistence over time (Henquet et al. 2005; see also Verdoux et al. 2003)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Growing up in urban environment</td>
<td>Evidence that urbanicity and psychometric psychosis liability synergistically increase the risk for psychosis persistence over time (Spauwen et al. 2006)</td>
<td></td>
</tr>
<tr>
<td>Proxy genetic variable</td>
<td>Proxy environmental variable</td>
<td>Findings</td>
<td>Remarks</td>
</tr>
<tr>
<td>------------------------</td>
<td>------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Being a member of a schizophrenia pedigree</td>
<td>Traumatic brain injury</td>
<td>Within the schizophrenia pedigrees but not bipolar pedigrees, traumatic brain injury was associated with a greater risk of schizophrenia, consistent with synergistic effects between genetic vulnerability for schizophrenia and traumatic brain injury</td>
<td>➤ Similar comments as for positive family history</td>
</tr>
<tr>
<td>None</td>
<td>Having an older father</td>
<td>Having an older father is associated with an increased risk of schizophrenia in the offspring (Malaspina et al. 2001; Zammit et al. 2003; Byrne et al. 2003; Sipos et al. 2004)</td>
<td>➤ The underlying mechanism of this association may represent a special case of gene–environment interaction whereby the environment impacts on DNA sequence (de novo mutation) or DNA methylation (affecting gene expression). Thus, age of the father is a variable that is partly under control from the sociocultural environment, and older age may have an effect on DNA methylation in sex cells (the inherited methylation pattern in humans is maintained in somatic cells but is erased and re-established late in spermatogenesis for paternally imprinted genes, a process that could become impaired as age advances). Alternatively, advanced paternal age may lead to an increased rate of de novo mutations in gametes</td>
</tr>
<tr>
<td>Study</td>
<td>Country</td>
<td>Measure genetic risk</td>
<td>Measure urbanicity</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
<td>----------------------</td>
<td>--------------------</td>
</tr>
<tr>
<td>Van Os et al. (2003)</td>
<td>The Netherlands</td>
<td>Family history psychosis</td>
<td>Population density – dichotomous</td>
</tr>
<tr>
<td>Van Os et al. (2004)</td>
<td>Denmark</td>
<td>Family history psychotic disorder</td>
<td>Five categories from capital city to rural area – five levels</td>
</tr>
<tr>
<td>Spauwen et al. (2006)</td>
<td>Germany</td>
<td>Psychometric psychosis liability</td>
<td>City of Munich versus surrounding villages – dichotomous</td>
</tr>
<tr>
<td>Weiser et al. (2007)</td>
<td>Israel</td>
<td>Cognitive impairment endophenotype</td>
<td>Population density – five levels</td>
</tr>
</tbody>
</table>

<sup>a</sup>Those exposed to neither urbanicity nor genetic risk.

<sup>b</sup>Those exposed to urbanicity only.

<sup>c</sup>Those exposed to genetic risk only.

<sup>d</sup>Those exposed to both urbanicity and genetic risk.
knowing that three apparently unconnected factors (gene, environmental risk factor and disorder) are in fact causally linked (Moffitt et al. 2005). However, there are a number of methodological concerns that continue to challenge genetic-epidemiological research, mainly because observational methods struggle to achieve the degree of control that is possible using experimental designs (EU-GEI 2008; Caspi and Moffitt 2006). Concerns are listed below.

**The Ideal Sample Size for G × E Research**

Clearly the optimal sample size required to detect G × E will vary according to the design used. For example, case–control studies will generally require very large sample sizes simply because the genetic effects are expected to be small. However, even with prospective cohort studies, large sample sizes may be required when the environmental risk factor(s) and/or disorder of interest occur at low frequencies. However, large sample sizes are not always necessary, or desirable given the costs of amassing large samples. Indeed, sample size requirements can be substantially reduced with high-quality measurement of environmental risk factors, especially when measures are repeated over time (Wong et al. 2003); in particular, the use of momentary assessment technologies with many repeated measures holds promise for the detection of subtle gene–environment interactions (Myin-Germeys et al. 2001; Wichers et al. 2007a, b). Other methods to reduce sample size, based on selection of extreme exposure groups, may also apply (Boks et al. 2007).

**Biostatistics**

It is likely that mass genome-wide molecular genetic approaches, “enriched” with a few measures of “environmental” exposures, will create invalid and confusing findings, largely because of the extent of multiple testing and the opportunities for post hoc analyses afforded by such studies. It is of paramount importance to consider the study of G × E as a separate discipline, requiring a highly specialised and multidisciplinary approach taking both environment and genes seriously. A hypothesis-driven strategy focusing on final common pathways in which biological synergism between genetic and environmental mechanisms takes place, fed by information from functional enviromics and functional genomics pointing to promising neural systems and processes, may constitute the most productive approach. In combination, this will enable a translational approach for systematically studying the effect of environmental manipulations on neural systems linked to genetic risk for schizophrenia. However, even a hypothesis-driven approach is likely to face major challenges in the area of biostatistics. Even allowing for, as discussed earlier, the major problem of how to bridge the gap between statistical interaction (statistical manipulations of data) and biological synergism (biological processes in nature), which currently cannot be estimated directly (Van Os and Sham 2003), solutions to, for example,
modelling multiple ambiguous haplotype × environment interactions need to be developed (Lake et al. 2003). Fortunately, software allowing for modelling complicated interactions is currently being incorporated in several statistical programs (Li and Stephens 2003; Lange et al. 2004).

Which Endophenotypes to Study?

In order to elucidate converging pathways that are the site of biological synergism between genes and environments, a wide range of approaches employing intermediate (or endo-) phenotypes may be used. For example, one may focus on the domain of neural systems-level intermediate phenotypes (Meyer-Lindenberg et al. 2006; Murray et al. 2008; Barkus et al. 2007), cognition (Filbey et al. 2008; Touloupidou et al. 2007; Barnett et al. 2007a, b; Bombin et al. 2008), neuroanatomy (van Haren et al. 2008; Boos et al. 2007; Marcelis et al. 2003), salience attribution (Jensen et al. 2008; Kapur 2003), treatment response (Arranz and de Leon 2007), measures of course and outcome (Verdoux et al. 1996), subclinical psychosis expression (Stefanis et al. 2004; Schurhoff et al. 2003, 2007), neurotic symptoms (Zinkstok et al. 2008) and dynamic cerebral phenotypes in early-onset groups (Arango et al. 2008). The appeal of studying endophenotypes is obvious in that, compared to clinical diagnoses which are often characterised by substantial heterogeneity, endophenotypes appear to be cleaner, simpler constituents of psychopathology and (maybe falsely) promise improved chances of detecting true gene effects. Nonetheless, questions remain about which endophenotypes, for which disorder, are most worthy of study in a G×E framework. One argument against the use of endophenotypes is their apparently lower heritability estimates than the clinical phenotype (Greenwood et al. 2007). Although at first glance this may seem a valid argument, lower heritability estimates are only to be expected if endophenotypes reflect the “pure” contribution of genes and the clinical phenotype additionally represents the contribution of gene–environment interactions. The reason for this is that heritability estimates are derived from genetic epidemiological studies that estimate simple genetic and simple environmental contributions to schizophrenia liability. Unfortunately, these studies do not model the contribution of gene–environment interactions (G×E), because researchers tend to not include direct measures of the environment in such studies, thus precluding the quantification of gene–environment interactions. Therefore, the heritability of schizophrenia may be 80%, but simulations show that gene–environment interactions may make up the bulk of this proportion (Van Os and Sham 2003). Thus, endophenotypes may be more suitable measures of “pure” genetic risk, as heritability estimates of the clinical disorder may be inflated by gene–environment interactions. Further research on this issue is needed.

Multiple Tests

As mentioned earlier, there are legitimate concerns about low prior probability testing for associations between a large number of polymorphisms (for example, via
SNP chips) and specific disorders in the absence of some guiding theory that will allow researchers to sort true from false-positive associations. Guarding against “fishing trips” is important if we are to advance our understanding of how G×E operates in the development of schizophrenia.

**Conclusion**

Not only is there meta-analytic support for environmental effects on schizophrenia risk, evidence is now accumulating that environmental exposures are impacting on the risk for psychotic disorder in co-participation with genetic factors and that effects of genes and environment in isolation are likely small or non-existent.

Embracing a G×E approach has implications for gene discovery. That is, selecting and/or stratifying samples based on documented environmental risk exposure may help not only in the quest to identify new susceptibility genes for psychotic disorders but also in unravelling the pathway(s) to the onset of first-episode psychosis. For molecular genetic research, this means that the strategy of “brute force” (Collier 2008), used to compensate for loss of power due to underlying G×E by inclusion of huge samples of many thousands of patients and hundreds of thousands of markers along the genome, may be complemented by imaginative approaches based on environmental stratification. Genetic odds ratio of 1.1 in non-stratified samples may be considerably higher in exposed samples. In addition, distal tiny genetic contributions by themselves explain little if more proximal interactions with environmental component causes, explaining the underlying pathophysiology.

It is obvious that more funding needs to be directed to G×E research – after nearly 1,500 inconclusive molecular genetic investigations in schizophrenia complementary approaches no longer need to be excluded. The European Network of Schizophrenia Networks for the Study of Gene–Environment Interactions (EU-GEI) (EU-GEI 2008) has suggested that part of the funding may be necessary to bring together the multitude of disciplines, currently working in isolation of each other, which is necessary for the study of gene–environment interactions.

Future research needs to better integrate epidemiological and experimental paradigms focusing on functional enviromics and functional genomics (Caspi and Moffitt 2006; EU-GEI 2008). This is desirable because neither traditional genetic epidemiology nor epidemiologic studies on isolated environmental factors can tell us much about the biological mechanisms involved in a G×E. These approaches are complementary, with each informing the other, and ideally should be used in unison for best effect. Many (but by no means all) of the challenges confronting genetic epidemiology listed above can be addressed using experimental designs with their advantages of greater experimental control and precision. However, these benefits have to be balanced against the loss of ecological validity that can sometimes result.

Epidemiologists should be encouraged to incorporate more physiological (i.e., mechanistic) measures in their studies and to move beyond two-way interactions to models involving multiple genes and environments, as well as gene–gene and environment–environment interactions.
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Gene–Environment Interactions for Searchers


The Natural History of the Course and Outcome of Schizophrenia

Judith Allardyce and Jim van Os

Background

Understanding a disease’s pathological trajectory, by describing its progression and course, from the time an individual is exposed to causal factors until recovery or death, is just as important as aetiological understandings, when considering strategies to deal with disease prevention and control (Bhopal 2002; Wynne 1988). The natural history describes the uninterrupted trajectory in an individual of the biological and symptom development of a disorder from the moment it is initiated by exposure to its risk factors. However, there is very little information regarding the natural history of schizophrenia. Why is this? First, throughout history psychotic symptoms (with associated disability), i.e. the manifest cases, have resulted in institutional care or other medical, religious or cultural interventions, which influence the longitudinal progression, and certainly from the 1950s the vast majority of individuals diagnosed with schizophrenia have received antipsychotic medication; therefore, our contemporary studies examining course are unlikely to reflect the true natural history. Second, studies of natural history ideally require a disease-free population to be closely followed up either until the population is no longer at risk of the disease or until death. However, to date, most studies for pragmatic reasons have depended on cohorts in contact with clinical services; such samples are likely to be the people with the most severe symptoms or with significant associated disability, i.e. a need for care. There is mounting evidence, however, that these manifest cases are only a proportion of the people within the total population who have psychotic symptoms (Wiles et al. 2006; Olsson et al. 2002; Verdoux et al. 1998; van Os et al. 2000). Using the metaphor of the iceberg (Last 1963), these symptoms represent the tip of the iceberg, visible and measurable; however, in most diseases like the iceberg the majority of cases lurk unseen, unmeasured and forgotten by clinicians. Epidemiological studies which set out to examine the course and outcome of disease and forget this...
ubiquitous iceberg phenomenon by merely examining the clinically manifest cases are weak and potentially misleading (Last 2004). The unidentified subclinical cases may be missed cases or they may represent variants of the same pathological process or spectrum of disease. The goal of epidemiological studies of the course of disease is therefore to define the nature and causes of these subclinical and clinical spectrum variants by quantifying disease progression within aggregated populations and also at the individual level in order to develop models to reliably predict outcome. Such studies of the causes and consequences of psychotic processes should ideally be representative of the spectrum of psychosis; studies based on selected prodromal/or cases fulfilling diagnostic criteria for disorder are from the tip of the iceberg and may well give an erroneous view, especially when their findings are used in the evaluation of screening or early intervention strategies. Third, causal agents rarely act in isolation to increase risk, rather their effects are cumulative and act across a wide range of developmental periods perhaps even over decades. The long latency between exposure of causal factors and the eventual development of schizophrenia (the incubation period) means that studies designed to examine the nature and causes of the variation in course require population cohorts to be followed up and closely observed over decades or that cases have to retrospectively recall psychopathology and exposures, which is inherently fraught with bias, especially over such long incubation periods. Fourth, there is no reason to assume that the risk factors for the emergence of schizophrenia and those influencing its persistence are congruent (the discrete effect model); therefore, to fully describe the course of schizophrenia and its determinants from initial exposure of causal agents requires studies to span across the incubation period, onset and persistence of symptoms. Due to the above issues we do not have well-defined descriptions of the natural history of schizophrenia, and so have to try and piece together its progression inferred from a group of recent population studies examining subclinical psychotic-like experiences, such as brief low-grade psychotic experiences (in late childhood early adolescence) which demonstrably predict later onset of psychotic disorder and the (mostly older) studies examining the course of symptoms and disability, after diagnosis of disorder is made.

Nature of the Symptom Trajectory Prior to Diagnosis of Disorder

The Dunedin Multidisciplinary Health and Development study is a longitudinal follow-up of a representative birth cohort of 1,037 children born in Dunedin, New Zealand, during the year 1972–1973, which has not only sequentially assessed childhood developmental indices but also serially collected self-reported psychopathology (ages 11, 13, 15, 18 and 21 years) with further psychiatric interviews having been carried out at ages 11 and 26 years. The investigators examined whether self-reported delusional beliefs and hallucinatory experiences at age 11 years would predict schizophreniform psychiatric disorder at age 26 years (Poulton et al. 2000). By age 11 years, nearly 15% of the total cohort reported some psychotic experience. Children were grouped according to the strength/frequency of their psychotic
experiences (at age 11 years): the majority of children had no psychotic symptoms (control group \((n = 654)\)), an intermediate group had weak symptoms \((n = 95)\) and a small proportion had symptoms described as strong \((n = 12)\). At age 26 years, 2% of the controls had a diagnosis of schizophreniform disorder, compared with 9.5% in the weak-symptom group and 25% in the strong-symptom group. Early psychotic experiences specifically increased the risk for schizophreniform disorder moderately in the weak-symptom group (odds ratio 5.1, 95% confidence interval 1.7–18.3) and strongly in the strong-symptom group (odds ratio 16.4, 95% confidence interval 3.9–67.8), compared to controls. While 25% of the strong-symptom group had developed schizophreniform disorder, a further 70% (although not fulfilling the full diagnostic criteria for schizophreniform disorder) still reported some psychotic symptoms (persistence of pre-clinical psychotic experiences) at the age of 26 years and 90% had occupational and social difficulties. The strong-symptom group also manifest impairments in motor, language and cognitive ability, suggesting that pervasive and persistent psychotic experiences may be indicators of an underlying ongoing psychotic process, reflecting increased genetic liability. The weak-symptom group, on the other hand, did not have such prominent developmental abnormalities, although they had significant receptive language impairment, suggesting a weaker genetic liability. Replication of this transition from subclinical psychotic experiences to full-blown psychotic disorder over time comes from a longitudinal general population study in The Netherlands (The Netherlands Mental Health Survey and Incidence Study; NEMESIS) (Hanssen et al. 2005). In order to identify new cases of subclinical psychotic experiences, the investigators followed up the cohort for 1 year. Individuals who reported subclinical psychotic experiences at the 1-year assessment, but not at baseline, were considered incident cases. Next, a second-wave follow-up (over 2 years) allowed the risk of transition of subclinical to clinical psychotic disorder (both affective and non-affective psychosis) in the incident case group compared with the future risk of psychosis risk in the group of individuals with no clinical or subclinical psychotic experiences (controls). The incident cases were at significantly higher risk of developing psychotic disorders compared to the controls (odds ratio 65.1, 95% confidence interval 19.4–218.1) and the positive predictive value over 2 years was 8%. There was a dose–response relationship in the association between the number of subclinical psychotic experiences and the transition to clinical psychosis going from a risk of around 30 in individuals who had only one subclinical psychotic experience (odds ratio 27.3, 95% confidence interval 5.2–143.6) to a much higher risk in individuals who had multiple subclinical experiences (odds ratio 211.2, 95% confidence interval 51.6–864.1). In both the Dunedin Cohort and the NEMESIS study, transition from subclinical to clinical psychotic disorder was higher in individuals characterised by persistent subclinical psychotic experiences. In the NEMESIS study, transition was also partly dependent on the emotional context of the subclinical psychotic experience. Subclinical psychotic experiences (represented by the portion of the iceberg below the water line) have been found to be relatively common, in general population surveys, with a prevalence of around 15%. However, most are brief, self-limiting developmental phenomena. The reasons as to why approximately 15% of children have subclinical
psychotic experiences during development and the others do not are not fully established, but they may in part reflect the shared genetic liability for psychosis continuously distributed in the general population but understanding why some people with such symptoms go on to develop psychotic disorder and others do not is important for our understanding of the natural history of psychotic disorders.

A Dynamic Model of Psychosis Evolution: Proneness-Persistence-Impairment Hypothesis

In two large independent general population samples, NEMESIS and EDPD (the early developmental health and incidence survey), investigators examined the hypothesis that these relatively common, subclinical developmental psychotic experiences could become abnormally persistent when synergistically combined with known risk factors for onset of psychotic disorders (the study used cannabis, urban upbringing and developmental trauma) (Cougnard et al. 2007). Over a follow-up period of 3 years, the studies found the rates of subclinical psychotic experiences, which persisted to be relatively low, to be 26% (NEMESIS) and 31% (EDSP); however, rates of persistence increased progressively with higher baseline doses of exposure to known risk factors. This suggests that environmental determinants of psychotic disorders may in part operate by driving up the rates of subclinical psychotic experiences, which become persistent in individuals with a genetic liability for psychosis. A dynamic model of psychosis evolution or proneness-persistence-impairment model may best conceptualise this trajectory from developmental expression of psychosis liability (transitory subclinical psychotic symptoms) to more intrusive persistent subclinical psychotic symptoms to significant impairment and dysfunction and the eventual onset of psychotic disorder. Such a model provides a framework for further investigation of the ontogenesis of psychotic disorders. Although the psychosis-proneness-persistence-impairment model of psychosis offers a possible insight into the underlying mechanism for development of psychosis, its estimated positive predictive power of around 40% for persistent subclinical symptoms ability to estimate onset of future psychotic disorders is still too low to be useful as a general population screening test (Van Os et al. 2008).

Studies of the Course and Outcome of Psychosis: Evidence from Clinical Samples of Patients Diagnosed with Schizophrenia

The pervading clinical and societal view of schizophrenia is of a debilitating progressive disorder of poor outcome, a legacy from Kraepelin’s studies of the course of psychoses in patients admitted to a large custodial institution in Germany, during the late nineteenth century. He combined a number of clinical syndromes into a single disease entity (dementia praecox) due to his clinical observation that they seemed to share a poor outcome (estimated permanent cure: range 2.6–16%). However, the
asylum provided long-term residential care for people with the most severe, complex and debilitating conditions (that is, a biased sample, skewed towards the worst outcomes), which is unlikely to fully reflect the complete range of outcomes for schizophrenia, a fact recognised by Kraepelin himself (Kraepelin 1971). While most clinicians no longer work in long-term custodial settings, clinical caseloads remain principally of patients requiring sustained contact with clinical service, rather than a truly representative sample of everyone ever diagnosed with schizophrenia so perpetuating the clinical illusion of schizophrenia as an invariably chronic and deteriorating disorder (Harding et al. 1987d).

Methodological Difficulties in Defining the Course and Outcome of Schizophrenia After Diagnosis

During the last century, many studies have attempted to examine the outcome of schizophrenia; yet despite this best effort, the data on longitudinal course remain weak principally due to the innate methodological difficulties associated with follow-up studies, which are especially sensitive to confounding and bias (Van Os 2008):

1. Variation in the populations from which patients are selected: Many studies have relied on in-patients samples only. However, approximately 20% of schizophrenic patients are never admitted to hospital and they may differ from those admitted in important variables associated with outcome (Driessen et al. 1998)

2. Variation in diagnostic criteria: Lack of concordance between different classification systems may result in different samples being identified. When ‘broad’ concepts of schizophrenia are employed, the results are more favourable than studies using ‘narrow’ definitions (Harrison and Mason 1993). Follow-up studies for patients who have been diagnosed using ICD-9/10 on average yield prognostically more favourable results than those using the narrower more restrictive criteria found in DSM III and later (Westermeyer and Harrow 1984; Hegarty et al. 1994). Furthermore, if the diagnostic criteria for schizophrenia are repeatedly modified over time (e.g. with revisions of DSM or ICD), it may lead to subtle variation in the course and outcome, which makes the systematic combination of the results difficult.

3. Variation in the length of illness before entry into the follow-up study: If this varies then subjects with an admixture of follow-up epochs and levels of symptom persistence are being examined.

4. Variation in length of follow-up: In general the longer time of follow-up, the less representative a single cross-sectional measure of course will be, but here validity is highly dependent on the quality of the sources of information of any retrospective assessment. A number of instruments with reported good reliability have now been developed to record course retrospectively, e.g. the

5. **Variability of completeness of follow-up**: In any follow-up study, a proportion of cases will be lost to follow-up due to death, migration, refusal or are untraceable for other reasons. Many of the studies have high rates of attrition (greater than 20%) and were carried out at a time when the researcher was unable to take account for this attrition (using imputation methods or other latent variable methods) during the analyses; however, loss to follow-up may be related to particular patterns of course and outcome, which will bias towards a particular outcome. It is possible that patients with better outcome are less likely to be followed up.

6. **Variation in the concepts and methods used to assess course and outcome**: There is no single measure of course and outcome of schizophrenia, and widely different concepts are used in different studies. Qualitative summary terms, such as ‘recovery’ ‘improvement’ or ‘deterioration’, are likely to obfuscate intra-individual variability over time; furthermore, such terms are used inconsistently. Outcome is a multidimensional construct (at least three domains should be considered: symptom severity, functional impairment and disability in social and occupational roles). However, these domains are related and few studies have used data reduction techniques to deal with the problems of multiple analyses. Furthermore in some individuals, their outcome status will vary considerably as a function of the actual outcome measure or domain used. That is, a person may continue to work in spite of moderate chronic psychotic symptoms or may have low rating of positive psychotic symptoms but significant social disability due to grumbling negative symptoms or residual anxiety (Strauss and Carpenter 1974). This is demonstrated in Table 1 (van Os 2008). Lastly, few studies have been able to examine serial follow-up measures and have to depend on a single outcome measure which is less representative of longitudinal course especially when follow-up is long and therefore many studies have not explored the dynamic adaptive variability of course and when they have there is no consistency in course descriptors used. Some authors suggest that the variation in course could be described accurately in three or four types (Shepherd et al. 1989) to as many as 70 or so descriptors (Huber et al. 1980).

7. **Variation in the characteristics of the general population**: For example, social outcomes (e.g. unemployment) will be influenced by the general unemployment rates in the area.

8. **Variation in statistical techniques and adjustment of confounding**: Statistical methods, which deal with multiple comparisons made at different time points, were not available or not available at the time of publication of the many studies. And many investigators have not had sufficient resources to collect adequate data on potential confounding variables when assessing potential predictor (or prognostic indicators).

9. **Variation in long-term management of schizophrenia**: Finally, treatment varies across time and place, which may differentially modify the natural history of the disorder.
Table 1

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>Event rate</th>
<th>Upper limit</th>
<th>Lower limit</th>
<th>definition of poor outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Müller, 1951 (Germany)</td>
<td>200</td>
<td>0.41</td>
<td>0.34</td>
<td>0.48</td>
<td>insidious chronic course, continual need for full time care</td>
</tr>
<tr>
<td>Bland, 1979 (Alberta)</td>
<td>43</td>
<td>0.16</td>
<td>0.05</td>
<td>0.27</td>
<td>severe chronic social and/or intellectual deficit</td>
</tr>
<tr>
<td>Stephens, 1978 (Baltimore)</td>
<td>349</td>
<td>0.30</td>
<td>0.25</td>
<td>0.35</td>
<td>&quot;unproved&quot; evidence of chronic sustained psychotic symptoms</td>
</tr>
<tr>
<td>Compl, 1980 (Switzerland)</td>
<td>289</td>
<td>0.18</td>
<td>0.14</td>
<td>0.22</td>
<td>severe chronic phase</td>
</tr>
<tr>
<td>Salokangas, 1983 (Finland)</td>
<td>167</td>
<td>0.24</td>
<td>0.18</td>
<td>0.31</td>
<td>continuous psychotic symptoms</td>
</tr>
<tr>
<td>Rabher, 1966 (New York)</td>
<td>36</td>
<td>0.44</td>
<td>0.28</td>
<td>0.61</td>
<td>relapsed or in-episode evidence of psychotic symptoms</td>
</tr>
<tr>
<td>Sartorus, 1965 (Multinational)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>unimproved chronic course, continual need for full time care</td>
</tr>
<tr>
<td>Shepherd, 1989 (UK)</td>
<td>107</td>
<td>0.43</td>
<td>0.34</td>
<td>0.52</td>
<td>remained impaired throughout follow up</td>
</tr>
<tr>
<td>SSSR, 1989 (Scotland)</td>
<td>49</td>
<td>0.39</td>
<td>0.25</td>
<td>0.52</td>
<td>psychotic symptoms present at follow up</td>
</tr>
<tr>
<td>Memmone, 1992 (Germany)</td>
<td>335</td>
<td>0.17</td>
<td>0.13</td>
<td>0.21</td>
<td>psychotic symptoms present at follow up</td>
</tr>
<tr>
<td>Thara, 1994 (India)</td>
<td>76</td>
<td>0.07</td>
<td>0.01</td>
<td>0.12</td>
<td>moderate to severe symptoms at follow up</td>
</tr>
<tr>
<td>Mason, 1996 (UK)</td>
<td>58</td>
<td>0.34</td>
<td>0.22</td>
<td>0.47</td>
<td>&quot;poor outcome&quot; evidence of ongoing persistent psychotic symptoms</td>
</tr>
<tr>
<td>Wieselgren, 1994 (Sweden)</td>
<td>101</td>
<td>0.14</td>
<td>0.07</td>
<td>0.21</td>
<td>chronic continuous psychotic symptoms</td>
</tr>
<tr>
<td>Ginn, 1996 (Bulgaria)</td>
<td>55</td>
<td>0.45</td>
<td>0.32</td>
<td>0.59</td>
<td>chronic continuous psychotic symptoms</td>
</tr>
<tr>
<td>Wiersma, 1998 (Netherlands)</td>
<td>82</td>
<td>0.11</td>
<td>0.04</td>
<td>0.18</td>
<td>chronic continuous psychotic symptoms</td>
</tr>
<tr>
<td>Vanquez-Barques, 1999 (Spain)</td>
<td>76</td>
<td>0.09</td>
<td>0.03</td>
<td>0.16</td>
<td>GAF score = 1 at follow up</td>
</tr>
<tr>
<td>Sterling, 2003 (UK)</td>
<td>49</td>
<td>-0.06</td>
<td>-0.01</td>
<td>0.13</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Study</th>
<th>N</th>
<th>Event rate</th>
<th>Upper limit</th>
<th>Lower limit</th>
<th>definition of good outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Müller, 1951 (Germany)</td>
<td>200</td>
<td>0.32</td>
<td>0.26</td>
<td>0.46</td>
<td>recovered or substantially improved at time of discharge</td>
</tr>
<tr>
<td>Bland, 1979 (Alberta)</td>
<td>43</td>
<td>0.21</td>
<td>0.09</td>
<td>0.33</td>
<td>symptomatic recovery with no social or intellectual deficit</td>
</tr>
<tr>
<td>Stephens, 1978 (Baltimore)</td>
<td>349</td>
<td>0.24</td>
<td>0.20</td>
<td>0.29</td>
<td>&quot;recovered&quot; included patients with symptoms but no social impairment</td>
</tr>
<tr>
<td>Compl, 1980 (Switzerland)</td>
<td>269</td>
<td>0.27</td>
<td>0.22</td>
<td>0.32</td>
<td>remitted completely or had only mild residual symptoms</td>
</tr>
<tr>
<td>Salokangas, 1983 (Finland)</td>
<td>161</td>
<td>0.55</td>
<td>0.47</td>
<td>0.62</td>
<td>complete recovery or occasional mild psychiatric symptoms</td>
</tr>
<tr>
<td>Rabher, 1966 (New York)</td>
<td>36</td>
<td>0.56</td>
<td>0.39</td>
<td>0.72</td>
<td>symptomatic remission for at least 3 months prior assessment</td>
</tr>
<tr>
<td>Sartorus, 1965 (Multinational)</td>
<td>1152</td>
<td>0.39</td>
<td>0.36</td>
<td>0.42</td>
<td>one episode with no or minimal symptoms at follow up</td>
</tr>
<tr>
<td>Shepherd, 1989 (UK)</td>
<td>107</td>
<td>0.22</td>
<td>0.15</td>
<td>0.36</td>
<td>had no relapse during follow up</td>
</tr>
<tr>
<td>SSSR, 1989 (Scotland)</td>
<td>49</td>
<td>0.37</td>
<td>0.23</td>
<td>0.56</td>
<td>asymptomatic and functioning adequately</td>
</tr>
<tr>
<td>Memmone, 1992 (Germany)</td>
<td>385</td>
<td>0.07</td>
<td>0.04</td>
<td>0.10</td>
<td>full remission</td>
</tr>
<tr>
<td>Thara, 1994 (India)</td>
<td>76</td>
<td>0.17</td>
<td>0.09</td>
<td>0.26</td>
<td>complete recovery without relapse during follow up period</td>
</tr>
<tr>
<td>Mason, 1996 (United Kingdom)</td>
<td>58</td>
<td>0.52</td>
<td>0.39</td>
<td>0.65</td>
<td>full recovery over follow up</td>
</tr>
<tr>
<td>Wieselgren, 1996 (Sweden)</td>
<td>101</td>
<td>0.32</td>
<td>0.21</td>
<td>0.39</td>
<td>full remission</td>
</tr>
<tr>
<td>Ginn, 1996 (Bulgaria)</td>
<td>55</td>
<td>0.38</td>
<td>0.25</td>
<td>0.51</td>
<td>dichotomized variable &quot;good outcome&quot; versus &quot;poor outcome&quot;</td>
</tr>
<tr>
<td>Wiersma, 1998 (Netherlands)</td>
<td>82</td>
<td>0.27</td>
<td>0.17</td>
<td>0.36</td>
<td>complete remission</td>
</tr>
<tr>
<td>Vanquez-Barques, 1999 (Spain)</td>
<td>76</td>
<td>0.32</td>
<td>0.21</td>
<td>0.42</td>
<td>symptomatic recovery may have residual symptoms</td>
</tr>
<tr>
<td>Sterling, 2003 (UK)</td>
<td>49</td>
<td>0.47</td>
<td>0.33</td>
<td>0.61</td>
<td>categorical measure GAF score = 4</td>
</tr>
</tbody>
</table>

Evidence from Recent Meta-analytical Studies of Outcome of Schizophrenia

Systematic review of prospectively designed studies examining the outcome of first-episode schizophrenia (and other psychosis) published during the period 1966–2003 found good outcome in 42%, intermediate outcome in 35% and poor outcome in 27% of the samples with a diagnosis of schizophrenia. However, these pooled estimates should be interpreted with caution as they have combined studies which used different definitions of schizophrenia, have different sample biases, compare outcome categories which may be incomparable, e.g. good outcome in one study is equivalent to intermediate outcome in another, and the outcome typologies are broad and do not fully reflect the enormous heterogeneity of trajectories; furthermore, the degree of completeness of the follow-up varied considerably across the studies. This
frequency distribution is comparable with the findings from an earlier meta-analysis, which is hampered by similar threats to comparability (Hegarty 1994; Menezes et al. 2006; Bromet et al. 2005).

In order to augment the findings of these studies, we review important follow-up studies which have been published in the last decade, which were all epidemiologically defined representative samples of first admission or first contact schizophrenia (spectrum) disorder operationally defined using modern classification system (ICD, DSM or RDC) of long-term follow-up (greater than 10 years). Most of these studies were excluded from a recently published systematic review of outcome due to its strict definition of prospective (Menezes et al. 2006). Here we review such studies where although the assessment of course may often have been retrospective and rather limited, the cross-sectional clinical outcome measures were gathered prospectively and included a face-to-face interview with the patient and where possible informant information from family or psychiatric services was sought. Eight separate cohorts were identified (Tables 2–4), which had useful information on long-term outcome (Eaton et al. 1998; Wiersma et al. 1998; Mason et al. 1995, 1996, 1997; Ganev 1998; Hans-Jürgen Möller 2000; Jäger 2004; Harrow et al. 2000; Herbener and Harrow 2001; Racenstein et al. 2002;

<table>
<thead>
<tr>
<th>Cohort studied</th>
<th>Follow-up time (years)</th>
<th>Mean age of presentation (years)</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groningen (NL)</td>
<td>15</td>
<td>23</td>
<td>–</td>
</tr>
<tr>
<td>Nottingham (UK)</td>
<td>13</td>
<td>29</td>
<td>7.01</td>
</tr>
<tr>
<td>Sofia (Bulgaria)</td>
<td>16</td>
<td>27.2</td>
<td>8.08</td>
</tr>
<tr>
<td>Munich (Germany)</td>
<td>15</td>
<td>30.10</td>
<td>11.8</td>
</tr>
<tr>
<td>Chicago (USA)</td>
<td>20</td>
<td>22.9</td>
<td>3.91</td>
</tr>
<tr>
<td>Manchester (UK)</td>
<td>10</td>
<td>26.3</td>
<td>10</td>
</tr>
<tr>
<td>Madras (India)</td>
<td>20</td>
<td>24.5</td>
<td>6.5</td>
</tr>
<tr>
<td>Singapore</td>
<td>20</td>
<td>23.30</td>
<td>2.43</td>
</tr>
</tbody>
</table>

Table 3

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Statistics for each study</th>
<th>Event rate and 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Groningen (The Netherlands)</td>
<td>0.512 0.405 0.618 0.221 0.825</td>
<td></td>
</tr>
<tr>
<td>Nottingham (United Kingdom)</td>
<td>0.672 0.551 0.773 2.751 0.006</td>
<td></td>
</tr>
<tr>
<td>Sofia (Bulgaria)</td>
<td>0.350 0.241 0.478 2.287 0.022</td>
<td></td>
</tr>
<tr>
<td>Munich (Germany)</td>
<td>0.632 0.518 0.732 2.267 0.023</td>
<td></td>
</tr>
<tr>
<td>Chicago (United States of America)</td>
<td>0.643 0.525 0.746 2.356 0.018</td>
<td></td>
</tr>
<tr>
<td>Manchester (United Kingdom)</td>
<td>0.583 0.470 0.651 1.319 0.187</td>
<td></td>
</tr>
<tr>
<td>Madras (India)</td>
<td>0.500 0.398 0.602 0.000 1.000</td>
<td></td>
</tr>
</tbody>
</table>

Meta Analysis
Table 4

<table>
<thead>
<tr>
<th>Study name</th>
<th>Statistics for each study</th>
<th>Event rate and 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Event rate</td>
<td>Lower limit</td>
</tr>
<tr>
<td>Groningen (The Netherlands)</td>
<td>0.768</td>
<td>0.665</td>
</tr>
<tr>
<td>Nottingham (United Kingdom)</td>
<td>0.848</td>
<td>0.764</td>
</tr>
<tr>
<td>Sofia (Bulgaria)</td>
<td>0.917</td>
<td>0.815</td>
</tr>
<tr>
<td>Munich (Germany)</td>
<td>0.921</td>
<td>0.880</td>
</tr>
<tr>
<td>Chicago (United States of America)</td>
<td>0.808</td>
<td>0.755</td>
</tr>
<tr>
<td>Manchester (United Kingdom)</td>
<td>0.438</td>
<td>0.349</td>
</tr>
<tr>
<td>Madras (India)</td>
<td>0.844</td>
<td>0.754</td>
</tr>
<tr>
<td>Singapore</td>
<td>0.721</td>
<td>0.676</td>
</tr>
</tbody>
</table>

Meta Analysis

Herbener et al. 2005; Stirling et al. 2003; Kua 2003; Thara et al. 1994). There is still significant methodological and clinical heterogeneity between these long-term studies, e.g. the use of first admission, first contact and recent contact with services used in different studies, i.e. lead time bias (differential stage of disorder at entry to follow-up study). While all studies have used reliable tools for the assessment of outcome such as the WHO Life Chart or a Global assessment of functioning (symptom) score, these are only recognised as valid for the period around the time of the outcome assessment (maximum of 2 years). Therefore, we have only weak information regarding the intervening years and tells us little about the pathological trajectory or the dynamic interplay between the patient, disorder and environment. All these caveats notwithstanding, there is relative heterogeneity of some important methodological considerations. With regard to the age of onset of the samples being compared (Table 2), sex distribution (Table 3), and the loss to follow-up (attrition rates) (Table 4). The statistical combination of these studies concurs with other meta-analyses finding, 41% of the samples being in remission at the time of outcome assessment (Table 5).

Taken together, the evidence from recently published systematic reviews generally supports the following conclusions. (1) The course of schizophrenia is highly variable both within patient and between patients, even after taking account of methodological heterogeneity across studies. There is a broad range of possible course patterns ranging from complete recovery to continuous unremitting psychopathology, cognitive performance and social functioning. Between such extremes, a substantial number of patients present with multiple episodes of psychosis interspersed with partial remission. However, our current rudimentary typologies of good/bad outcome, remitted and unremitting, do not allow us to tease out the within-class heterogeneity. (2) Less than half of patients diagnosed with schizophrenia show substantial clinical improvement after follow-up time averaging 6 years. While these estimates are more optimistic than the earlier reports based on observations in institutional settings, they importantly emphasise the fact that schizophrenia
Table 5

<table>
<thead>
<tr>
<th>Cohort name</th>
<th>Statistics for each study</th>
<th>Event rate and 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Event</td>
<td>Lower</td>
</tr>
<tr>
<td>Groningen (The Netherlands)</td>
<td>0.268</td>
<td>0.184</td>
</tr>
<tr>
<td>Nottingham (United Kingdom)</td>
<td>0.418</td>
<td>0.306</td>
</tr>
<tr>
<td>Sofia (Bulgaria)</td>
<td>0.350</td>
<td>0.241</td>
</tr>
<tr>
<td>Munich (Germany)</td>
<td>0.355</td>
<td>0.256</td>
</tr>
<tr>
<td>Chicago (United States of America)</td>
<td>0.429</td>
<td>0.318</td>
</tr>
<tr>
<td>Madras (India)</td>
<td>0.474</td>
<td>0.365</td>
</tr>
<tr>
<td>Singapore</td>
<td>0.463</td>
<td>0.414</td>
</tr>
<tr>
<td></td>
<td>0.407</td>
<td>0.356</td>
</tr>
</tbody>
</table>

Meta Analysis

is more often associated with persistent chronic disability that profoundly affects a person’s development and quality of life. (3) Examining the trends in course and outcome over the last century revealed substantial gains in favourable outcome from the 1920s until the 1970s, after which the gradient seemed to reverse (slightly). This biphasic trend may reflect developments in treatment, changes in diagnostic criteria across the decades as well as possible sampling bias. It has been suggested that this secular trend observed represents a benign metamorphosis in the course and outcome of schizophrenia (Harrison and Mason 1993; Zubin et al. 1983); moreover, the virtual disappearance of the most lethal form of catatonia was evident even before the introduction of antipsychotics. The reasons for this are unclear but may reflect changes in health-care provision and the development of psychological, social and rehabilitation approaches to treatment. Unfortunately, the current cannon of outcome studies (as published) does not lend itself to easily disentangling direct disease effects from environmental factors, which may influence the persistence of the disorder. (4) There may be some fluctuation in course, with the greatest variability being in the first 5–10 years, after which the course tends to plateau out. However, cross-sectional outcome measures of psychopathology are not found to be dependent on study duration, suggesting no clear pattern of deterioration (McGlashan 1988). (5) On average, patients with a diagnosis of schizophrenia have the poorest outcome, with schizo-affective patients occupying an intermediate position between schizophrenia and affective psychosis; however, diagnostic categories of psychosis poorly predict outcome. (6) Course and outcome estimates vary depending on the diagnostic classification used. Patients diagnosed using broadly defined schizophrenia have generally better outcomes compared to the narrowly defined (post-DSM III) schizophrenia. (7) The vast majority of the outcome studies to date come from Western Europe and the United States; there is little information from the developing economy states. (8) There is no reliable set of predictors for course and outcome yet identified. Furthermore, the predictive value of putative prognostic indicators is generally poor and likely to depend on the duration of illness (stage) and the projec-
tion time. Significant methodological differences in definition of predictor variables, adjustments for other known risk factors, differential attrition rates (loss to follow-up) and variation in outcome measurement reduce the comparability of studies on the prediction of prognosis and make exploratory subgroup analyses difficult despite a large number of published studies. Best estimates to date suggest that all known prognostic factors or psychopathology explain only a small amount of the total variance in outcome (estimates at around 30%, depending on the outcome domain under study), which translates into low predictive power.

**Future Directions**

To understand the natural history of psychosis, it will not be enough to simply continue to repeat the studies using clinical samples (first episode) or high-risk samples of people with ‘at-risk mental states’ or prodromal syndromes, to fully understand the dynamic nature of the pathological trajectory and its mutability with environmental factors will eventually require to study a more population-based approach of the whole spectrum of psychotic experiences. Furthermore, the statistical combination of outcome studies for schizophrenia more or less concurs, with around 40% of people having good outcome. The current typologies obfuscate marked within outcome category heterogeneity, and tell us very little about the course and its dynamic interplay with psychological and environmental factors. Our current literature base has employed classical epidemiological approaches with analyses being based on linear deterministic models of diagnoses or subsets of diagnoses resulting in biologically immutable (or partially mutable through treatment) outcomes. However, even from some of these outcome studies published over 20 years ago (Harding et al. 1987a, b, c), there is evidence suggesting marked variability within the individual, suggesting that it is not the disease which is immutable but rather the persons’ liability, and the outcome is actual fact of the consequence of the interplay of the biological, social and psychological factors (Fig. 1) (Harding et al. 1987d). The current typologies may be clinically helpful; we have to try and tease out which constructs are the best discriminators of important functional outcomes, and if we wish to understand the causal determinants of persistence, we may have to employ different statistical methods which take into consideration the continuous fluid and dynamic nature of the construct, perhaps using growth mixture modelling or other latent variable techniques. We will have to better elucidate the relationship between the different clinical and functional domains of outcome as current measures. A recent study examining this issue using mixture modelling techniques for data reduction purposes, on outcome at 5 years, yielded three ordered classes, which varied by the level of outcome severity, from best, with little residual disability of clinical symptomology, to worst, with severe and chronic symptoms and social disability. There were however clear monotonic changes in the level of symptomology and disability across the classes, while the methodology employed in this study, latent class analysis (LCA), can make no firm assumptions about the underlying latent
structure of outcome. The ordered classes suggest a dimensional outcome gradient (Fig. 2) (Allardyce 2009). Further research examining outcome using fine-grained assessment of outcomes, and latent variable modelling employed to better understand the relationships between the outcome measures, as they emerge would be informative.

Latent class analysis on outcome at 5 years
: 3 class solution

Best outcome N=86
(23%)

Intermediate outcome N=175
(46%)

Poorest outcome N=118
(31%)

Monotonic outcome gradient = suggestive continuum of outcome severity

Fig. 2 Latent class analysis on outcome at 5 years: three class solution
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Impact of Contextual Environmental Mechanisms on the Incidence of Schizophrenia and Other Psychoses

James B. Kirkbride

Introduction

We do not know, in most cases, how far social failure and success are due to heredity, and how far to environment. But environment is the easier of the two to improve.

JBS Haldane, 1892–1964

Substitute “schizophrenia and other psychoses” for “social failure and success” and the relevancy of JBS Haldane’s quote to the search for the causes of psychotic disorders becomes immediately apparent. If we accept Tim Crow’s powerful assertion that psychosis is the price Homo sapiens pay for language (Crow 2000) then there shall be no requirement to bastardise the quote at all.

This hypothesis builds upon the work of previous scientists to have considered why schizophrenia persists in the population despite its apparent genetic disadvantage. From an evolutionary perspective, Kuttner et al. (1967) postulated that schizophrenia was an inherently human disorder, inextricably bound to our development of functions to realise complex social relations, intelligence and, as Crow supports, language. In his influential work, Professor Crow (2000) suggests that a process of lateralisation in the brain at some shared point in our ancestry, leading to the asymmetry of function but not form, allowed humans to evolve this unique capacity that marks us out from other species. Put simply, when abnormalities in this lateralisation process occur, the result is psychosis, a misinterpretation of thoughts and messages received and processed by the brain, leading to the common positive symptoms of psychosis: delusions and hallucinations.

This superficially intuitive theory – that psychosis is a uniquely human phenomenon – assumes that the phenomenology and epidemiology of the disorder is globally ubiquitous. If the disorder were to occur equally worldwide, this would
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support a common genetic mutation in the brain of less evolved Homo species – perhaps even of a single gene [sic] (Crow 1995) – which led to both the extra functionality of language and higher order cognitive processing, and the devastating effects of psychosis. Geographical homogeneity in incidence would suggest that this genetic change occurred at a common point in our ancestry, prior to the speciation event that would allow Homo sapiens to leave Africa and populate every continent on Earth. The genetic advantages conferred by our capacity for language would be so great that it would not only lead to the extinction of all other Homo species, but that psychosis, the unfortunate by-product of our evolutionary advantage, would be the price humans paid for language. Crow (2000) argues that the inextricable connection of psychosis to language resolves the central paradox of schizophrenia: that it is maintained in the population, despite considerable disadvantage to those who bear it, because it confers such massive evolutionary advantages to the remainder of the population.

Two recent developments in our understanding of schizophrenia and other psychoses do not support the exact mechanisms of Crow’s hypothesis (though these developments do not exclude the possibility that his general theory remains correct). First, the great hope that schizophrenia would be a disorder resulting from mutation of a single gene has not been borne out by the research (Owen et al. 2005). Rather, several genes, presumably of small effect, are likely to interact with each other (and, most likely, the environment) to provide a polygenetic basis for the origins of psychotic disorder. Sadly, there have been few consistent replications for candidate schizophrenia genes from linkage or association studies, but there is hope that future genome-wide association studies (GWASs) may elucidate risk genes for psychoses (Collier 2008). Further epigenetic processes – changes to the expression of genes rather than the sequence itself – may provide another layer of complexity, which psychiatric researchers are only beginning to get a handle on. While the focus of the remainder of this chapter is on the environment and psychosis, it is important to acknowledge that genes, epigenetic processes and the environment are likely to be inexplicably linked. For a full review of the latest genetic findings in schizophrenia research see Part III.

The second development in our understanding of psychosis to challenge the mechanism of Crow’s speciation hypothesis is that one of its central tenets – that the incidence of psychosis is equal worldwide – can no longer be supported. This view was largely based on the erroneous interpretation of the World Health Organization’s (WHO) Ten Country study in which the authors reported nearly a threefold difference in incidence between centres with the highest and lowest rates (Jablensky et al. 1992). Because this variation only reached statistical significance for broadly defined schizophrenia, the results were misinterpreted by some as providing evidence for homogeneity in the incidence of narrowly defined schizophrenia. It is now apparent that this conclusion was premature. The inconclusive results of the WHO study could better be attributed to an absence of evidence rather than the evidence of absence. Several epidemiological studies – of increasing methodological rigour – have now shown considerable variation in the incidence of psychotic disorders (McGrath et al. 2004; March et al.
2008), not only along the classic demographic dimensions of age and sex but by ethnicity, immigration, social class and, importantly, place. The view that schizophrenia and other psychotic disorders are egalitarian, indiscriminately affecting people with an equal probability wherever they live in the world, can no longer be sustained.

This variation has major implications for schizophrenia research, not only because it counters a widely held misconception in psychiatry but because it implicates that the environment is aetiologically relevant to the onset of psychosis, either through direct main effects or through more complex contextual mechanisms interacting with individual-level risk, including genetic susceptibility and possible epigenetic processes. In this chapter, I will highlight the exact contextual mechanisms for schizophrenia that have thus far been identified. Since, as Haldane notes, the environment is (presently) more eminently modifiable than our genetic code, it seems logical that putative prevention strategies for schizophrenia will necessarily require us to elucidate those environments – or the contextual mechanisms through which different environments impinge upon different individuals – which increase the probability (risk) of developing psychosis.

In the following chapter, I will briefly delineate the scope of this chapter and define what is meant by a “contextual environmental mechanism”. I will outline the evidence supporting variation in the incidence of schizophrenia by major socioenvironmental factors including ethnicity and place, before reviewing the main candidate socioenvironmental risk factors that have been proposed to explain higher incidence rates of psychoses in immigrant groups and certain geographical locales. As we shall see, some of these environmental factors are likely to be highly contextual, with evidence emerging that individual risk is embedded within socioenvironmental experience. I will then consider the compelling public health prerogative that argues for the identification and removal of people from “risky” environments in order to successfully prevent psychosis. I conclude by attempting to place the evidence for contextual mechanisms in psychosis into a broader theory of psychosis onset. In doing so, I hope to demonstrate that far from disproving Crow’s (1995) hypothesis, the presence of heterogeneity in the incidence of schizophrenia can still be consistent with his theory, although in the light of new genetic and environmental evidence, with some modification.

**Epidemiological and Clinical Scope of the Chapter**

Both incidence (new cases) and prevalence (new and existing cases) can offer important epidemiological clues as the aetiological basis of disease. However, for schizophrenia, and psychiatric disorders more generally, prevalence rates are less aetologically useful because they are a function not only of the number of new cases but of the death rate for people with psychosis, and course and duration of illness, all of which are confounded by treatment. This is not to say that preva-
lence is unimportant. Understanding the prevalence of psychosis – particularly the lifetime prevalence – gives us an understanding of the expected burden of psychosis in different populations. Such information is therefore pivotal for planning effective mental health-care services. The lifetime prevalence of schizophrenia is typically estimated at around 1% (Regier et al. 1988; Kessler et al. 1994), although a recent meta-analysis has found variation along some dimensions including socioeconomic and migrant status (Saha et al. 2005). Such variation may be attributable to the incidence of disorder, or care and treatment thereafter, and illustrates the difficulty in separating out possible causal mechanisms from effects of service provision and treatment.

Incidence rates potentially offer more clues about the aetiological basis of schizophrenia because they should be less influenced by issues inherent to prevalence rates. Most studies interested in putative variation in schizophrenia and its possible contextual environmental correlates have used incident cases of disorder over prevalent cases because the possible effects of treatment and survival on estimates can be minimised. Studies that include incident cases typically refer to cases of psychoses in their first episode of disorder. Since schizophrenia and other psychoses may present a recurring, chronic episodic pattern, it is important to ensure that cases have not previously presented to services. Incident cases can be included in several epidemiological study designs including cross-sectional, case–control and cohort studies. Each design has a number of different strengths and weaknesses and each lends progressive degrees of support for causal associations between the putative exposure variable and outcome (it is beyond the scope of this chapter to provide an introduction to psychiatric epidemiology, but for an excellent primer on the subject see Susser et al., 2006b). In this chapter, I therefore limit the scope to studies based on incident cases of schizophrenia, wherever possible.

Although this chapter is written for the 6th Search for the Causes of Schizophrenia, it is almost impossible to provide a complete introduction to the contextual mechanisms that influence the risk – or incidence – of disorder, without drawing upon evidence for complementary and/or contrasting associations between putative environmental factors and other psychotic disorders. In advance of the release of DSM-V, there has been considerable debate about the value of a categorical classification of psychotic disorders over a dimensional approach (Allardyce et al. 2007), which instead draws together common symptoms such as positive or negative symptoms, mania or substance abuse. This thinking is in line with the idea that a dimensional approach is more sensitive to an underlying continuum of psychosis liability in the population (van Os 2003). It is difficult to discuss contextual mechanisms for schizophrenia without drawing upon evidence from other relevant psychotic disorders or even from population-based samples of psychosis-like experiences. Therefore, while schizophrenia is the foremost focus of this chapter, I will also, where relevant, draw upon findings that provide support for, or against, contextual mechanisms in relation to other psychotic disorders, such as bipolar disorder and the depressive psychoses. Here, I also include literature on both narrowly defined schizophrenia (such as DSM-IV 295.xx or ICD-10 F20) and the broader definition,
which extends to other non-affective psychoses including schizophreniform disorder and schizoaffective disorder (i.e., DSM-IV 295.xx, 297.xx 298.8, 298.9, or ICD-10 F20-29).

**Defining Contextual Mechanisms and Variables**

Just what do we mean by “contextual” variables and mechanisms? For the purposes of this chapter, a contextual mechanism is defined as the process through which an environmental exposure may act differentially upon an individual’s risk of developing schizophrenia, depending on their individual-level characteristics. A good example is that of the relationship between the increased risk of schizophrenia for people of ethnic minority status and the level of ethnic density in the neighbourhood in which they live (Boydell et al. 2001). For some ethnic minority individuals, risk appears to increase when they live in neighbourhoods where ethnic minority groups make up a smaller proportion of the overall neighbourhood total (see below). Such a cross-level interaction between individual ethnicity and neighbourhood-level ethnic density potentially moves us closer to the aetiological genesis of elevated rates of psychoses in ethnic minority groups, generating important hypotheses about putative causal mechanisms. The importance of contextual environmental mechanisms in the aetiology of schizophrenia is only likely to increase over the forthcoming decades as we attempt to elucidate why so many people are exposed to ubiquitous factors such as urbanicity or black and minority ethnic status, yet so few people go on to develop psychosis. In this volume, Jim van Os discussed how such contextual mechanisms – interactions between genes, epigenetics and the environment – involving genetic interplay may be important. In this chapter, I consider how the wider social environment may act differentially upon individuals to dictate individual risk of psychoses.

To confuse the issue, environmental-level variables, also termed neighbourhood-level variables or societal-level variables, have often also been called contextual variables in order to distinguish them from individual-level attributes. Throughout this chapter, however, a “contextual” mechanism will refer to the more specific process whereby the effect of an individual-level attribute on psychosis risk is conditional upon an environmental-level variable. Because our understanding of how contextual mechanisms may affect the risk of psychoses is at an embryonic stage, both those environmental-level characteristics that increase the risk of schizophrenia for all groups and those that have been shown to operate via contextual mechanisms will be included in this review. It may be that we have yet to elucidate the exact contextual mechanisms for environmental factors that appear to ubiquitously raise rates, or they may genuinely increase risk for all individuals. Regardless, it is worthy to include such factors here. It is also important to note that we should be as equally aware of environmental factors that lower the incidence of schizophrenia (protective factors) as we are about those factors that raise rates (risk factors). To limit the scope of this chapter, I have restricted the discussion to environmental factors in the
social sphere; for viral hypotheses of schizophrenia, see Brown et al. (2004, 2005) or Cannon et al. (2003).

**Variation in the Incidence of Schizophrenia and Other Psychoses**

*Estimates of the Incidence of Schizophrenia*

It is more difficult to answer the question “what is the incidence of schizophrenia?” than might have previously been assumed from earlier texts (Tsuang et al. 1995), given recent advances in our understanding of heterogeneity in incidence rates along various sociodemographic and contextual dimensions. Nevertheless, the incidence of schizophrenia and other psychotic disorders is known to be rare. A recent systematic review of the schizophrenia literature (1965–2001) identified 100 “core” incidence studies (McGrath et al. 2004) with a median observed incidence rate of 15.2 per 100,000 person-years (10th–90th percentile: 7.7, 43.0). The distribution of these rates suggested considerable asymmetric variation between studies; 80% of studies reported rates of less than 30 per 100,000 person-years (see Fig. 1). Reasons for this apparent variation may include methodological artefact (Bresnahan et al. 2000), possible changes in incidence over time (see below), sex differences, or ethnic or geographical variation, including urban/rural differences in the incidence of psychosis.
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**Individual-Level Variation in Incidence**

We are fortunate that the most fundamental aspects of the epidemiology of schizophrenia and other psychoses – namely incidence rates by age and sex – have been clearly established and almost universally accepted. Due, in part, to the pioneering work of Heinz Hafner (1993), we know that schizophrenia has a distinctive, highly replicable, age and sex distribution, characterised by a young peak age at onset, typically occurring in the mid-twenties for men and a few years later – during the late twenties and early thirties – for women (Hafner et al. 1993; Kirkbride et al. 2006) (see Fig. 2). The incidence of schizophrenia is approximately 40% higher in men than in women (McGrath et al. 2004); however, this varies by age, with women experiencing a secondary peak in incidence around menopause (Fig. 2). Other non-affective psychotic disorders share a similar distribution of rates by age and sex as apparent for schizophrenia. For the affective psychoses, which include bipolar disorder and the depressive psychoses, the age profile remains similar to that in Fig. 2, but there appears to be no difference in incidence rates between men and women (Kirkbride et al. 2006).
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**Fig. 2** Typical distribution of the incidence of schizophrenia by age and sex. Source: Kirkbride et al. (2006)

A more controversial axis upon which variation in the incidence of psychotic disorders has been observed is ethnicity/immigration (Singh and Burns 2006). One of the first studies to consider psychotic illness among immigrants was conducted in the United States by Ødegaard, who investigated the rates of hospitalised admissions to psychiatric wards in the 1920s (Ødegaard, 1932). He found that hospitalised admission rates were twice as high for Norwegian immigrants than for the
remainder of the American-born population or for Norwegians who had not migrated. To explain the finding, Ødegaard (1932) posited that people who were pre-disposed to psychotic illness were more likely to emigrate than their healthy peers. More recent research has established that this explanation is extremely unlikely (Selten et al. 2002). Not only does migration require a high degree of cognitive processing, often in excess of that available to someone in the prodromal stage of psychosis, but a recent study of Surinamese immigration to the Netherlands directly tested Ødegaard’s selection hypothesis, finding no evidence to support it (Selten et al. 2002). Selten and colleagues (1997) had previously shown that Surinamese immigrants to the Netherlands were at significantly increased risk of schizophrenia compared to the native white Dutch. If Ødegaard’s (1932) hypothesis were true, they supposed that rates would no longer remain significantly raised if they imagined that the entire population of Surinam had migrated, but that the additional migrants (those who had, in fact, remained in Surinam) contributed to no further cases of disorder. When they added these additional “migrants” to the denominator, the incidence rate of schizophrenia in this hypothetical Surinamese population in the Netherlands remained raised, thus demonstrating that selection bias was unlikely to explain raised rates in these immigrants.

Elevated rates observed in immigrant groups and their offspring have persisted in spite of improved methodological designs including the following: larger sample sizes; a movement from hospitalised admission-based records to population-based samples; standardised diagnoses, often made blind to the ethnicity of the subject; control for several potential confounding factors including age, sex and socioeconomic status (Kirkbride et al. 2008b); and more accurate estimates of denominator populations. Studies from the United Kingdom (Harrison et al. 1988; King et al. 1994; van Os et al. 1996; Fearon et al. 2006), the Netherlands (Selten et al. 1997; Veling et al. 2006), Sweden (Zolkowska et al. 2001; Cantor-Graae et al. 2005) and Denmark (Cantor-Graae et al. 2003) have all observed raised rates in first-generation immigrants. In the United Kingdom and the Netherlands, rates appear to be most greatly elevated for black Caribbean and African immigrants, who are around 5–10 times more likely to experience a psychotic disorder than the native white population of the host country. That rates in the Caribbean are not elevated to the same extent as the rates for black Caribbean immigrants excludes the possibility that raised rates among immigrants could be attributable to higher rates in the country of origin (Hickling and Rodgers-Johnson 1995; Bhugra et al. 1996; Mahy et al. 1999).

Other immigrant groups also appear to experience elevated rates of psychotic disorder, including Moroccan immigrants in the Netherlands (Veling et al. 2006), immigrants from the Middle East to Sweden (Zolkowska et al. 2001) and non-native white immigrants in Denmark (Cantor-Graae et al. 2003) and the United Kingdom (Fearon et al. 2006; Kirkbride et al. 2008b). Rates appear to be more modestly raised in these groups, typically around twice those of the native white group in the host population. There has been much debate about whether people who migrated to the United Kingdom from the Indian subcontinent are also at increased risk of psychosis. These groups migrated at a similar time as black Caribbean and African
immigrants to the United Kingdom (in the three decades following World War II), but some studies have shown that rates do not appear to be as highly elevated, potentially implicating differing experiences of potential contextual environmental factors, such as discrimination, as relevant to schizophrenia risk. Some studies have not found evidence of an increased risk in Asian immigrants compared with their white British counterparts (King et al. 1994), while others have reported modest increases (around 1.6 times the rate in the white British group) (Bhugra et al. 1997). These inconsistent findings may have arisen because of the small sample sizes of Asian groups in some studies, which often did not permit separate analysis of Indian, Pakistani and Bangladeshi groups, which are highly heterogeneous in terms of culture, religion and migratory experiences (Bhopal et al. 1991).

The largest study of schizophrenia in Asian immigrants to date was conducted in a highly heterogeneous population in East London (Kirkbride et al. 2008b). The East London First Episode Psychoses (ELFEP) study was able to estimate robust incidence rates of schizophrenia separately for Indian, Pakistani and Bangladeshi groups. It found that rates in the latter two ethnic groups, although not Indians, were significantly raised compared with the white British group, having adjusted for age and sex differences (Kirkbride et al. 2008b). However, this provided only half the picture. When stratified by sex, it became apparent that Pakistani and Bangladeshi women were at between four and five times the risk of schizophrenia compared with white British women, but that rates for their male counterparts were not elevated in relation to incidence rates for white British men. This suggested that the socioenvironmental factors (see below), which may increase the risk of psychosis for migrants, may be operating differentially by sex in some Asian groups, offering potential clues as to the aetiological role of contextual factors.

From the last two decades of the twentieth century onwards, the offspring of immigrants who had migrated to Europe from the Caribbean, Africa and Asia during the decades following World War II began to enter the critical age period where psychosis risk was greatest. Subsequent studies in these populations have revealed that incidence rates for the so-called “second-generation” offspring are at least the same, if not slightly increased (McGovern and Cope 1987; Harrison et al. 1988; Sugarman and Craufurd 1994; Coid et al. 2008). This suggests that factors allied to migratory processes alone are not sufficient to explain the raised rates in immigrants and their offspring, and that other factors – allied to post-migratory experiences – may be aetiological important in the onset of psychoses. Contemporary research has begun to investigate whether the increased individual risk faced by immigrants and people of black and minority ethnic (BME) status is conditional upon contextual mechanisms, such as ethnic density (see below).

Ever since Faris and Dunham (1939) observed higher rates of schizophrenia in the poorer areas of Chicago, researchers have investigated whether individual-level socioeconomic status was associated with psychosis (Hollingshead and Redlich 1958; Goldberg and Morrison 1963; Dohrenwend and Dohrenwend 1969). Several studies (Hollingshead and Redlich 1958; Dohrenwend and Dohrenwend 1969), but not all (Goldberg and Morrison 1963), have observed an inverse association between socioeconomic status and schizophrenia, but it is unclear whether this association is
a consequence of downward drift (Goldberg and Morrison 1963; Jones et al. 1993). The best evidence with regard to the potential causal influence of socioeconomic status on psychoses comes from studies that have measured socioeconomic status of the parent at birth, rather than the current or highest socioeconomic status of the subject with schizophrenia, thus minimising the potential effect of downward social drift. There is some evidence that parental socioeconomic status is associated with an increased risk of schizophrenia (Werner et al. 2007), but the effect appears to be restricted to the very poorest socioeconomic groups and is typically small (Byrne et al. 2004). Further, these associations have not been observed using prospectively collected longitudinal birth cohorts, which suggest socioeconomic status at birth is similar between those who do and do not go on to develop psychoses in adulthood (Jones et al. 1994, 1998). Social class may only therefore be a weak risk indicator, or marker, for other correlated socioenvironmental and sociodemographic factors related to urbanicity or ethnicity (Bresnahan and Susser 2003).

**Temporal Variation in Incidence Rates of Schizophrenia and Other Psychoses**

Understanding the past, current and likely future incidence of psychotic disorders is essential for effective health-care planning. It is also important for potential hypothesis generation: Tim Crow (1995) argues that the maintenance of schizophrenia in the population at a constant rate, despite the manifest evolutionary disadvantage faced by the sufferer, supports its inherent link with the evolution of language. However, assessing whether the incidence of schizophrenia has changed over time is riddled with methodological difficulties. Several studies during the 1980s and the 1990s reported a decline in the incidence of schizophrenia (Eagles et al. 1988; Der et al. 1990; Geddes et al. 1993; Munk-Jørgensen and Mortensen 1993; Osby et al. 2001). It has been suggested that the re-organisation of mental health care in the developed world during this time, with a movement towards outpatient rather than in-patient care, may have explained this apparent decline (Harrison et al. 1991), but this has not been equivocally demonstrated (Eagles 1991; Munk-Jørgensen and Mortensen 1993). More recently, it has been suggested that changes in diagnostic fashion may account for this decline (Osby et al. 2001), and Allardyce et al. (2000) have found some evidence to support this assertion using data from Scotland (Eagles et al. 1988; Geddes et al. 1993). Temporal changes in factors close to birth have been investigated (Suvisaari et al. 1999), such as declining obstetric complications or improving maternal nutrition, but the evidence base is contradictory (see Bresnahan et al. (2005) for a review).

In the United Kingdom, at least, the current evidence does not support (Brewin et al. 1997; Allardyce et al. 2000; Kirkbride et al. 2008d), and possibly counters (Castle et al. 1991; Boydell et al. 2003), a decline in the incidence of broadly defined schizophrenia. Increases in the incidence of psychotic disorders in inner London between 1965 and 1997 (Boydell et al. 2003) may have been largely attributable
to the increased proportion of BME and immigrant groups in the area over this period (van Os et al. 1996; Boydell et al. 2001), illustrating the need to measure and understand changes in the prevalence of putative environmental factors over time as well.

**Geographical Variation in Incidence Rates of Schizophrenia and Other Psychoses**

Before considering the contextual mechanisms that underpin variation in the incidence of schizophrenia, it is important to demonstrate that such variation exists. Homogeneity in rates, after all, would not permit us to elucidate the potential aetiological components that contribute to the risk of psychosis. In this volume, Paulo Menezes showed that the incidence of schizophrenia varies between different populations across the globe, in contrast to the prevailing dogma (McGrath 2006).

Variation in the incidence of schizophrenia on a smaller, neighbourhood scale has been demonstrated since Faris and Dunham (1939) first showed that higher administrative rates of schizophrenia were found in inner-city census tracts of Chicago, more than 70 years ago. They found that these tracts had higher rates of poverty, greater proportions of immigrants and higher levels of social isolation. There is now considerable evidence that the rate of schizophrenia rises with increasing urbanicity and varies geographically (March et al. 2008). For a long time, it was argued that higher rates of schizophrenia in urban areas were a result of reverse causation; it was not so much that living in the city was in some way toxic, but that people who would go on to develop schizophrenia were more likely to drift into poorer, inner-city areas because of difficulties securing access to employment and affordable housing during the prodromal phase of disorder. Such social drift was a double-edged sword, since those who remained mentally well were more likely to be able to move up and out from the inner-city areas. It is highly possible that both social drift and social causation simultaneously contribute to the higher rates of psychotic disorders in urban areas, perhaps in a cyclical fashion, which propels vulnerable individuals into environments that ever increase the risk of developing schizophrenia.

A series of studies in the late 1990s and early twenty-first century have demonstrated that social drift cannot explain all the increased rates of schizophrenia associated with urbanicity. In a landmark study, Lewis et al. (1992) analysed data from a cohort of nearly 50,000 male conscripts to the Swedish army, for whom they linked residency during upbringing to any later hospitalised first admission of schizophrenia. They found that the incidence of schizophrenia for those conscripts who had been brought up in cities was 65% higher than for those conscripts brought up in rural areas. Notably, this association persisted after adjustment for several potential confounds, including cannabis use, parental divorce and a family history of psychiatric disorder. Support for a genuinely causal association between urbanicity and risk of schizophrenia grew following the publication of a second study by Mortensen et al. (1999), who demonstrated, through a prospectively collected cohort
of 1.75 million people in Denmark, that this association was evident from birth. Further, the longer the people had resided in urban areas – and the more urban their environment – the greater the risk of schizophrenia later in life.

Recent studies have estimated that a significant proportion of the variation in incidence rates – now placed at around 8% – can be attributed to characteristics associated with neighbourhood level or environmental characteristics (van Os et al. 2000; Kirkbride et al. 2007b). Even in highly urbanised areas variation in the incidence of schizophrenia – not accounted for by individual-level confounders – remains evident (Kirkbride et al. 2007a). An interesting contrast here is the apparent absence of evidence for variation in the incidence of the affective psychoses by place. Thus, a national study in Denmark (Pedersen and Mortensen 2006), a city-wide study in Chicago (Faris and Dunham 1939), a rural study in Ireland (Scully et al. 2004) and urban studies in Southeast London (Kirkbride et al. 2007a) and Mannheim (Maylah et al. 1989) have all failed to observe any significant neighbourhood-level variation in incidence of the affective psychoses. Although in some individual studies a lack of statistical power may have explained the absence of any observed variance, this is unlikely to explain the consistent direction of these results, including a cohort study of over 2 million people by Pedersen and Mortensen (2006). Thus, it appears that the effect of the environment on psychotic disorder may be limited to schizophrenia, having implications for the genesis of psychosis. Further, a tantalising finding from van Os’ group (Kaymaz et al. 2006) suggested that for people with bipolar disorder, risk did increase with urbanicity, but only in those with comorbid psychotic symptoms, providing more evidence that the association with urbanicity is specific to the “psychotic” component of disorder. The absence of any variation in the incidence of unipolar depression at the neighbourhood level would also attest to this hypothesis (Weich et al. 2003).

The Role of Contextual Mechanisms on the Incidence of Schizophrenia

Although there is now good evidence that the incidence of schizophrenia varies geographically, the exact mechanisms that link exposure to ubiquitous environmental factors, such as urbanicity and immigration, to an increased risk of developing psychotic disorder remain to be elucidated. In response, researchers have pursued two related lines of enquiry in an attempt to discover how exposure to certain environmental characteristics may contribute to the onset of schizophrenia. First, research has tested whether putative environmental factors increase (or decrease) the risk of schizophrenia equally for all individuals or whether certain environments are more risky for individuals with certain characteristics, i.e. are there interactions that make individual risk of schizophrenia contextual upon exposure to putative environmental factors? Thus, researchers have become interested in testing cross-level interactions between individuals and neighbourhood-level environmental characteristics. We shall refer to these as “context-specific” exposure variables. Second, as
well as considering how contextual mechanisms may affect the incidence (or risk) of schizophrenia, researchers have also attempted to drill down beneath “classic” exposures such as ethnic minority status, immigrant status and urban living – which can only be proxy measures for other underlying socioenvironmental risk factors – in order to elucidate more specific risk factors for schizophrenia and other psychotic disorders. Moving from broad risk indicators for schizophrenia, i.e. urbanicity, to specific risk factors, i.e. social disadvantage (Morgan et al. 2008), will only help to improve our understanding of the aetiological role of the social environment in psychosis onset. We shall refer to these as “context-refining” exposure variables.

Both streams of epidemiological research are important since it may turn out that different aspects of the environment operate differently upon the risk of schizophrenia, with some aspects increasing the risk for certain individuals contextually while others increase risk similarly for all exposed individuals. We shall consider both of these in turn.

*Context-Specific Environmental Exposure Variables and the Incidence of Schizophrenia*

One of the first contextual mechanisms to be considered in relation to the incidence of schizophrenia was the relationship between individual ethnicity and neighbourhood-level ethnic density. Tapping into the idea that social isolation may be a risk factor for schizophrenia, researchers posited whether the incidence of schizophrenia was greater for people from ethnic minority groups when they lived in neighbourhoods where ethnic minorities made up a smaller proportion of the overall neighbourhood total population. Several recent studies (Boydell et al. 2001; Kirkbride et al. 2008a; Veling et al. 2008) have found evidence to support the ethnic density effect, suggesting that being socially isolated may increase one’s risk of schizophrenia. It is interesting to note that this is far from a new finding: one of Faris and Dunham’s (1939) lesser-known findings was that they found evidence of a contextual effect of ethnic density.

van Os et al. (2000) pursued the idea that social isolation may be important in the onset and risk of schizophrenia by considering whether the incidence of schizophrenia for single people also varied contextually, depending on the proportion of other single people in the community. They found that the risk of schizophrenia in Maastricht was approximately doubled for single people living in neighbourhoods where the overall proportion of single people in the neighbourhood was below the city average, compared with single people living in neighbourhoods with above-average proportions of single people. The authors suggested this finding was compatible with the theory that social isolation was relevant to an increased risk of schizophrenia. For single people in neighbourhoods with fewer people living alone, their opportunity for social interaction may have decreased, resulting in greater social isolation and associated risk of psychosis. In neighbourhoods with greater opportunities for social interaction with other single people, the incidence of schizophrenia was lower.
Whether reverse causation explains these findings should be considered. On the one hand, the results were obtained from cross-sectional studies, making it difficult to determine whether exposure (single marital status) occurred before or after the onset of schizophrenia. Since people with schizophrenia are more likely to be living alone, it follows that the association between single marital status and schizophrenia is attributable to reverse causation. On the other hand, while van Os et al.’s (2000) work showed that the incidence of schizophrenia was higher for single people than for married persons (attributable to reverse causation), this was contextual upon the proportion of people living alone in the neighbourhood. It is more difficult to attribute this person–environment interaction to reverse causality, because it operates in the opposite direction to that which would be expected if reverse causation was in operation. If people with schizophrenia were more likely to drift into more socially fragmented and isolated neighbourhoods, one would expect to see a higher incidence of schizophrenia for single people living in neighbourhoods with higher proportions of people living alone – such neighbourhoods are typically more fragmented, deprived and transient. Instead, in van Os et al.’s (2000) study, we see the opposite: the incidence of schizophrenia is higher for single people living in neighbourhoods with lower proportions of people living alone. This does not readily fit with the possibility of reverse causation: neighbourhoods with fewer single people are usually more residentially stable, affluent and socially cohesive. It does not follow that people with schizophrenia would selectively drift into such areas.

Research interest in whether the social environment mediated the risk of schizophrenia has led researchers to consider the contextual influence of a range of neighbourhood-level socioenvironmental variables that may act as markers for social isolation.

With respect to ethnicity, Kirkbride et al. (2007b) have extended findings on ethnic density by considering a related concept of ethnic fragmentation: the extent to which a given ethnic group lives in a spatially cohesive residential pattern. We found that as ethnic fragmentation increased, the overall incidence of schizophrenia in those neighbourhoods increased. This remained significant after adjustment for individual-level age and sex, and neighbourhood-level socioeconomic deprivation and ethnic density. It will be important to test whether this ecological finding is truly contextual; is the incidence of schizophrenia for black and minority ethnic groups conditional upon the level of ethnic fragmentation in their neighbourhood, as observed for ethnic density?

Veling et al. (2007) have also considered possible mediating, contextual influences on the risk of schizophrenia for black and minority ethnic groups. Their research focused on whether racial discrimination in the community influenced risk of schizophrenia. Using first-episode data from the Netherlands, they demonstrated that the incidence of schizophrenia was significantly elevated for various black and minority ethnic groups (compared with the native white Dutch). The magnitude of this excess risk increased in proportion to the level of discrimination each ethnic group perceived itself as receiving (measured from a separate, population-based cross-sectional survey in the Netherlands). Thus, Moroccans, who were perceived as experiencing greatest discrimination, also had the highest incidence of
schizophrenia. This important finding suggests that discrimination may be a negative environmental exposure that increases the risk of psychotic disorder. The findings above all support this possible mechanism, by suggesting that environmental factors (ethnic density, ethnic cohesion and social support and cohesion), which may buffer individuals from the experience of discrimination or other stressful events associated with urban living or minority status, result in lower rates of schizophrenia in those communities.

It is salient to note that these contextual findings are also supported by studies of individual-level risk factors. For example, in the Aetiology and Ethnicity in Schizophrenia and Other Psychoses (AESOP) study, Morgan et al. (2008) studied a series of first-episode cases, and controls, and looked for differences in their levels of social disadvantage, measured across six domains: education, housing, employment, relationships, social networks and living arrangements. The authors found that the odds ratio for schizophrenia increased in a dose–response manner with increasing social disadvantage. Interestingly, this association was observed for the white British and black Caribbean groups separately, but the prevalence of social disadvantage events was considerably greater in both black Caribbean cases and controls than their white British counterparts. This suggests that the impact of social disadvantage is context specific, here having a greater impact in the black Caribbean population. This supports a related finding by the same group showing that disadvantage during childhood – indexed by aberrant separation from one or both parents – increases later risk of psychotic disorder for white British, black Caribbean and black African groups to the same extent, but that the impact (prevalence) of these separation events was considerably greater for black cases and controls (Morgan et al. 2007).

The increased incidence of schizophrenia associated with smoking cannabis may also be contextually dependent (see also John McGrath in Part V). Smoking cannabis appears to increase one’s risk of experiencing psychosis (Henquet et al. 2005). Early concerns that the relationship may have been attributable to self-medication of psychotic patients – reverse causation – appear to have been tempered, as prospectively collected longitudinal data, and subsequent meta-analyses, have found that the risk of psychosis is increased by around 41% in those who have ever smoked cannabis (Moore et al. 2007). Interestingly, this relationship appears to operate in a dose–response manner, such that the risk of psychosis increases with more frequent use (Moore et al. 2007) and earlier age at onset (Arseneault et al. 2002), although whether this is due to greater cumulative exposure to cannabis (van Os et al. 2002; Zammit et al. 2002) or exposure at critical periods of brain development – such as adolescence – still requires to be elucidated fully. Pursuing this line of enquiry, some researchers have posited whether exposure to cannabis – an environmental risk factor – was contextually dependent on individual genetic susceptibility (see also John McGrath in Part V). One prospective birth cohort study (Caspi et al. 2005) has observed that the risk of psychotic symptoms and schizophrenia-form disorder due to cannabis use was modified in the presence of the valine allele at the val158met polymorphism of the catechol-O-methyltransferase (COMT) gene, important in regulating dopaminergic activity known to be relevant to the
development of positive psychotic symptoms. Researchers found that individuals with the val/val polymorphism were at over 10 times increased risk of schizophreniform disorder if they smoked cannabis during adolescence, but this risk decreased non-significantly to 2.5 times in the val/met group and was close to unity in the met/met group. However, there is considerable debate in the research community as to whether this finding is due to chance (Moore et al. 2007). First, it has yet to be extended to schizophrenia. Second, it has not been replicated in observational research, although there has been a partial replication in an experimental setting (Henquet et al. 2006). Third, this finding was observed in only a subset of the Dunedin sample (people with adolescent-onset cannabis use), and while, as Moore et al. (2007; p. 325) note, “[a]rguments for why earlier use of cannabis might have more harmful effects are intuitively compelling...no robust evidence supports this view”. Fourth, the interaction observed in the Dunedin cohort was based on statistical rather than on biological synergism (Darroch 1997), and may therefore not reflect a genuine contextual relationship between gene and environment (Jim van Os in Part I). Finally, it is unclear whether the val\textsuperscript{158} met polymorphism for COMT is directly associated with an increased risk of psychosis (Allen et al. 2008), leading researchers to question whether it is even a susceptibility gene for schizophrenia (Williams et al. 2007) (although it is important to note that the absence of a direct effect does not preclude the possibility of interactive – contextual – effects).

**Context-Refining Environmental Exposure Variables and the Incidence of Schizophrenia**

In addition to the socioenvironmental variables mentioned above, which increase the incidence of schizophrenia in a contextually dependent manner, a host of other socioenvironmental variables have been associated with the incidence of schizophrenia in the population as a whole. Whether contextual mechanisms for these environmental factors exist, or whether they elevate rates ubiquitously amongst the “exposed”, remains to be elucidated, and will only be borne out by further studies capable of realising the complexity of unearthing possible interactions between genetic, epigenetic, individual and environmental factors in the incidence of schizophrenia. Such environmental factors not only provide signposts for possible contextual mechanisms, but have allowed us to refine our hypotheses as to how seemingly ubiquitous exposure to “urbanicity” or “immigration” may increase the risk of schizophrenia.

Assuming that the association between urbanicity and schizophrenia is causal (Mortensen et al. 1999), urbanicity can only be considered an indicator for other correlated environmental variables that impinge directly on individual risk of schizophrenia. Researchers have been particularly interested in those aspects of the neighbourhood environment that may generate and foster social isolation, since these fit in with possible theories of how social disadvantage may lead to psychosis (Selten and Cantor-Graae 2005). As well as the aforementioned contextual effects,
researchers have observed a direct association between the level of social fragmentation or cohesion at the neighbourhood level and the incidence of schizophrenia in that neighbourhood. Important research by Hafner et al. (1969) in Mannheim, Germany, during the 1960s replicated Faris and Dunham’s (1939) earlier finding that the incidence of schizophrenia was concentrated in inner-city areas. Similar work by Giggs in Nottingham revealed that the highest rates of schizophrenia were found in inner-city areas characterised by low social cohesion, high residential mobility and other characteristics indexing low social and economic deprivation (Giggs 1973, 1986; Giggs and Cooper 1987). Similar findings have been reported in Bristol (Hare 1956). Remarkably, these findings appear to be stable over long periods of time (Weyerer and Hafner 1989; Loffler and Hafner 1999). More recently, Silver et al. (2002) investigated whether specific structural characteristics of the neighbourhood were associated with the risk of schizophrenia in the Epidemiological Catchment Area (ECA) survey in the United States. They found that for every standard deviation increase in neighbourhood residential mobility – higher population turnover – there was a significant increase in the odds of schizophrenia (OR: 1.27; 95% CI: 1.02, 1.59), after adjustment for age, sex, ethnicity, socioeconomic status and neighbourhood-level socioeconomic deprivation. The authors suggested that their finding supported the hypothesis that in areas with higher levels of social disorganisation – indexed by high residential mobility – it was more difficult for people to form strong social ties that may have otherwise protected them from stressful experiences, which, for some individuals, could lead to the onset of psychotic symptoms.

This hypothesis is supported by other recent epidemiological findings that have investigated the association between social disorganisation and schizophrenia. In Scotland, Allardyce et al. (2005) created a social fragmentation index based on census variables for every postcode sector (population ~5,000). After adjustment for deprivation and urban/rural status, they found that first admission rates were significantly higher in areas characterised by greater social fragmentation. Further evidence that the incidence of schizophrenia is associated with neighbourhood-level social cohesion comes from the ÀESOP study in Southeast London (Kirkbride et al. 2007b, 2008a). We initially used a proxy for social cohesion – voter turnout at local elections – to investigate this link. We found that the incidence of schizophrenia was highest in the neighbourhoods with lowest voter turnout, after adjustment for other important individual- and neighbourhood-level characteristics. Pursuing this theme, we attempted to measure neighbourhood-level social cohesion more accurately through a cross-sectional survey based on methods proposed by social capital theorists (Sampson et al. 1997; McCulloch 2001). From the results of this survey, neighbourhoods were divided into areas with low, medium and high levels of social cohesion. As hypothesised, Kirkbride et al. (2008a) found that the incidence of schizophrenia was significantly higher in neighbourhoods with the lowest level of social cohesion. However, unexpectedly, neighbourhoods with the highest level of social capital also had significantly higher rates of schizophrenia compared with wards with medium levels of social cohesion. These relationships persisted despite adjustment for possible confounding by age, sex, ethnicity and
socioeconomic deprivation. The authors suggested that while a number of methodological possibilities could not be excluded, their result was consistent with the hypothesis that social cohesion may operate contextually (Drukker et al. 2006). Thus, an individual’s risk of schizophrenia was influenced not only by the level of social cohesion or support in the neighbourhood but by their ability to access it. They posited that the risk of schizophrenia might be even greater for individuals living in areas of high social cohesion, but who were unable to access it, than for individuals living in areas with lower social cohesion. Such an explanation is analogous to, and supported by, findings with regard to the ethnic density hypothesis.

This example illustrates the importance of testing potential interactions between neighbourhood-level variables and individual-level characteristics. It is unlikely that all environmental characteristics affect all individuals to the same degree or even in the same way. It will be important for future epidemiological studies to design methodologies that are sensitive to contextual mechanisms that shape individual risk of schizophrenia. It will also be important to study those factors in the environment which are putatively protective against the onset of psychosis. Social cohesion provides one possible example here. For example, the elevated incidence of schizophrenia in Pakistani and Bangladeshi women, but not men, is consistent with the hypothesis that a lack of social support confers an increased risk of disorder. Incidence rates remained elevated after adjustment for socioeconomic status (Kirkbride et al. 2008b) and appeared (to be higher for first (non-UK born) rather than second-generation (UK born) women from the Indian subcontinent (Coid et al. 2008). These findings potentially suggest that the protective risk factors afforded to their male counterparts – less discrimination than experienced by black Caribbean and African immigrants and their offspring, and strong social cohesion within Asian communities – lower the risk of schizophrenia. Conversely, for some Asian women – who may have less access to protective factors in the community and who often occupy a more marginal social status in some Asian communities – the risk of psychosis may be greater. This effect may be amplified for first generation migrant women, given additional cultural and language barriers in assimilating in the host community. Such hypotheses on contextually specific social isolation, while intuitively attractive, have yet to be explicitly tested in observational studies in psychiatric epidemiology, and addressing the role of contextual risk and protective factors will be an important advance in our search for the causes of schizophrenia and other psychotic disorders.

In the closing two sections of this chapter, I consider the implications that the identification of contextual mechanisms for psychoses will potentially have for public health and the aetiology of schizophrenia. First I consider the public health impact and imperative for identifying specific contextual socioenvironmental variables that increase the risk of schizophrenia. Second, I conclude by considering the possible biological pathways through which seemingly distal socioenvironmental factors may impinge upon individual characteristics, in some cases via contextual mechanisms, to increase the risk of developing psychotic symptoms and clinical disorder.
The Impact of Socioenvironmental Factors for Schizophrenia and Other Psychoses

If we could identify and remove the contextual exposures that increase the incidence of schizophrenia and other psychoses associated with urban living and ethnic minority status, we could prevent a substantial proportion of new, incident cases of disorder, both globally and nationally.

Recent research from the pooled estimates of two large, epidemiological studies of first episode psychoses in England (AESOP and ELFEIP) has suggested that if the risk factors – including contextual factors – which increase the risk of psychotic disorders in black and minority ethnic populations could be successfully identified and removed, we could prevent 21.6% of all cases of psychosis. Within specific populations, such as black Caribbean and black African groups, we could prevent a staggering 81.0 and 74.4% of incident cases, respectively (Kirkbride et al. 2008c). The potential public health benefits are no less substantial for those factors allied to urbanicity. Mortensen et al. (1999) placed the population attributable risk fraction for urbanicity in relation to the incidence of schizophrenia at 35%, a figure comparable with that recently observed in the United Kingdom (Kirkbride et al. 2008c). Our data suggest that the synergistic prevention of factors allied to both urbanicity and black and ethnic minority status could lead to an overall reduction in the incidence of non-affective psychoses of 61.7% in England’s urban populations (Kirkbride et al. 2008c).

Such theoretical public health gains are undoubtedly impressive. They present the raison d’etre for psychiatric research to identify the suite of aetiologically contextual factors that underpin associations between ethnic minority status, immigration, urbanicity and an increased risk of psychoses, and implement appropriate interventions against them. Such public health gains would improve the lives of millions of people, both for those who would have gone on to develop psychosis and for those on whom the burden of care would fall. These gains would also present substantial economic savings, in terms of both the direct costs saved to mental health services and indirect costs associated with keeping people in the labour market. Whether such population attributable risk fractions are tangible, however, is a more important question. It will be vital that psychiatric epidemiology moves beyond associations between urbanicity and psychosis to identifying the specific contextual mechanisms involved in the aetiology of disorder. It is evident from the above body of work that researchers are beginning to test, and discover, contextual mechanisms associated with the incidence of schizophrenia, but it will be imperative for future studies to tease out the specific interactions between genetic susceptibility, epigenetics (Jim van Os in Part I), other individual-level characteristics and the environment, if we are to develop effective community-based strategies for the prevention of schizophrenia and other psychotic disorders. From a public health perspective, it is salient to remember that schizophrenia is a rare outcome and the increased risk associated with some contextual factors, such as cannabis consumption, while significant, is small. Since the prevalence of exposure to such contextual factors is often
high, population-based interventions, for example, to reduce cannabis consumption are likely to have only limited impact in preventing psychoses in the community until we are able to more narrowly identify which individuals, via which contextual mechanisms, are at the greatest increased risk of schizophrenia.

**Placing Contextual Mechanisms in Context: From Envirome to Epigenetics**

If contextual mechanisms are aetiological important in the onset of schizophrenia and other psychotic disorders, and the available evidence presented above appears to support this, then for some individuals exposure to socioenvironmental factors must impinge upon normal biological processes in the brain, to manifest the onset of psychotic symptoms. Understanding how environmental exposures are coded and processed by our brains under normal and abnormal conditions will provide great clues about the aetiology of psychoses and allow us to delineate precisely which environments are likely to be risky for different individuals. This will allow us to develop more effective public health interventions aimed at specific environmental triggers. Linking the envirome with the genome will be fundamental to understanding how – and when – contextual, environmental factors increase the risk of psychoses. Several allied disciplines – not least epidemiology, genetics, neuropsychiatry, neuropsychology and neurobiology – will need to be included in such collaborative efforts if we are to begin to understand how seemingly distal environmental effects impinge on biological mechanisms to contribute to the eventual onset of psychoses.

In Fig. 3 I provide a conceptual diagram illustrating how exposures at multiple levels – genetic, epigenetic, individual and environmental – may interact over the life course to govern the risk of schizophrenia. Thus, the *multiple lenses* model suggests that a series of lenses – risk and protective factors – will shape our risk of psychoses (x-axis). Our exposure to these factors changes over time (z-axis), as we move through different environments and as our individual responses and characteristics respond and evolve to these environments (y-axis). Over the life course, our exposure to these environmental lenses is in constant interaction with our genetic susceptibility (fixed at birth) and epigenetic processes (also modifiable over the life course) to determine our risk of psychosis. Psychiatric epidemiology has been influential in establishing that individual-level risk is, in part at least, contextual upon our exposure to environmental factors (ethnic density, cannabis use). Our discipline has also refined the lenses that may be both protective and detrimental to our risk of psychosis. We are beginning to move from fairly broad lenses – urbanicity, social class, ethnicity, immigration and family history of psychosis – to progressively narrower, more specific lenses, such as social cohesion, social support, discrimination, cannabis use and specific genes. The future challenge for psychiatric epidemiology and allied disciplines will be to (i) continue to refine these lenses to elucidate more specific risk and protective factors for psychoses, (ii) understand how these factors interact with each other and with genetic susceptibility to provide contextual
pathways for psychosis and (iii) determine those stages of the life course where exposure to such factors is most critical in terms of increasing the risk for (or protecting people against) psychosis.

This conceptual model is consistent with a stress-vulnerability model for psychosis (Nuechterlein and Dawson 1984), which offers one plausible biological explanation for how exposure to a series of contextual risk and protective factors may lead to the onset of psychotic symptoms for certain, presumably genetically susceptible individuals. This model suggests that underlying vulnerability to psychoses is sensitised through a series of negative life events and socioenvironmental stressors (Myin-Germeys et al. 2005; Morgan et al. 2007). There is accumulating evidence that dopaminergic dysregulation presents a candidate biological mechanism through which chronic exposure to social stress may lead to the onset of psychoses (Di Forti et al. 2007). It has been shown –both in animal studies (Robinson et al. 1988) and in patients with schizophrenia (Laruelle et al. 1996) – that when challenged with amphetamine, excessive amounts of striatal dopamine are released. Striatal dopamine is an important neurotransmitter in the misolimic system critical for processing stimuli as either rewarding or dangerous. Under normal processing, dopamine allows the individual to determine the salience of such stimuli and choose an appropriate response to them (Schultz 2002). It has been proposed that disruption to this dopaminergic pathway through an excess release of dopamine – or hyperdopaminergic dysregulation – leads to aberrant salience of otherwise neutral stimuli, resulting in positive psychotic symptoms more commonly referred to as delusions and hallucinations (Kapur 2003). In Kapur’s (2003) heuristic model, he
suggests that delusions are “a cognitive effort by the patient to make sense of these aberrantly salient experiences, whereas hallucinations reflect a direct experience of the aberrant salience of internal representations...of percepts and memories”. What Kapur (2003) argues is that in the schizophrenic brain aberrant salience persists in the absence of stimuli, leading to a chronic, enduring course of disorder rather than a single acute episode. In turn, antipsychotics work by blocking dopamine from attaching to D2 receptors in the brain, allowing a reprieve from the positive symptoms associated with schizophrenia.

Repeated exposure to social stressors may also sensitise the mesolimbic dopaminergic system in a similar way to amphetamines and other psychostimulants (Lucas et al. 2004). The process of sensitisation suggests that repeated exposure to such stressors produces an incremental stress response, here assumed to be dopaminergic, until eventually a critical threshold is surpassed, beyond which clinically relevant psychotic experiences begin to manifest themselves. Animal paradigms have demonstrated that repeated exposure to social stressors results in elevated dopaminergic activity (Tidey and Miczek 1996; Lucas et al. 2004) and behavioural sensitisation (Covington and Miczek 2001). Social defeat (Selten and Cantor-Graae 2005) – chronic exposure to a series of negative life events resulting in marginalisation – has been proposed as a parallel model for the onset of psychotic symptoms in humans.

The dopamine hypothesis of schizophrenia thus provides a plausible biological mechanism capable of unifying the plethora of associations reported between various socioenvironmental lenses at multiple levels and the risk of psychoses. Exposure across the life course to a series of lenses, which may be both protective and deleterious, shapes our sensitisation to dopamine, and both determine and govern our vulnerability to stress. For some individuals, without sufficient buffering from the detrimental effects of urban living or minority status – substance abuse (Moore et al. 2007) discrimination (Veling et al. 2007), poverty (Croudace et al. 2000), social isolation (Allardyce et al. 2005) – by protective factors such as social cohesion and support (Kirkbride et al. 2008a), the result of chronic exposure to social stressors would be the onset of psychotic symptoms via dopaminergic dysregulation. It is envisaged that this mechanism would be underpinned by polymorphic variation to susceptibility genes relevant to dopaminergic regulation, including neuregulin (NRG1), dysbindin (DTNBP1), D-amino acid oxidase activator (DAOA) and the aforementioned COMT gene (Di Forti et al. 2007). This contextual hypothesis would help us understand how ubiquitous exposure to environmental stimuli, such as urbanicity or immigrant status, leads to the onset of psychoses in only a few individuals. It also accords with the current literature, which suggests that many genes of small effect may contribute to the onset of psychotic symptoms and that, indeed, there may be many pathways to psychotic disorder, unified via dopaminergic dysregulation, rather than any single aetiological factor (Seeman et al. 2005).

The epidemiological data supporting an association between socioenvironmental factors and the risk of schizophrenia, as presented in this chapter, are consistent with this possibility. Recent studies have shown that markers of social stress, indexed by disadvantage such as discrimination (Veling et al. 2007), immigrant status
(Cantor-Graae and Selten 2005; Kirkbride et al. 2008b), social disadvantage (Morgan et al. 2008), childhood trauma (Bebbington et al. 2004), separation from parents during childhood (Morgan et al. 2007) or socioeconomic deprivation (Croudace et al. 2000) are all associated with an increased risk of schizophrenia. Similarly, in neighbourhoods indexed with greater levels of social isolation (Allardyce et al. 2005), the incidence of schizophrenia has been observed to be higher. Thus, single marital status (van Os et al. 2000), ethnic fragmentation (Kirkbride et al. 2007b) and high levels of residential turnover (Silver et al. 2002), which all index a lack of potential buffers against social stressors, have been shown to be associated with higher rates of psychoses. This risk appears to be contextually dependent: exacerbated for individuals who experience them when they are in the minority (van Os et al. 2000; Boydell et al. 2001; Kirkbride et al. 2008a; Veling et al. 2008).

**Concluding Remarks: Future Directions**

It is now clear that there is marked variation in the incidence of schizophrenia and other psychoses along several important socioenvironmental dimensions, not least by immigration, ethnicity and place. In the search for the causes of schizophrenia, we now know that certain social and environmental characteristics are likely to increase the risk of disorder. Moreover, a growing body of literature suggests that contextual mechanisms may be important to aetiology: certain environments appear to be more risky for certain individuals. Other environmental factors, such as social cohesion, have been discovered, which appear to be associated with the incidence of schizophrenia but for which no clear contextual effect has yet emerged. It may be that such factors operate independently to increase risk, or it may be that we are still to elucidate the specific contextual mechanisms through which these factors operate. One thing seems clear though: contextual mechanisms are likely to be critical in explaining how seemingly ubiquitous exposure to certain factors (immigration, urbanicity, cannabis use) result in an absolutely low incidence of schizophrenia and other psychoses in the population at risk. Incorporating genetic information into epidemiological studies of contextual processes is only likely to yield greater insights into our understanding of the aetiology of psychotic disorders (Caspi et al. 2005), and adopting prospectively collected, longitudinal data will help to elucidate the critical timing of exposure to socioenvironmental factors over the life course. It is likely that even contextual mechanisms are themselves contextually embedded in time as well as in space.

What implications does this have for Crow’s (2000) hypothesis that schizophrenia originated after humans evolved the capacity for language prior to leaving Africa? The answer, I believe, is very little. That the incidence of schizophrenia is not equal worldwide does not have drastic implications for psychiatric genetics. It does not render Crow’s hypothesis, or a polygenetic basis of psychosis, or an epigenetic origin for psychosis redundant (Crow 2008). In fact, given that allele frequency often varies widely between populations it seems entirely plausible that a heritable
disease could show differing incidences among different populations, especially if the genetic basis for this disease involved multiple genes, incomplete penetrance and/or interaction with environmental factors. Man [sic] could have left Africa with a similar genetic liability for psychosis, and as isolated groups developed differing cultural systems in response to differing environmental terrains, so our propensity to develop psychosis might be influenced by intermediary layers of social networks and support. As much is tentatively proposed to explain the apparent associations between social isolation and schizophrenia today (Allardycze and Boydell 2006). Thus, variation in incidence across the world supports a genetic basis for psychosis, intrinsically linked to our experience and interpretation of environmental exposures. Whether the exact mechanisms prove to be polygenic or epigenetic, or both, it is likely that differential experiences of environmental cues will determine whether our predisposing genetic susceptibility results in the onset of psychoses.

Future studies will have to overcome several hurdles if we are to successfully advance our aetiological understanding of psychoses, not least the synthesis of traditionally disparate disciplines including genetics, neuroscience and epidemiology. Thus far, separate disciplines have yielded largely inconsistent results in the search for underlying biological pathways for psychoses. The dopamine hypothesis is no exception (Keshavan et al. 2008). Similarly, it has been difficult to elucidate specific genetic and social markers for psychoses, which underpin the three largest risk indicators for psychoses: a family history (Kendler and Diehl 1993), urbanicity (McGrath et al. 2004) and minority status (Cantor-Graae and Selten 2005). But given our relatively crude treatment of genetics (in psychiatric epidemiology) or of the environment (in genetics and neuroscience), or of our failure to elucidate the relevant timing of exposure more generally, it is perhaps not surprising that the literature is littered with such inconsistencies. By beginning to tackle the complexity that lies ahead of us, such as investigating contextual mechanisms, we should begin to observe large and consistent effect sizes for psychosis as we refine risk into a set of ever more specific lenses operating at particular periods of the life course. It is up to us to design methodologies that are sensitive to these complexities. Susser et al. (2006a) have promoted eco-epidemiology as a paradigm through which such grandiose aspirations may be realised, calling for prospective, longitudinal, multifactorial, multilevel studies to represent the gold standard in this respect. The precise aetiological roles of genes and environments – and the contextual mechanisms that link them – will need to be elucidated more fully before we are able to develop effective public mental health strategies against the onset of schizophrenia and other psychoses, but environment is likely to remain the easier of the two to improve. In so doing, we may move closer to realising the large theoretical population attributable risks on offer to us.
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Part II
Pathophysiology
Disinhibition of Prefrontal Cortex Neurons in Schizophrenia

B. Moghaddam and A.L. Pehrson

Introduction

A large body of evidence has implicated abnormal functioning of the prefrontal cortex (PFC) in the pathophysiology of schizophrenia (Robbins 1996; Andreasen et al. 1997; Winterer and Wynneberger 2004; Lewis and Moghaddam 2006). These abnormalities are found at molecular and functional levels and are thought to be the basis of cognitive deficits in individuals with schizophrenia. However, little is known about the physiological mechanisms that contribute to this malfunction. Here we review some of the literature that points to PFC abnormalities in schizophrenia and recent theories that unify the multimodal functional and postmortem findings in schizophrenia.

Previous mechanistic investigations of the pathophysiology of schizophrenia have primarily focused on dopaminergic and cholinergic systems in different subregions of the PFC (Geraud et al. 1987; Goldman-Rakic 1987; Daniel et al. 1989, 1991; Lewis et al. 1992; McGaughy et al. 1996; Robbins 1998). This has been justified by the fact that well-known antipsychotic drugs are thought to exert their therapeutic actions by blocking the dopamine D₂ receptors. Furthermore, manipulation of dopamine receptors in the PFC profoundly affects cognitive functions such as working memory that are dependent on the functional integrity of the PFC (Goldman-Rakic 1987) and disrupted in schizophrenia (Keefe 2001). More recent work has shifted the attention to glutamate and GABA-containing neurons. The glutamatergic afferents to the PFC originate primarily in regions that have been implicated in the etiology and pathophysiology of schizophrenia such as the thalamus, amygdala, and the hippocampus (Jeste and Lohr 1989; Conrad et al. 1991; Harrison et al. 1991; Andreasen et al. 1994, 1999). Dysfunctional glutamate neurotransmission, in particular NMDA receptor-mediated neurotransmission, has been linked to schizophrenia (Kim et al. 1980; Javitt and Zukin 1991; Olney and Farber 1995) primarily because noncompetitive NMDA receptor antagonists such
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as phencyclidine (PCP) and ketamine are psychotomimetic and produce, in healthy individuals, behaviors that resemble the cognitive deficits (Krystal et al. 1994; Malhotra et al. 1996; Adler et al. 1998) and some of the negative and positive symptoms of schizophrenia (Luby et al. 1959; Javitt and Zukin 1991; Krystal et al. 1994). GABA neurons are the most prevalent interneurons in the PFC and are thought to tightly control the activity of PFC afferents (Aradi et al. 2002). Recent studies link schizophrenia to increased GABA\textsubscript{A} expression on pyramidal neurons (Benes et al. 1996), reduced expression of the GABA reuptake transporter GAT1 (Woo et al. 1998; Pierri et al. 1999), and reductions in the GABA-synthesizing enzyme GAD\textsubscript{67} (Akbarian et al. 1995; Volk et al. 2000), suggesting that GABA-mediated inhibitory neurotransmission in the cortex may be disrupted.

**Dopamine Dysfunction in Schizophrenia**

Altered dopamine neurotransmission has been a suspected cause in some features of schizophrenia for some time and has led to the influential dopamine hypothesis of schizophrenia (Carlsson 1977). This is based largely on observations that dopamine agonists such as amphetamine induce symptoms of psychosis (Randrup and Munkvad 1965), while dopaminergic D\textsubscript{2} receptor antagonists attenuate these symptoms. Indeed, there is a strong correlation between the clinical potency of many antipsychotics and their affinity for the D\textsubscript{2} receptor (Seeman and Lee 1975; Creese et al. 1976) and striatal D\textsubscript{2} receptor occupancy between 60 and 70% predicts clinical response to first-generation antipsychotics such as haloperidol (Kapur et al. 2000; Farde et al. 1988). Further support for altered dopamine neurotransmission in schizophrenia comes from observations that patients with this disease have significantly greater increases in dopamine release than controls under baseline conditions (Abi-Dargham et al. 2000) and in response to acute amphetamine challenge (Breier et al. 1997; Laruelle et al. 1996; Abi-Dargham et al. 1998). Furthermore, a recent meta-analysis reports a small but significant increase in striatal D\textsubscript{2} receptors in patients with schizophrenia (Weinberger and Laruelle 2001). A plausible interpretation of data such as these is that schizophrenia is related to hyperactive dopamine neurotransmission, particularly in the striatum.

But there is also evidence that calls the relationship between hyperactive striatal dopamine and psychotic symptoms into question. For example, although schizophrenia appears to be related to increased basal dopamine release and D\textsubscript{2} receptor density in the striatum, the magnitude of these changes has not been correlated with the severity of the positive symptom cluster (Abi-Dargham et al. 2000; Weinberger and Laruelle 2001). Furthermore, the idea that an overactive dopamine system elicits symptoms of schizophrenia is not supported by the fact that dopamine D\textsubscript{1} antagonists have not been found to have antipsychotic efficacy. Blocking D\textsubscript{1} receptors is generally more effective than D\textsubscript{2} receptors in ameliorating behavioral effects of hyperdopaminergic states in laboratory animals (Arnsten et al. 1994; Cuomo et al. 1986; Kuczenski and Segal 1999). Therefore, symptoms resulting
from a hyperactive dopamine system should be more effectively reversed by a D₁ antagonist than a D₂ antagonist, which is not the case in schizophrenia. It should be emphasized that postmortem and genetic studies have generally failed to show a sustained hyperactive dopamine system in schizophrenia, further supporting the idea that D₂ antagonist treatment is not working through reducing postsynaptic dopamine function.

Why do D₂ receptor antagonists have antipsychotic efficacy if there is no underlying dopamine hyperfunction in schizophrenia? One plausible mechanism may be as follows: while both D₁ and D₂ receptors are abundant in all dopamine- innervated regions, their ultrastructural localization is quite distinct. In particular, although D₁ receptors are primarily, if not exclusively, localized postsynaptically, D₂ receptors are localized extensively on presynaptic sites both on dopamine terminals and on non-dopamine terminals, including excitatory glutamatergic axons (Wang and Pickel 2002). The D₂ receptors on dopamine terminals act as autoreceptors and tightly regulate the release of vesicular dopamine (Wolf et al. 1987). The D₂ heteroreceptors on glutamate terminals are thought to mediate an inhibitory influence on glutamate release (Calabresi et al. 1992; Cepeda et al. 2001). Thus, blockade of dopamine D₂ receptors increases the release of dopamine and glutamate, suggesting two possible mechanisms for the therapeutic efficacy of antipsychotic drugs: an increase in glutamate neurotransmission and activation of dopamine neurotransmission at D₁ receptors. This is consistent with the ideas that there exists a D₁ receptor deficiency in schizophrenia (Goldman-Rakic et al. 2004) and that NMDA receptors, as discussed below, may be hypofunctional in schizophrenia.

### Glutamate Neurotransmission and Schizophrenia

Exposure to a single low dose of an NMDA receptor antagonist such as phencyclidine (PCP) or ketamine produces schizophrenia-like symptoms in healthy individuals and profoundly exacerbates preexisting symptoms in patients with schizophrenia (Javitt and Zukin 1991; Krystal et al. 1994; Lahti et al. 1995). The symptoms produced by these agents resemble positive and cognitive symptoms of schizophrenia, as well as disruptions in smooth-pursuit eye movements and prepulse inhibition of startle. These effects of NMDA receptor antagonists strongly suggest that glutamate neurotransmission at the NMDA receptor is compromised in schizophrenia (Moghaddam 2003).

In addition to the pharmacological evidence, other lines of work have implicated a role for glutamate neurotransmission in the etiology and pathophysiology of schizophrenia. For example, the majority of the genes that have recently been associated with an increased risk for schizophrenia can influence the function of modulatory sites on the NMDA receptor or intracellular-receptor interacting proteins that link glutamate receptors to signal transduction pathways (Harrison and Owen 2003; Moghaddam 2003). Postmortem studies show changes in glutamate receptor binding, transcription, and subunit protein expression in the prefrontal cortex, thalamus,
and the hippocampus of subjects with schizophrenia (Clinton and Meador-Woodruff 2004). Examples include decreases in NR1 subunits of the NMDA receptor in the hippocampus and frontal cortical areas, high expression of excitatory amino acid transporters (EAATs) in the thalamus, and changes in the NMDA receptor-affected intracellular proteins such as PSD95 and SAP102 in the prefrontal cortex and thalamus. Another example includes amino acids N-acetylaspartate (NAA) and N-acetylaspartylglutamate (NAAG). Levels of NAA and the activity of the enzyme that cleaves NAA to NAAG and glutamate are altered in the CSF and postmortem tissue from individuals with schizophrenia (Tsai et al. 1995). NAAG is an endogenous ligand for the mGlu3 subtype of glutamate receptor, the gene for which has been implicated in increased propensity to develop schizophrenia. Furthermore, reduced NAA levels are thought to reflect decreased glutamate availability.

Recent imaging studies using a novel SPECT tracer for the NMDA receptor [123I]CNS-1261 (Pilowsky et al. 2005) have reported reduced NMDA receptor binding in the hippocampus of medication-free patients. While this study remains to be replicated in a larger group of patients, it represents the first direct demonstration of NMDA receptor deficiency in schizophrenia. Glutamate neurons regulate the function of other neurons that have been strongly implicated in the pathophysiology of schizophrenia. These include GABA interneurons whose morphology has been altered in schizophrenia (see below) and dopamine neurons, which are the target of antipsychotic drugs.

GABA Neurotransmission and Schizophrenia

Cortical GABAergic neurons are a diverse group of cells, consisting of several subsets that can be distinguished on the basis of morphological, electrophysiological, and biochemical characteristics (for review, please see Benes and Berretta 2001). One set of cortical GABAergic cells that appear to be particularly important in the pathophysiology of schizophrenia includes basket and chandelier neurons. Both of these cell populations have fast-spiking firing patterns, express the calcium-binding protein parvalbumin, and can be differentiated on the basis of their axonal projections. Basket cells are typically multipolar, having several primary dendrite branches, and project a large spread of axons that synapse primarily on pyramidal neuron cell bodies. These axo-somatic projections allow for a strong inhibitory effect on pyramidal cell-firing patterns. Chandelier neurons project axo-axonal terminals (termed cartridges) that synapse exclusively on the initial segment of pyramidal neuron axons. Moreover, these cartridges, which can be identified based on the expression of the GABA reuptake transporter GAT1, are positioned to veto the propagation of action potentials, and therefore also play an important inhibitory role in modulating pyramidal neuron output (Benes and Lange 2001).

There is now a growing line of evidence suggesting altered GABAergic neurotransmission in schizophrenia. Postmortem studies have reported reductions in the density of non-pyramidal cells in the PFC and anterior cingulate cortex (ACC) in
patients with schizophrenia (Benes et al. 1991; Benes and Berretta 2001), as well as reductions in the number of parvalbumin-expressing cells in the PFC (Beasley and Reynolds 1997). Furthermore, patients with schizophrenia have significant increases in GABA_A expression on pyramidal neurons in the PFC (Benes et al. 1996) and ACC (Benes et al. 1992), as well as a reduction in the number of cartridges expressing GAT1 (Woo et al. 1998; Pierri et al. 1999).

The most consistently altered marker of GABA function in schizophrenia is reduced expression of GAD67, which has been observed in at least two subtypes of GABA neurons in PFC subregions, including the DLPFC (Akbarian et al. 1995; Lewis et al. 2005). GAD67 accounts for the majority of GABA synthesis in the PFC. The reduced GAD67 function in subtypes of GABA neurons in schizophrenia, together with disruptions in GABA_A and GAT1 expression (Benes et al. 1996; Woo et al. 1998; Pierri et al. 1999), strongly supports the idea that GABA availability is reduced in cortical synapses. It should, however, be mentioned that GABA synthesis, which is regulated via a process called the GABA shunt (Fig. 1), is quite complex in that reduced activity of GAD may also be reflective of a compensatory effect in response to sustained increases in GABA release. Increased levels of GABA have been shown to downregulate GAD activity in cultures and in specific regions of intact brain including the PFC (Rimvall et al. 1993; Sheikh and Martin 1998). Although postmortem studies in schizophrenia are not generally supportive of activated GABA function, the possible role of this mechanism should not be discounted.

![Diagram of the GABA shunt](image)

**Fig. 1** The GABA shunt is a closed-loop process with the dual purpose of producing and conserving the supply of GABA. The first step in the GABA shunt is the transamination of α-ketoglutarate (α-KG) by GABA transaminase (GABA-T) into glutamate. **Glutamic acid decarboxylase (GAD)** catalyzes the decarboxylation of glutamate to form GABA. GABA is metabolized by the enzyme **GABA-T**. To conserve the supply of GABA, this transamination occurs when α-KG molecule is present to accept the amino group removed from GABA, forming glutamate. Therefore, a molecule of GABA can be metabolized only if a molecule of precursor is formed.

**Disinhibition Hypothesis**

Given the dominance of the dopamine hypothesis of schizophrenia, earlier attempts to consolidate theories that involved NMDA receptor or GABA deficiency involved a mechanistic cause and effect connection with dopamine hyperactivity. For
example, earlier studies examining dopamine turnover or measuring the uptake of labeled dopamine showed that NMDA receptor antagonists increase the release of striatal dopamine (Bowyer et al. 1984; Hiramatsu et al. 1989). This finding contributed to initial versions of an integrated dopamine–glutamate theory, suggesting that NMDA receptor hypofunction may represent a model that mimicked the presumed dopamine hyperfunction state in schizophrenia (Javitt and Zukin 1991; Carlsson et al. 1993). This interpretation, however, could not account for the fact that NMDA receptor antagonists induce a far wider range of schizophrenia-like symptoms than the dopaminergic models and that many of their behavioral effects are independent of dopamine neurotransmission (Krystal et al. 1999). Thus, the theory was modified to include separate roles for cortical versus subcortical glutamate–dopamine interactions, in order to explain the induction of negative and cognitive symptoms in addition to positive symptoms (Weinberger 1987; Davis et al. 1991; Heinz et al. 2003). However, subsequent work using microdialysis or imaging methodologies showed that behaviorally relevant doses of NMDA antagonists do not increase striatal dopamine release in rodents, primates, or humans (Verma and Moghaddam 1996; Adams et al. 2002; Aalto et al. 2002), and dopamine antagonists such as haloperidol do not attenuate PCP-induced psychosis in humans (Anilina and Pitts 1982). Furthermore, behavioral studies have demonstrated that the aberrant behavioral effects of the NMDA receptor antagonists do not require dopamine (Carlsson and Carlsson 1990; Adams and Moghaddam 1998; Chartoff et al. 2005) and are not attenuated by dopamine antagonists (Bakshi et al. 1994; Corbett et al. 1995). These data, and the abundance of postmortem and genetic findings supporting a role for the glutamate system in the pathophysiology of schizophrenia, have led to the proposal that the primary abnormalities in schizophrenia may involve the synaptic signaling machinery in cortical regions and that a dopaminergic abnormality may be a consequence of cortical dysregulation of dopamine neurons. Interestingly, contrary to years of assertion that the PFC stimulates dopamine neuronal activity, stimulation of PFC neurons at physiological frequencies actually decreases dopamine release in the ventral striatum (Jackson et al. 2001). This suggests that the PFC exerts an inhibitory influence over subcortical dopamine presumably through the indirect activation of GABA neurons. Thus, reduced glutamatergic function in the PFC may remove this inhibitory influence and lead to an abnormally overactive subcortical dopamine system in schizophrenia. Recent electrophysiological studies recording from PFC cortical neurons in behaving rodents, in fact, show that a state of NMDA deficiency can lead to reduced burst activity of cortical neurons (Jackson et al. 2004).

Given the lack of direct evidence for a dopaminergic abnormality in schizophrenia, an alternative hypothesis has been that antipsychotic drugs, which are D2 receptor antagonists, work by modifying the function of cortical (glutamatergic) neurons. A substantial body of evidence demonstrates that dopamine modulates cortical and subcortical glutamatergic transmission (for review, see Seamans and Yang 2004). Notably, electrophysiological studies have revealed a delicate modulatory effect for dopamine on the electrical conductance of cortical excitatory neurons that is neither excitatory nor inhibitory but rather a gating effect that depends on the activity
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state of target neurons (Lavin and Grace 2001; Durstewitz 2006). Furthermore, D<sub>2</sub> receptors may regulate the temporal organization of electrical activity in the PFC. D<sub>2</sub> receptors also inhibit the release of glutamate (Koga and Momiyama 2000), suggesting that the blockade of D<sub>2</sub> receptors by antipsychotic drugs can overcome a putative state of glutamate deficiency. In support of this mechanism, electrophysiological studies have shown that antipsychotic agents, particularly clozapine, exert positive modulatory effects on the NMDA receptor function in PFC and may attenuate the blockade of these receptors by NMDA receptor antagonists (Gemperle et al. 2003).

A related hypothesis has been that dopamine, GABA, and glutamate interactions may occur through modulating intricate postsynaptic intracellular mechanisms that mediate cross-talks between these transmitter systems in the prefrontal cortex. An example of this is depicted in Fig. 2. Regions other than the PFC that have been
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**Fig. 2** A simplified circuit representing the basic interplay between glutamate, GABA, and dopamine neurotransmission in the cortex. Under normal conditions, glutamatergic afferents from cortical regions such as the thalamus and hippocampus drive the activity of GABAergic interneurons in the PFC, which serve to maintain inhibitory control of pyramidal neuron activity. Under conditions of NMDA hypofunction, GABAergic activity is reduced and tonic inhibitory control of pyramidal neuron activity is lost. Antagonism of dopaminergic D<sub>2</sub> receptors on glutamatergic terminals may increase glutamate release, restoring normal GABAergic inhibitory tone on pyramidal neuron activity.
implicated in the pathophysiology of schizophrenia include regions such as the thalamus and hippocampus that provide substantial glutamate projections to PFC subregions. Reduced or dysregulated glutamatergic afferent activity from the thalamus or hippocampus could produce an NMDA hypofunction state in the PFC. A consequence of this may be reduced activity of GABA neurons, in particular parvalbumin-containing interneurons that are strongly driven by these inputs under normal conditions. This condition supports the postmortem findings of reduced GAD activity in the PFC. Inhibition of these neurons then results in dysregulation of PFC afferents leading to increased “noise” level (Jackson et al. 2004) and reduced ability to properly encode task-relevant events. One mechanism to ameliorate this is D2 inhibition (Homayoun and Moghaddam 2008) because activation of D2 (and not D1) receptors has been shown to reduce GABA-mediated inhibition of pyramidal neurons (Seamans and Yang 2004). The ideal pharmacological approach, however, would be to correct the dysregulated glutamate drive or its subsequent effects on inhibitory interneurons.

Thankfully, in the last few years these novel hypotheses are being tested by concrete data from animal and human laboratory studies. A new effort to test novel compounds that have are driven by logical design has begun (Patil et al. 2007; Lewis et al. 2008). After five decades of persevering on the first generation of antipsychotic drugs and the so-called “new generation” that have proved to not to have better efficacy than their antique counterparts (Geddes et al. 2000; Lieberman 2007), there is optimism that a truly new generation of antipsychotics that are more effective in treating schizophrenia is on the horizon.
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Brain Anatomical Abnormalities in Schizophrenia: Neurodevelopmental Origins and Patterns of Progression over Time

Geraldo F. Busatto, Marcus V. Zanetti, Maristela S. Schaufelberger, and José A.S. Crippa

Introduction

In his first delineation of the concept of dementia praecox at the end of the nineteenth century, Emil Kraepelin proposed the existence of progressive degenerative neuronal changes underlying the symptoms of this disorder, soon later renamed as schizophrenia by Eugen Bleuler (see review by DeLisi, 2008). On the basis of Kraepelin’s writings, a number of authors have, over several decades, formulated theories proposing that schizophrenia should be seen as a neurodegenerative disorder.

However, by the 1980s, neuropathological investigations had produced little evidence to support the view of schizophrenia as a neurodegenerative condition. In contrast, clinical and epidemiological findings began to provide evidence in favor of the alternative notion that schizophrenia should be seen as a neurodevelopmental disorder (see Falkai et al., this volume). Initial formulations of neurodevelopmental models for schizophrenia proposed that pathological processes would take place during pre- or peri-natal phases of brain development in schizophrenia subjects, remaining relatively static until the outbreak of psychotic symptoms in adolescence—early adulthood, when later brain maturational processes would normally take place (Weinberger, 1987; Murray & Lewis, 1987).

Since then, a wealth of studies using novel neuropathological techniques and in vivo neuroimaging methods have provided greater insights into the origins of brain pathological changes in schizophrenia as well as into the possible patterns of progression of such changes over time.

In this chapter, we provide a concise review of such evidence, with a strong emphasis on in vivo structural magnetic resonance imaging (MRI) studies, and discuss how these findings have been taken as supportive of neurodevelopmental versus neurodegenerative hypotheses of schizophrenia.

G.F. Busatto (✉)
Department and Institute of Psychiatry, University of São Paulo Medical School, São Paulo, Brazil
e-mail: geraldo.busatto@hcnet.usp.br

A Succinct Review of Postmortem Neuropathological Studies of Schizophrenia

In the first half of the twentieth century, psychiatry research was linked to postmortem neuropathology, supported by the Kraepelinian belief of an underlying degenerative neuropathological basis for dementia praecox, and also under the influence of the neurohistological investigations of Alois Alzheimer (Bogerts, 1999). Postmortem studies on brain tissue from schizophrenia subjects at that time identified cortical atrophy and cellular abnormalities in the cortex, thalamus, and basal ganglia, but they did not reveal pathological findings similar to those present in classic neurodegenerative illnesses (Bogerts, 1999). It was not until the 1980s that, following the advances in methodological techniques, postmortem neuropathological studies in schizophrenia began to afford more reliable findings. These studies have searched for neurodegeneration markers as those observed in senile dementias, then evolved to the study of cortical cytoarchitecture, and later to the investigation of synapses. Such modern neuropathological studies on schizophrenia have been authoritatively reviewed by several authors (Harrison, 1999, 2004; Bogerts, 1999; Arnold and Rioux, 2001; Kasai, 2002; Harrison and Weinberger, 2005; Glantz et al., 2006). A brief synthesis of their findings is provided in the following paragraphs.

Macroscopic neuropathological investigations have demonstrated that schizophrenia is associated with volumetric reductions in the whole brain, temporal lobe, and thalamus, as well as with enlargement of the ventricular system and basal ganglia. Other findings have included a higher frequency of cavum septum pellucidum (CSP) and an absence of the normal cortical brain asymmetry. However, findings of macroscopic brain volume reductions per se in postmortem studies, although of great value in demonstrating the presence of brain abnormalities in schizophrenia, did not contribute significantly to the understanding of the time onset of such anomalies, as these volume differences might have occurred at early or late stages of illness.

Reactive proliferation and hypertrophy of astrocytes are considered hallmarks of inflammatory or neurodegenerative processes. However, histopathological investigations have demonstrated that these gliotic processes are consistently absent in schizophrenia (Harrison, 2004). Such absence of gliosis strongly suggests that neurodegenerative injuries do not occur in schizophrenia and this has become one of the main pillars of the neurodevelopmental hypothesis for schizophrenia (see Falkai et al., this volume). Also, there is a lack of Alzheimer’s disease pathology in postmortem brain tissue from subjects with schizophrenia. This was initially exemplified by the studies of Arnold et al. (1998), who failed to find either neurodegenerative lesions or neural injury in the ventromedial temporal lobe and frontal cortex in postmortem assessments of elderly patients with schizophrenia, or correlations between behavioral/cognitive deficits and age-related degenerative findings. However, it should be noted that the absence of gliosis per se is not a definite measure to determine the nature of the pathological mechanisms underlying the symptoms of schizophrenia.
Neuropathological studies investigating cytoarchitectural patterns in the brains of schizophrenia subjects have provided important insights regarding cell density, number, size, shape, orientation, localization, and clustering in association with this disorder. The most consistent results have been a reduction in size and increase in density of pyramidal neurons in the hippocampus and dorsolateral prefrontal cortex of schizophrenia subjects and reduced number of neurons in the thalamic mediodorsal nucleus. One other remarkable feature is the presence of aberrant clustered neurons in the entorhinal cortex, hippocampus, cingulate cortex, and in the deep white matter subjacent to the temporal and frontal neocortices. These abnormalities strongly suggest the presence of a brain anomaly that affects neuronal migration, survival, and connectivity. However, these initial postmortem findings have not always been replicated in subsequent studies that used more refined methodologies. What seems to best characterize the hippocampal pathology in schizophrenia is, rather than abnormalities in cell number, changes in morphological cellular parameters in terms of size, organization, and shape (see Falkai et al., this volume).

Glial cells have also been the focus of recent postmortem studies of schizophrenia and they have been found to be reduced in number and function in prefrontal, motor, and anterior cingulate cortices. A reduction in the number and function of oligodendrocytes and ultrastructural alterations of myelin sheets have been described in schizophrenia.

Indirect investigations of synapses have been made possible by evaluating the expression of synaptic proteins, providing information on synaptic density, size, vesicles, or structural abnormalities in the synaptic region. Consistent findings in schizophrenia have been a reduction in presynaptic proteins, such as synaptophysin, synapsin, and complexin II in brain areas such as the hippocampus and parahippocampal gyrus, mainly affecting glutamatergic terminals. Presynaptic protein reductions have also been described in the dorsolateral prefrontal cortex and the thalamus. Dendrites and dendritic spines, evaluated with postsynaptic markers, also seem to be altered in schizophrenia, as shown by a decreased expression of spinophilin, dysbindin, and, with less consistency, the microtubule-associated protein 2 (MAP2). Recently, neurotrophic signaling of brain-derived neurotrophic factor (BDNF) has also been found to be altered in the hippocampus and prefrontal cortex in schizophrenia.

The synaptic and neuron size reduction detected in postmortem investigations of schizophrenia, together with the increased neuronal density, is suggestive of a reduction in the neuropil, which consists of the sum of dendrites, axons, and synapses. Therefore, the reductions in volume and cortical thickness observed in postmortem brain tissue of schizophrenia subjects are likely to be consequential to reduced neuropil elements and cell size but not to neuronal loss.

Postmortem studies suggest that the hippocampus may exhibit different forms of synaptic pathology throughout life, with changes in inhibitory neurons and synapses in the early phase of schizophrenia, and progressive abnormalities, possibly related to glutamatergic excitotoxicity, appearing later over the course of the illness (see Falkai et al., this volume).
In synthesis, postmortem studies demonstrate that neurodegenerative pathology is not the basis of the structural brain abnormalities that are seen in association with schizophrenia, given the absence of gliosis and the lack of Alzheimer's disease pathology in schizophrenia. Rather, postmortem studies have supported the hypothesis of early brain developmental abnormalities in schizophrenia. According to Harrison (2004), the neuropathology of schizophrenia should be considered to be of neurodevelopmental nature involving quantitative, but not qualitative, differences in cytoarchitectural parameters. The presence of cortical neuropil/neuron size reduction and glial cell abnormalities is compatible with deviations in the normal brain processes of wiring, synaptic pruning, and myelinization (Keshavan et al., 1994; Lewis, 1997; Keshavan, 1999), or apoptosis leading to synaptic elimination without cell death (Glantz et al. 2006). Abnormalities on each of these mechanisms would be compatible with the time frame of schizophrenia onset and course (Lencz et al., 2001).

Although postmortem studies have provided invaluable clues for the time onset of the brain changes in schizophrenia, they do not allow, per se, full explanations for the nature and timing of the different pathological processes underlying the disorder. Advances in neuroimaging techniques have allowed the investigation of in vivo brain abnormalities associated with the disorder, with the advantage of assessing subjects not only at the onset of psychosis but also longitudinally with repeated measures over time. This research area is covered in the following sections of this chapter.

**In Vivo Structural Neuroimaging Studies: Detection of Volumetric Brain Abnormalities in First-Episode Schizophrenia**

To date, the in vivo neuroimaging approach that provided the greatest deal of data informing the pathogenesis of schizophrenia has been the use of structural MRI to compare patients in the early stages of the disorder versus control groups of healthy individuals matched for demographic variables. Studies comparing groups of first-episode psychosis subjects against healthy control samples have provided unequivocal evidence that brain volume abnormalities are detectable at the time of first presentation of schizophrenia symptoms. By minimizing the confounding influence of illness chronicity and long-term exposure to pharmacological treatment, these MRI investigations have provided indications that the brain structural abnormalities associated with schizophrenia anteced the emergence of psychotic symptoms. This has been taken as supportive of neurodevelopmental theories of the disorder (Woods, 1998; Van Haren et al., 2008a).

Morphometric MRI studies of first-episode schizophrenia patients have consistently shown significant global brain volume reductions, mostly in gray matter tissue, as well as enlargement of the ventricular system (Vita et al., 2006; Steen et al., 2006). In order to investigate the presence of regional volume abnormalities across
separate cortical and subcortical brain structures, MRI studies of schizophrenia have quantified regional brain volumes using regions of interest (ROIs) placed on selected brain portions. These studies have variably demonstrated volume deficits mainly in the prefrontal and temporal neocortical regions, medial temporal structures (including the hippocampus and parahippocampal gyrus), basal ganglia, thalamus, and anterior cingulate gyrus (Wright et al., 2000; Shenton et al., 2001). Recent meta-analyses of ROI-based MRI studies of schizophrenia have highlighted the findings of whole brain and hippocampal volume reductions, as well as of lateral and third ventricular enlargement (Vita et al., 2006; Steen et al., 2006).

In recent years, there have been several further methodological advances in the field of morphometric MRI. For instance, voxel-based methods have been incorporated to allow the detection of brain volume changes across the entire cerebral volume in an automated fashion. These techniques include the voxel-based morphometry (VBM) approach (which allows voxelwise gray and white matter volume analyses) (Good et al., 2001) and the deformation-based morphometry (DBM) methodology (which enables automated quantifications of differences in brain shape) (Yoon et al., 2006). MRI studies using these techniques have not only confirmed previous findings obtained using the ROI-based approach but also enabled the demonstration of gray matter deficits associated with first-episode schizophrenia in other regions not readily assessable with ROI-based methods, such as the insula (Honea et al., 2005; Schaufelberger et al., 2007). Moreover, it has recently become possible to subject such voxel-based data to powerful computational approaches that allow meta-analyses of the tridimensional coordinates of the foci of gray matter differences between groups from the different studies reported in the literature (Ellison-Wright et al., 2008). Such meta-analytic approach has allowed comparisons of the patterns of brain deficits associated with first-episode psychosis with those of chronic schizophrenia, and such comparisons have indicated that progressive brain abnormalities over the illness course may occur specifically in cortical regions (Ellison-Wright et al., 2008).

One other development in the recent MRI literature of first-episode psychosis has been the incorporation of population-based methods, whereby large numbers of incident cases of psychosis can be recruited from circumscribed geographical regions, spanning the full spectrum of schizophrenia-related disorders. Moreover, such epidemiological approaches allow the inclusion of large numbers of nonpsychotic control individuals from exactly the same geographical areas. In the first study of this kind (the Ætiology and Ethnicity in Schizophrenia and Other Psychoses (AESOP) study), MRI measurements were obtained in 73 first-episode psychosis patients (44 of whom were diagnosed with schizophrenia) and 58 healthy controls from the neighborhood. Subtle findings of decreased hippocampal gray matter as well as enlarged lateral and third ventricle volumes were detected in the schizophrenia group (Morgan et al., 2007).

Also using a population-based approach, we have recently completed a morphometric MRI study of first-episode psychosis in Sao Paulo, Brazil (Schaufelberger et al., 2007). We evaluated a large sample of first-episode psychosis patients (n=122, 62 of whom with schizophrenia or schizophreniform disorder) compared to 94 next-
door neighbors with no history of psychosis. Using VBM methods, we found gray matter reductions in schizophrenia subjects in the prefrontal, superior temporal, and insular cortices, as well as in the hippocampus, in high consistency with the findings of previous studies using similar image acquisition and analysis methods (Job et al., 2002; Honea et al., 2005). These findings have provided confirmation that brain abnormalities are evident in the early stages of psychosis not only in severely ill subjects (which have predominated in the samples recruited in most previous MRI studies of first-episode schizophrenia) but also in community representative samples of sufferers from milder schizophrenia-related disorders.

One other distinctive feature of our study is that it was the first large MRI investigation of first-episode psychosis outside high-income countries. We found significant reductions in gray matter in Brazilian first-episode psychosis subjects in those same brain regions where gray matter decrements have been detected in patient samples studied in high-income nations, thus indicating that first-episode schizophrenia has a similar neuroanatomic substrate in different environments. This suggests that the supposed better outcome of psychosis in developing countries compared with developed countries (Hopper and Wanderling, 2000) is not related to differences in the brain mechanisms underlying the symptoms of the disorder.

**Association Between Focal Brain Developmental Abnormalities and the Diagnosis of Schizophrenia**

One additional strategy used in structural MRI investigations of neurodevelopmental versus neurodegenerative models for schizophrenia is regarding the search for focal gross changes that could indicate abnormalities that occurred during early stages of neurodevelopment. If one detects an excess of such findings in schizophrenia samples relative to controls, this provides support to the notion that disturbances in brain development are of critical relevance to the disorder (Murray and Fearon, 1999).

Several case reports described the presence of gross brain abnormalities of neurodevelopmental origin, such as agenesis of the corpus callosum, in patients presenting with schizophrenia symptoms, as documented by computed tomography (CT) or structural MRI scans (Kuhnley et al., 1981; Reveley and Reveley, 1983; Lewis et al., 1988). In addition, there have been many MRI investigations comparing the incidence of medial and midline brain structural anomalies, such as the persistence of CSP and absence of the adhesio interthalamica (AI), between groups of schizophrenia patients and healthy controls. Persistence of CSP and absence of AI both indicate abnormalities in early brain development (Rakic and Yakovlev, 1968). Excessive abnormalities of CSP and AI in patients with schizophrenia could represent early markers of other developmental defects involving some of the midline brain structures that have consistently been linked to schizophrenia, such as the thalamus, hippocampus, and corpus callosum (Nopoulos et al., 1998). This would
be in line with neurodevelopmental hypotheses of schizophrenia (Weinberger, 1987; Murray and Lewis, 1987).

A higher prevalence of CSP in groups of patients with schizophrenia in comparison to healthy controls has been observed in a number of structural MRI studies carried out with patient samples in chronic (Rajarethinam et al., 2001; Galarza et al., 2004) or first-episode (DeLisi et al., 1993) stages of the illness. As most MRI studies in this field presented positive results until recently, this type of abnormality became established as one of the most robust neuroimaging findings associated with schizophrenia (Shenton et al., 2001). However, this has come into disrepute more recently, with the publication of several consecutive studies that failed to find significant differences in the prevalence of CSP between schizophrenia patients and controls (de Souza Crippa et al., 2006; Flashman et al., 2007; Takahashi et al., 2007; Rajarethinam et al., 2008).

Recent high-resolution MRI studies, using more quantitative approaches and relatively objective assessment methods, have improved the accuracy of estimates of the prevalence and length of CSP in schizophrenia. In particular, the thin-slice length methodology of counting the number of slices in which a CSP appears in coronal brain views is now considered the state-of-the-art method to assess the presence and severity of this brain abnormality in MRI studies. A CSP with anterior-to-posterior length spanning six or more millimeters has been defined as large (Nopoulos et al., 1997, 1998; Hagino et al., 2001) based on previous postmortem findings (Shunk, 1963), and this landmark is now established as the most sensitive and reliable index to classify CSP findings. Using this method, several MRI studies have reported an increased prevalence of large CSP in schizophrenia (Kasai et al., 2004; Dickey et al., 2007). However, the prevalence of CSP of any size has not been found to differ between patients with schizophrenia and healthy controls in many of these recent reports (Kwon et al., 1998; de Souza Crippa et al., 2006). Based on such pattern of results, it has been speculated that the clinical significance of a CSP in schizophrenia may depend more on its magnitude than simply on its presence or absence (Flashman et al., 2007; Takahashi et al., 2007; Rajarethinam et al., 2008).

Although not always replicated, findings of large CSP in schizophrenia have been associated with family history of psychosis (Uematsu and Kawai, 1989), duration of the illness (Brisch et al., 1989), poor outcome (Fukuzako and Kodama, 1998), more severe negative symptoms and thinking disturbances (Kasai et al., 2004; Flashman et al., 2007), higher suicide rates (Filipović et al., 2005), and greater cognitive deficits (Nopoulos et al., 2000; Flashman et al., 2007). In addition, schizophrenia patients with large CSP also present more pronounced brain asymmetry and reduced volumes of the left temporal lobe (Nopoulos et al., 1996), bilateral hippocampus (Kwon et al., 1998), bilateral amygdala, and left parahippocampal gyrus (Kasai et al., 2004; Takahashi et al., 2007). Taken together, these findings suggest that schizophrenia subjects with a large CSP may display distinct patterns of disturbed brain morphology and, possibly, more psychopathological impairment.

The AI (or massa intermedia) is a midline structure connecting the medial surfaces of the thalamus on each side across the third ventricle. It usually fuses between the 13th and 14th weeks of gestation (Rosales et al., 1968), but varies in size
among individuals. The AI is missing in about 20% of human brains (Carpenter and Sutin, 1983) and seems to be more commonly absent in males than in females (Malobabic et al., 1987; Allen and Gorski, 1991). Absent AI has been reported to be more common among patients with schizophrenia than in healthy subjects (Snyder et al., 1998; Nopoulos et al., 2001; Takahashi et al., 2008), although this finding has not always been replicated (Ettinger et al., 2007). It has been demonstrated that schizophrenia patients without AI also display increased third ventricle volume (Snyder et al., 1998; Meisenzahl et al., 2002; Takahashi et al., 2008), as well as smaller parahippocampal and amygdalar volumes (Takahashi et al., 2008). Furthermore, schizophrenia patients without AI have been found to present with more severe negative symptoms than patients with AI (Takahashi et al., 2008; Meisenzahl et al., 2000, 2002), although such findings have not been replicated by other authors (de Souza Crippa et al., 2006). Two studies evaluated the presence of large CSP and absent AI in the same sample, showing absolutely no (de Souza Crippa et al., 2006) or little (Takahashi et al., 2008) overlap between those two findings.

In conclusion, the issue as to whether there is an excess of brain focal abnormalities indicative of neurodevelopmental anomalies in schizophrenia is not yet resolved. The overall incidence rates of enlarged CSP and absent AI in schizophrenia in the MRI studies reviewed herein show that these are relatively uncommon findings in schizophrenia (de Souza Crippa et al., 2006). Therefore, these midline structural abnormalities should at most be regarded as early neurodevelopmental risk factors that could be associated with a future manifestation of schizophrenia in a subgroup of patients rather than as causative determinants of the disorder.

**Progression of Morphologic Brain Changes After the Onset of Psychosis**

One powerful way to directly investigate the patterns of progression of brain structural abnormalities associated with schizophrenia is to conduct longitudinal MRI studies, in which morphometric brain measurements are obtained repeatedly over the course of the illness in subjects with first-episode psychosis, in comparison to asymptomatic volunteers also assessed with repeated MRI measurements.

In the first study of this kind, DeLisi et al. (1997) recruited an initial sample of 87 schizophrenia patients at the time of their first psychotic episode and 52 healthy controls and noted a significant increase in lateral ventricle volumes in patients compared to controls. After 5 years, 50 schizophrenia individuals and 20 controls had been reevaluated approximately on an annual basis, and the analysis of such longitudinal data revealed greater left ventricle enlargement in patients relative to controls over time, as well as reduced volumes of the overall left and right cerebral hemispheres, right cerebellum, and isthmus of the corpus callosum. No between-group differences were detected with regard to the volumes of the caudate nucleus, temporal lobe, or hippocampus. After 10 years of follow-up, schizophrenia patients (n = 26) still exhibited ventricular enlargement relative to controls (DeLisi et al., 2004),
with no significant differences being observed in temporal lobe measures (DeLisi and Hoff, 2005). However, an unexpected direct correlation between greater ventricle volumes over time and better (rather than worse) outcome was reported (DeLisi et al., 2004).

Since then, several other follow-up MRI studies of schizophrenia have been carried out, with intervals between scans varying from 1 to 5 years. Table 1 summarizes the findings of longitudinal MRI studies conducted to date in samples of adult subjects with first-episode schizophrenia. These studies have provided compelling evidence that brain abnormalities associated with schizophrenia may increase in severity over time, by demonstrating the presence of progressive reductions in total brain (Wood et al., 2001; Cahn et al., 2002) and global gray matter volumes (Cahn et al., 2002), as well as increases in total cerebrospinal fluid spaces (Ho et al., 2003; Bachmann et al., 2004; Nakamura et al., 2007) and lateral ventricle volumes (Lieberman et al., 2001; Cahn et al., 2002, Nakamura et al., 2007; van Haren et al., 2008b).

With regard to regional brain changes, longitudinal MRI studies of schizophrenia have detected significantly progressive volume decreases over time in the following: total frontal (Gur et al., 1998; Bachmann et al., 2004, Ho et al., 2003; Nakamura et al., 2007) and temporal lobes (Bachmann et al., 2004; Nakamura et al., 2007); the cingulate gyrus (Koo et al., 2008); the left superior frontal cortex (van Haren et al., 2007); the Heschl gyrus, left planum temporale, and superior temporal gyrus (Kasai et al., 2003a, b; Théberge et al., 2007; van Haren et al., 2007); and the hippocampus (Wang et al., 2008), caudate nucleus (Théberge et al., 2007; van Haren et al., 2007; Wang et al., 2008), and thalamus (van Haren et al., 2007; Wang et al., 2008).

In a notable proportion of the above studies, there have been indications of a direct association between favorable outcome of schizophrenia and lesser brain volume deficits at follow-up (Lieberman et al., 2001; Cahn et al., 2002; Ho et al., 2003; Nakamura et al., 2007; Van Haren et al., 2008b; Hulshoff Pol and Kahn, 2008).

The literature above provides strong support to the notion of schizophrenia as a progressive brain disorder, as argued in several recent authoritative reviews on this topic (Pantelis et al., 2005; van Haren et al., 2008a; DeLisi, 2008; Hulshoff Poll and Kahn, 2008). Several possible mechanisms have been proposed as underlying the progression of brain volume deficits as detected in such longitudinal MRI studies of schizophrenia. These have included persistent abnormal neurotransmission (dopaminergic, glutamatergic, GABA-ergic), neuropil abnormalities (dendrites/synapse density) (Selemon and Goldman-Rakic, 1999), and stress-related hypothalamo-pituitary-adrenal functional hyperactivity (Keshavan et al., 1998; Pantelis et al., 2005), which could lead to reductions in dendritic spines (Chen et al. 2008). It is interesting to note that these explanations do not imply degenerative processes, which is consistent with the arguments raised in the recent neuropathological literature of schizophrenia reviewed in the first part of this chapter.

One additional and particularly interesting hypothesis to explain the schizophrenia-related patterns of progressive brain changes implicates the occurrence of abnormal processes of brain maturation during adult age in association with the disorder. van Haren et al. (2008b), in a 5-year follow-up study of 96
<table>
<thead>
<tr>
<th>Study</th>
<th>Sample (mean follow-up interval)</th>
<th>Image acquisition and/or analysis methods (brain regions evaluated)</th>
<th>Main results (changes over time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeLisi et al. (1997)</td>
<td>50 FESZ 20 HC (4–5 years)</td>
<td>ROI (hemispheres, TL, STG, cerebellum, AHC, CC, VVLL)</td>
<td>Patients: ↓ hemispheres bilaterally, ↓ CC isthmus, ↓ right cerebellum and ↑ left VV \ Continuously AP use was associated with lesser VVLL alterations over time</td>
</tr>
<tr>
<td>Gur et al. (1998)</td>
<td>20 FESZ, drug-naïve 20 Chronic SZ 17 HC (30 months)</td>
<td>ROI (TBV, FL, TL, CSF).</td>
<td>Patients: ↓ left FL \ HC: ↓ TL \ FESZ versus chronic SZ: ↓ FL e ↑ TL \ AP dose was correlated with ↓ FL and TL</td>
</tr>
<tr>
<td>Keshavan et al. (1998)</td>
<td>15 FESZ, drug-naïve 12 HC (1 year)</td>
<td>ROI (STG, cerebellum)</td>
<td>Patients: reversion of STG volume reductions seen at baseline</td>
</tr>
<tr>
<td>Lieberman et al. (2001)</td>
<td>51 FESZ or SZAFF 13 HC (1–6 years)</td>
<td>ROI (TCV, caudate nucleus, VV, VVLL, anterior hippocampus)</td>
<td>Poor outcome patients: ↑ VV e ↑ hippocampus \ Good outcome patients: ↑ TCV \ HC: ↓ TCV and hippocampus \ Overall patients group: ↑ caudate volume \ No association between treatment duration and TCV, caudate or hippocampal volumes</td>
</tr>
<tr>
<td>Wood et al. (2001)</td>
<td>30 FEP (1.9 years) 12 Chronic SZ (2.3 years) 26 controls (2.2 years)</td>
<td>ROI (TBV, ICV, TL, hippocampus)</td>
<td>Both patient groups: ↓ TBV (similar rates FEP versus chronic SZ) \ No medication effect was observed</td>
</tr>
<tr>
<td>Study</td>
<td>Sample (mean follow-up interval)</td>
<td>Image acquisition and/or analysis methods\textsuperscript{a} (brain regions evaluated)</td>
<td>Main results (changes over time)</td>
</tr>
<tr>
<td>------------------</td>
<td>----------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Puri et al. (2001)</td>
<td>24 FESZ 12 HC (8 months)</td>
<td>ROI (TBV, VVLL)</td>
<td>No differences between patients and controls in mean VV, but greater than expected variation (both increases and decreases) in VV was observed in FESZ over time</td>
</tr>
<tr>
<td>Cahn et al. (2002)</td>
<td>34 FESZ 36 HC (1 year)</td>
<td>ROI (TBV, global GM/WM, VVLL, cerebellum)</td>
<td>Patients: ↓ TBV and GM volume, ↑ VVLL. The decrease in global GM volume significantly correlated with outcome and, independent of that, with higher cumulative dosage of AP</td>
</tr>
<tr>
<td>Ho et al. (2003)</td>
<td>73 SZ patients FEP\textless;41 Previous contact=32 23 HC (3 years)</td>
<td>ROI (TBV, VVLL, FL, TL, PL, cerebellum, CSF)</td>
<td>Patients: ↑ CSF, ↓ frontal WM Poor versus good outcome SZ: ↑ VVLL Progressive ↓ frontal WM and ↑ frontal CSF were associated with greater negative symptom severity No medication effect was observed in any region</td>
</tr>
<tr>
<td>Kasai et al. (2003a, b)</td>
<td>13 FESZ 22 HC (2003a) 14 HC (2003b) (1.5 years)</td>
<td>ROI (anterior and posterior STG, anterior and posterior AHC, HG, PT)</td>
<td>SZ patients versus both FEP of affective type (n=15) and HC: ↓ left HG, left PT and left STG (more pronounced in its posterior portion) These results were not associated with AP use or symptom severity</td>
</tr>
</tbody>
</table>
### Table 1 (continued)

<table>
<thead>
<tr>
<th>Study</th>
<th>Sample (mean follow-up interval)</th>
<th>Image acquisition and/or analysis methods$^a$ (brain regions evaluated)</th>
<th>Main results (changes over time)</th>
</tr>
</thead>
</table>
| DeLisi et al. (2004)   | 26 FESZ 10 HC 10 years           | ROI (hemispheres, VVLL)                                               | Patients: ↑ VVLL  
Greater ↑ VVLL over time was correlated with better, not worse, outcome at the 10th year of follow-up with regard to the presence of symptoms  
No association with AP use or poor outcome was observed |
| Bachmann et al. (2004) | 14 FESZ 13 HC 14 months  
(scanned only at baseline) | ROI (hemispheres, FL, TL, CSF, VVLL)                                 | Patients: ↓ frontal WM and temporal GM bilaterally, ↑ CSF                                       |
<p>| Dickey et al. (2004)   | 12 FEP 15 HC 1.5 years           | ROI (prefrontal cortex)                                               | No differences in the rate of prefrontal volume decreases were observed over time between patients and controls |
| Zipursky et al. (2004) | 10 FESZ 9 HC 5 years             | ROI (VVLL, global/lobar GM and WM, CSF)                              | No between-group differences were observed in any region                                        |
| DeLisi and Hoff (2005) | 27 FESZ 10 HC 10 years           | ROI (TL, STG)                                                         | No between-group differences were observed in TL or STG volume over time                        |</p>
<table>
<thead>
<tr>
<th>Study</th>
<th>Sample (mean follow-up interval)</th>
<th>Image acquisition and/or analysis methods¹ (brain regions evaluated)</th>
<th>Main results (changes over time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whitworth et al. (2005)</td>
<td>Mixed group of 21 FEP and 17 chronic SZ, 20 HC (2–4 years)</td>
<td>ROI (hemispheres, TBV, VVLL, AHC)</td>
<td>Patients: ↑ VVLL and ↓ AHC both at baseline and at follow-up relative to controls, but no between-group differences regarding mean annual volume changes in the measured regions. SZ showed higher between-subject variability in VVLL change. No correlation with illness duration, PANSS scores, or level of functioning was observed.</td>
</tr>
<tr>
<td>Price et al. (2006)</td>
<td>16 FESZ, 12 HC (3.7 years)</td>
<td>Magnetization transfer imaging</td>
<td>WM deficits were observed at baseline in SZ relative to controls, but no progression was observed over time. No cortical differences were detected between the groups at baseline or follow-up.</td>
</tr>
<tr>
<td>Théberge et al. (2007)</td>
<td>16 FESZ, drug-naïve, 16 HC (30 months)</td>
<td>VBM</td>
<td>Patients: ↓ left STG and left caudate head.</td>
</tr>
<tr>
<td>Nakamura et al. (2007)</td>
<td>17 FESZ, 26 HC (1.5 years)</td>
<td>ROI (total cortical/ lobar GM, LLVV, sulcal CSF)</td>
<td>SZ patients: ↓ frontal and temporal cortical GM, ↑ LLVV and sulcal CSF. Poorer outcome was associated with ↓ cortical GM and ↑ LLVV. No association was observed with AP use.</td>
</tr>
</tbody>
</table>

¹ Methods: ROI, Magnetization transfer imaging, VBM
<table>
<thead>
<tr>
<th>Study</th>
<th>Sample (mean follow-up interval)</th>
<th>Image acquisition and/or analysis methods (brain regions evaluated)</th>
<th>Main results (changes over time)</th>
</tr>
</thead>
</table>
| Whitford et al. (2007a, b) | 25 FESZ  
26 HC  
(2–3 years) | Tensor-based morphometry                                            | Patients: longitudinal ↓ GM in fronto-parietal cortex, and ↓ WM in the middle and inferior temporal cortex bilaterally                                                                       |
| van Haren et al. (2007) | 96 mixed FEP and  
Chronic SZ  
113 HC  
(5 years) | VBM                                                                | Patients: ↓ left SFG, STG, right caudate nucleus, and right thalamus  
Increased number of hospitalizations was associated with excessive ↓ left SFG, whereas a higher cumulative dose of clozapine and olanzapine during the scan interval was related to lesser volume decreases in this area |
| van Haren et al. (2008b) | 96 mixed FEP and  
chronic SZ  
113 HC  
(5 years) | ROI  
(TBV, ICV, total GM and WM, FL,  
TL, PL, OL, cerebellum, third ventricle, VVLL) | Patients showed a different trajectory of brain volume change relative to controls: before the age of 45 years, ↓ TBV/GM and ↑ VVLL were excessive in SZ relative to HC, representing approximately the first 20 years of illness  
SZ versus HC: ↑ third ventricle volume across the whole age span  
Poor- versus good-outcome SZ: greater ↓ TBV during the follow-up interval |
| Koo et al. (2008)    | 17 FESZ  
18 HC  
(1.5 years) | ROI  
(cingulate gyrus: subgenual, affective,  
cognitive, and posterior subregions) | Patients: progressive ↓ GM in the subgenual, affective, cognitive, and posterior cingulate subregions                                                                                  |
<table>
<thead>
<tr>
<th>Study</th>
<th>Sample (mean follow-up interval)</th>
<th>Image acquisition and/or analysis methods* (brain regions evaluated)</th>
<th>Main results (changes over time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sun et al. (in press)</td>
<td>16 FESZ 14 HC (2 years)</td>
<td>Cortical pattern matching</td>
<td>Similar brain surface contraction patterns in patients and controls, but exaggerated in magnitude in the SZ subjects, across the entire brain surface.</td>
</tr>
<tr>
<td>Schaufelberger et al. (in revision)</td>
<td>39 FESZ 52 epidemiological controls (1 year)</td>
<td>VBM</td>
<td>No differences in the GM volume or ventricle-brain-ratio change between FEP subjects and controls were observed over time. SZ showed GM in the left STG and the right hippocampus relative to controls. Continuous AP exposure was associated with greater ventricle-brain-ratio increase over time, while a remitting course was related to reversal of baseline regional GM volume deficits in the TL.</td>
</tr>
</tbody>
</table>

Abbreviations: ↑, increase; ↓, reduction; AHC, amygdala–hippocampal complex; AP, antipsychotic; CC, corpus callosum; CSF, cerebrospinal fluid; FEP, first-episode psychosis; FESZ, first-episode schizophrenia; FL, frontal lobe; GM, gray matter; HC, healthy controls; HG, Heschl gyrus; ICV, intracranial volume; OL, occipital lobe; PANSS, positive and negative syndrome scale; PL, parietal lobe; PT, planum temporale; ROI, region of interest; SFG, superior frontal gyrus; STG, superior temporal gyrus; SZ, schizophrenia/schizophreniform patients; SZAFF, schizoaffective disorder patients; TBV, total brain volume; TCV, total cortical volume; TL, temporal lobe; VBM, voxel-based morphometry; VV, ventricular volume; VVLL, lateral ventricles; WM, white matter.

*Whole-brain morphometric MRI acquisition protocols were employed in all studies reported in the table as using ROI- or VBM-based image analysis methods.
schizophrenia patients and 113 healthy individuals (with an age range of 16–56 years), found that the trajectory of brain volume changes over time was different in patients relative to controls. Instead of the curved trajectory that was found for cerebral gray matter volume change in healthy individuals (which replicated findings reported in several imaging studies of normal aging), schizophrenia patients showed a linear pattern of brain volume decrease over time. In addition, excessive brain volume loss in patients (particularly in the gray matter compartment) and lateral ventricle enlargement were limited to the first 20 years of the illness, i.e., before the age of 45 years. From this age onward, the total cerebral and gray matter volumes decreased in schizophrenia subjects and controls to a similar extent. Before the age of 32 years, the progressive loss of gray matter was accompanied by increases in white matter volumes in schizophrenia subjects. These patients also showed an excessive third ventricle volume increase over time, across the entire age span investigated. These results suggest that schizophrenia may be associated with maturational abnormalities in early adulthood, which corroborates the notion of schizophrenia as a neurodevelopmental condition (van Haren et al., 2008b).

However, it is important to highlight that not all longitudinal morphometric MRI investigations in the early stages of schizophrenia have reported volume loss over time in brain structures of key relevance to the disorder (see Table 1). For instance, several of the morphometric MRI studies that found reductions in temporal lobe structures at the first psychotic episode failed to demonstrate progression of these deficits over time (Gur et al., 1998; Lieberman et al., 2001, Wood et al., 2001; Whitworth et al., 2005; Schaufelberger et al., submitted for publication). Moreover, a number of MRI studies also failed to find longitudinal ventricular enlargement in schizophrenia patients compared to controls (Lieberman et al., 2001; Puri et al., 2001; Zipursky et al., 2004; Whitworth et al., 2005).

The lack of overall agreement across the longitudinal MRI studies of psychosis reported to date could be explained, at least partially, by the recruitment of schizophrenia groups of modest size in some studies and by the selection of healthy controls that may not be representative of the overall population from which psychosis subjects come from.

In the context of our epidemiological research program on first-episode psychosis, we have recently completed a follow-up investigation that is, to the best of our knowledge, the first population-based longitudinal MRI study of such disorder (Schaufelberger et al., in revision). This study included 80 schizophrenia patients and 52 nonpsychotic controls. After a mean follow-up period of 15 months, we found no differences either in the rate of change of gray matter volumes or in ventricle size between first-episode psychosis subjects and controls. These negative findings did not provide support to the hypothesis of progressive brain volumetric reductions in the initial stages of schizophrenia after the onset of psychosis. The use of epidemiological methods to identify and assess cases directly from the community, living in a circumscribed geographical region, is likely to reduce selection biases by ensuring that all individuals enrolled in the study have similar levels of exposure to environmental factors within the general population (Wacholder, 1995; Lee et al., 2007). Also, this approach may have yielded the identification of cases
more representative of the overall population of schizophrenia individuals than previous MRI studies that evaluated patients recruited in in-patient hospital settings and/or specialized psychiatric services, an approach that is likely to miss cases of better prognosis. Indeed, in a number of previous longitudinal MRI studies of first-episode psychosis, all subjects initially diagnosed as suffering from schizophreniform disorder were diagnosed with schizophrenia at follow-up (van Haren et al., 2007); this rate is not consistent with findings from clinical studies, which indicate that a substantial proportion of patients with schizophreniform disorder present complete symptom remission at follow-up (Addington et al., 2006; Haahr et al., 2008). Thus our data may indicate that when representative, population-based FEP samples are recruited for longitudinal MRI studies, there is less compelling evidence of overall progression of brain volume deficits associated with schizophrenia over the first years of the disease course.

Are There State-Dependent Brain Structural Abnormalities in Schizophreniform Psychosis?

Given the preponderance of the view that brain volume deficits progress over time in schizophrenia, very little attention has been given to the possibility that some brain morphological abnormalities could be state-dependent and reversible after symptom remission, at least in a subset of patients with schizophrenia-related disorders. In one previous longitudinal MRI study, a small sample of first-episode schizophrenia subjects ($n = 11$) displayed reversal of volume decrements in the superior temporal gyrus 1 year after the disease onset (Keshavan et al., 1998). This pattern of results was interpreted as reflecting reversal of neuronal damage (for instance, induced by cortisol hyperactivity or other sources of oxidative stress) after stabilization of the illness (Keshavan et al., 1998).

In our population-based longitudinal MRI study of psychosis, we found that relative to healthy controls, patients with schizophrenia/schizophreniform disorder ($n = 39$) showed a greater degree of gray matter preservation in the left superior temporal cortex and the right hippocampus. When we dichotomized patients according to their functional outcome based on DSM-IV criteria, we found that such findings of increased gray matter in temporal lobe regions were confined to the subgroup of subjects with schizophrenia-spectrum psychosis with good prognosis, which represented 25% of our sample (Schaufelberger et al., in revision). Our results provide indication that brain volumetric abnormalities associated with some forms of schizophrenia may be associated with the acute phase of illness and may to some extent ‘normalize’ with symptom improvement, remission, or recovery. It is important to highlight that the remitted first-episode schizophrenia patients who showed significant volume increments over time included only a minority of subjects who were continuously treated with antipsychotics over the follow-up period. Thus, our data support a view that schizophrenia-related neuropathological processes may be potentially reversible with symptom remission in some cases, regardless of antipsychotic treatment.
Brain Abnormalities Associated with the Conversion from Prodromal States to Psychosis

Recent structural MRI studies of subjects at risk for the development of schizophrenia have contributed to the evaluation of brain abnormalities that may be present before the onset of illness and during the transition to first-episode psychosis (see Cannon, this volume). These studies have employed either of two designs, investigating respectively individuals at increased genetic risk for schizophrenia (first-degree relatives of patients with schizophrenia) (Lawrie et al., 2008) or ultra-high risk (UHR) subjects (people suffering from sub-syndromal psychotic symptoms, the so-called at-risk mental state (ARMS)) (Wood et al., 2008).

The largest morphometric MRI study of subjects at high risk for schizophrenia due to genetic reasons (i.e., two or more close relatives with schizophrenia) was carried out in Scotland (the Edinburgh High-Risk Study). In an initial evaluation using ROI-based analysis methods, high-risk individuals (n=147) were found to display reduced volumes of the amygdala–hippocampus complex and thalamus bilaterally, in a degree that was intermediate between that of healthy controls (n=36) and first-episode schizophrenia subjects (n=34) (Lawrie et al., 2001). A further VBM investigation with this same sample (except for the exclusion of one high-risk subject) revealed bilateral gray matter density reductions in the anterior cingulate gyrus of high-risk individuals compared to controls, whereas first-episode schizophrenia patients showed a distinct pattern of gray matter reductions in fronto-temporal regions (Job et al., 2003). A subsequent longitudinal evaluation with repeated MRI scanning revealed no significant differences in gray matter density changes between 65 high-risk individuals and 19 healthy controls over a period of approximately 2 years (Job et al., 2005). Also, no significant baseline differences in gray matter volumes were observed between those high-risk individuals who later developed schizophrenia (n=8) and those who did not. However, the individuals who later converted to schizophrenia displayed a different pattern of gray matter reduction in the left uncus and fusiform gyrus, and also in the right cerebellar cortex compared to those high-risk subjects who had psychotic symptoms but did not convert to schizophrenia (n=18) (Job et al., 2005). The same group has also shown that those high-risk subjects who subsequently developed schizophrenia already presented with abnormal patterns of prefrontal cortical folding at baseline, based on an index of gyriﬁcation (Harris et al., 2007). Cortical folding patterns are known to reﬂect neurodevelopment processes in the frontal cortex, and abnormalities in gyriﬁcation indices have previously been demonstrated in schizophrenia patients investigated with morphometric MRI (Sallet et al., 2003).

The largest data set of UHR subjects investigated with MRI to date has been acquired in Melbourne (Wood et al., 2008). These authors assessed patterns of cross-sectional and longitudinal structural brain changes in up to 100 UHR subjects during the transition to psychosis. Firstly, in a VBM study, UHR subjects who later developed psychosis (n=23) were found to display, relative to those individuals who did not (n=52), reduced gray matter volumes in the right medial temporal, lateral temporal, and inferior frontal cortices, as well as in the cingulate...
gyrus bilaterally at baseline (Pantelis et al., 2003). Twenty-one UHR subjects were rescanned after at least 1-year of follow-up; a subsample of 10 converters presented regional gray matter reductions affecting the cingulate, parahippocampal, and orbitofrontal cortices, whereas longitudinal volume changes were restricted to the cerebellum in non-converters (Pantelis et al., 2003). Later, in collaboration with researchers in the United States, the same research group used DBM-based methods and a 1-year longitudinal MRI design to evaluate UHR subjects who converted to psychosis (n=11–12) compared to both healthy controls and non-convertsing UHR subjects (n=20–23) (see Cannon, this volume). These studies demonstrated a greater degree of right prefrontal contraction specifically in the UHR subjects who converted to psychosis (Sun et al., 2009). Also, regional brain volume measurements in the same sample revealed gray matter reductions bilaterally in the superior temporal gyrus (Takahashi et al., 2009) and insula (Takahashi et al., in press) in the UHR subjects who converted to psychosis at the 1-year follow-up. These authors discuss the role of stress at the psychosis onset and a possible disturbance in the hypothalamus-pituitary-adrenal axis underlying such structural brain changes, and this proposition is supported by findings of volumetric decrements in the pituitary in the UHR subjects who later developed psychosis (Wood et al., 2008).

Also recently, Borgwardt et al. (2007, 2008) reported cross-sectional (n=35) and longitudinal (n=20) MRI findings in ARMS subjects. At baseline, those subjects who later developed psychosis (n=12) had less gray matter than subjects who did not (n=23) in the right insula, inferior frontal cortex, and superior temporal gyrus (Borgwardt et al., 2007). After 3 years of follow-up, 10 converters showed progression of gray matter decreases in the frontal, temporal, and parietal cortices, as well as in the cerebellum, while no longitudinal gray matter differences were found in the 10 non-convertsing subjects (Borgwardt et al., 2008).

The morphometric MRI studies mentioned above, by describing localized abnormalities of volume and shape in subjects at high risk for psychosis, favor the notion of neurodevelopmental brain abnormalities in association with the genetic liability to develop schizophrenia. Also, the results of these studies suggest strongly that regional structural brain abnormalities present in subjects at high risk for psychosis may show a dynamic pattern of progression over time, particularly during the transition to psychosis in those subjects who do develop full-blown schizophrenia (see Cannon, this volume).

### Progressive Brain Abnormalities in Schizophrenia: Evidence from Studies Using Other MRI-Based Techniques

Most of the above structural MRI studies of schizophrenia have privileged the investigation of abnormalities in the gray matter compartment of the brain. Recently, however, there has been considerable interest in the in vivo assessment of structural white matter pathology in schizophrenia. Such interest stems mainly from
postmortem findings suggesting the existence of glial cell and myelinization deficits associated with the disorder, as well as functional imaging evidence indicating cortico-subcortical functional dysconnectivity underlying psychotic symptoms (Bartzokis, 2002; Davis et al., 2003; Konrad and Winterer, 2008).

Recently, diffusion tensor imaging (DTI) techniques have afforded significant advances in the study of white matter tissue in the brain in vivo. This MRI-based methodology, by quantifying the diffusion of water in brain tissue and the anisotropy of this diffusion movement, enables the evaluation of integrity of white matter fiber tracts (Jones, 2008). The field of DTI studies of schizophrenia is rapidly evolving and there have been consistent findings of decreased fractional anisotropy or increased diffusivity within the prefrontal and temporal lobes, as well as abnormalities within the fiber bundles connecting these regions (Kyriakopoulos et al., 2008; McIntosh et al., 2008). These results have been confirmed by one recent meta-analysis (Ellison-Wright and Bullmore, 2009). Such DTI-based findings have been detected in some (Price et al., 2007, 2008; Cheung et al., 2008), but not all (Peters et al., 2008), samples of first-episode schizophrenia subjects and it has been suggested that white matter abnormalities would be less widespread in the early stages of the illness than in chronic schizophrenia (Price et al., 2005; Friedman et al., 2008).

Magnetic resonance spectroscopy (MRS) provides a noninvasive tool to investigate a wide variety of metabolites in the living human brain. In recent studies comparing schizophrenia patients relative to healthy controls, the compounds most often investigated have been proton-containing metabolites such as N-acetyl asparate (NAA), creatine (Cr), choline (Cho), myoinositol, glutamine, glutamate, glutathione, and gamma-aminobutyric acid (GABA) (Keshavan et al., 2000; Gur et al., 2007), assessed using $^1$H-MRS. Reduced NAA concentrations (indicative of neural loss) in the prefrontal cortex and hippocampus have been consistently demonstrated in schizophrenia patients. These abnormalities have been correlated with increased illness duration and are also associated with findings of cortical atrophy, cognitive impairment, and more severe negative symptoms (Keshavan et al., 2000; Gur et al., 2007).

Only three longitudinal MRS studies have been conducted to date, evaluating, respectively, individuals with schizophrenia at an early stage of their illness (Bustillo et al., 2002), at-risk individuals (Jessen et al., 2006), and patients presenting with their first psychotic episode (Theberge et al., 2007). Bustillo et al. (2002) studied 10 schizophrenia subjects minimally treated with antipsychotics (less than 3 weeks’ lifetime exposure) and 10 healthy controls with $^1$H-MRS. These authors found no differences in frontal or occipital NAA between patients and controls at baseline, but showed reduced frontal NAA in the schizophrenia group after 1 year of treatment, which was not correlated with symptom improvement. In a follow-up study of individuals at risk for the development of schizophrenia, Jessen et al. (2006) observed, at baseline, a significant reduction of the metabolic NAA/Cr and NAA/Cho ratios in the left frontal lobe and of NAA/Cr in the anterior cingulate gyrus in both at-risk and schizophrenia groups compared with healthy controls. Those at-risk individuals who converted to schizophrenia had a higher Cho/Cr and a lower NAA/Cho ratio in the
anterior cingulate gyrus compared with non-converters. Thus, contradicting the previous work from Bustillo et al. (2002), these findings suggest that NAA reduction in the prefrontal and anterior cingulate gyrus may represent an endophenotype for the development of schizophrenia, whereas elevated Cho in the anterior cingulate gyrus may be a predictor of conversion to schizophrenia in at-risk individuals. Finally, Théberge et al. (2007) combined structural MRI and MRS in the evaluation of first-episode schizophrenia subjects over a 30-month period and found elevated levels of glutamine in the anterior cingulate gyrus and thalamus of never-treated patients at baseline and decreased glutamine in the thalamus after 30 months. The reduced level of thalamic glutamine correlated with temporal and parietal gray matter loss over time, suggesting that this finding may relate to neurodegeneration (Théberge et al., 2007).

The Influence of Antipsychotic Treatment on the Progression of Brain Abnormalities in Schizophrenia

Given that most longitudinal MRI studies of schizophrenia to date have been carried out on samples continuously exposed to antipsychotic drugs, it is difficult to tease out the contribution of medication effects to the findings of progressive brain abnormalities often detected in association with the disorder.

In several longitudinal MRI studies reporting progressive brain volume changes in first-episode psychosis, no significant correlations were found between the cumulative antipsychotic exposure and global or regional gray matter volumes (Wood et al., 2001; Ho et al., 2003; Kasai et al., 2003a, b; DeLisi et al., 2004; Nakamura et al., 2007). Such negative findings have been taken as indicative that the progression of brain volume deficits over time in schizophrenia subjects is not confounded by the effects of continued antipsychotic exposure. In other studies, however, cumulative antipsychotic exposure has been directly correlated with global gray matter reductions (Cahn et al., 2002) as well as with frontal and temporal lobe volumes decrements after 30 months of follow-up (Gur et al., 1998, Théberge et al., 2007).

Many MRI studies have indicated that, after short-term use, antipsychotic drugs induce evident changes in brain morphology, which may differ depending on whether typical or atypical agents are used. The use of typical antipsychotics has consistently been reported to cause volume increases in the caudate nucleus (Chakos et al., 1994; Keshavan et al., 1994; Wright et al., 2000; Lieberman et al., 2005; van Haren et al., 2007), while volume decrements in the basal ganglia (Chakos et al., 1995; Westmoreland Corson et al., 1999; Scheepers et al., 2001) and the thalamus (Wood et al., 2001; Khorram et al., 2006) have been reported in patients who shift from typical to atypical antipsychotic treatment. In a recent population-based study of first-episode psychosis, Dazzan et al. (2005) compared three groups of subjects (drug-free, and patients on typical or atypical antipsychotic treatment) and showed that both typical and atypical antipsychotics are associated with brain changes: typical antipsychotics were found to affect more extensively the basal
ganglia (leading to enlargement of the putamen) and cortical areas (reducing the volumes of the lobulus paracentralis, anterior cingulate gyrus, superior and medial frontal gyri, superior and middle temporal gyri, insula, and precuneus), whereas atypical agents were particularly associated with enlargement of the thalamus (after a mean duration of antipsychotic exposure of nearly 2 months).

Given the above evidence, it cannot be ruled out that the continued use of antipsychotic agents could modify the trajectory of brain structural volumes in psychosis over time and thus confound the results of longitudinal MRI studies of psychosis. Also, because there are different rates of exposure to typical versus atypical antipsychotics across such longitudinal MRI studies, it is possible that the lack of overall agreement across separate investigations could be explained, at least partially, by different patterns of brain changes induced by typical or atypical antipsychotics (Lieberman et al., 2005; van Haren et al., 2007, 2008b; Thompson et al., 2009). Such differences may be related to the distinct pharmacological profiles of typical and atypical antipsychotics, consequently with different functional and neurochemical effects on the brain (Davis et al., 2005; Théberge et al., 2007; Schlangenhaus et al., 2008).

Some authors have suggested that antipsychotic drugs could have protective brain effects, thus halting further progression of neuropathological processes over the course of schizophrenia (DeLisi et al., 1997; Lieberman et al., 2001; Chakos et al., 2005). In recent prospective morphometric MRI studies, trends have emerged indicating that atypical, but not typical, drugs could exert such protective effects. In a 5-year follow-up MRI study of a mixed group of both first-episode and chronic schizophrenia individuals, van Haren et al. (2007, 2008b) investigated a significant proportion of patients who were shifted from typical to atypical antipsychotic over the course of the study. These authors found that a higher cumulative dose of clozapine and olanzapine during the inter-scanning interval was related to lesser volume decreases in superior frontal gray matter (a region in which the progression of gray matter density loss was directly related to the number of repeated psychotic episodes). They argued that such effects could be related either to protective neuronal effects of clozapine–olanzapine or to a release from the deleterious effects of typical antipsychotics. In one other longitudinal MRI study in which a large sample of first-episode psychosis individuals were randomly allocated to receive haloperidol or olanzapine, Lieberman et al. (2005) found that haloperidol-treated patients exhibited significant decreases in gray matter volume, mainly affecting the frontal lobe, whereas olanzapine-treated patients did not, after up to 26 months of follow-up. Interestingly, most of the gray matter decline in the haloperidol-treated group appeared to occur during the first 12 weeks of treatment. More recently, Thompson et al. (2009) prospectively followed up a group of 36 first-episode schizophrenia patients who were randomized to receive haloperidol (n=15) or olanzapine treatment (n=21) and whose brain abnormalities were mapped progressively with MRI at baseline, and after 3, 6, and 12 months. Using a DBM-based approach, the authors found that haloperidol-treated (but not olanzapine-treated) patients displayed a rapidly advancing parietal-to-frontal trajectory of cortical decreases, similar to the pattern of changes that characterize the normal cortical maturation in
adolescence, but greatly intensified. In the haloperidol-treated group after 12 months, this pattern of cortical loss advanced in the frontal cortex even after symptom remission (Thompson et al., 2009).

On the other hand, findings from other research groups have failed to support the hypothesis of protective effects of atypical antipsychotic agents on brain morphology in schizophrenia subjects. In one recent study (Crespo-Facorro et al., 2008), patients with first-episode non-affective psychosis were assigned to receive low-dose haloperidol (n=18), risperidone (n=16), or olanzapine (n=18) treatment and were prospectively followed up with MRI scanning for 1 year, together with 25 healthy controls. After 1 year, brain volume effects were similar across the groups studied, suggesting no differences in the brain structural effects of the three antipsychotic agents. Only patients treated with risperidone showed a significant increase in lateral ventricles over time, while those exposed to either of the atypical drugs (olanzapine or risperidone) exhibited a significant decrease in caudate nucleus volume after 1 year. In a 3-year follow-up study, Molina et al. (2007) showed that olanzapine use was associated with frontal and parietal gray matter reductions in schizophrenia patients. Findings of an absence of brain protective effects of atypical antipsychotics are consistent with recent animal studies, which have revealed that the use of either typical and atypical antipsychotics may produce time-dependent alterations in neurotrophin receptors in rats (Terry et al., 2007a, b) and may be associated with smaller gray matter volume and lower glial cell number in the brains of monkeys (Konopaske et al., 2007, 2008).

Finally, Saijo et al. (2001), in a prospective study evaluating chronically ill patients with a 10-year interval between MRI scans, found no significant correlation between ventricular enlargement and daily dosage of antipsychotic medication. Other longitudinal MRI studies in which chronic schizophrenia subjects were shifted from typical to atypical antipsychotic treatment have failed to find significant differences in the volume of hippocampus (Panenka et al., 2007), caudate nucleus, frontal and temporal gray matter, global white matter, and cerebral ventricles (McClure et al., 2008). These results suggest that schizophrenia patients in a chronic phase of their illness would be less vulnerable to antipsychotic effects on brain morphology.

Taken together, the above studies do not yet allow us to draw any definitive conclusions about the effects of antipsychotic medication on brain morphology in schizophrenia subjects over the course of illness. All of the MRI studies mentioned above were conducted in samples of patients with psychotic disorders, which are associated with complex brain abnormalities per se. The most consistent findings suggest that the potential of antipsychotic agents in influencing brain morphology is greater at the earlier phases of schizophrenia, when positive symptoms and the most prominent changes in cerebral tissue density associated with the course of psychosis are also thought to occur. Also, other classes of drugs that are often used in the clinical management of psychotic disorders, such as mood stabilizers, have also been suggested to produce brain changes (Nakamura et al., 2007), and few studies of psychotic disorders have weighted the effects of these medications in their results.
Our own longitudinal MRI study of first-episode psychosis, conducted in Brazil, investigated schizophrenia patients in a setting in which treatment strategies may differ substantially from those observed in the high-income countries-dominated literature (Schaufelberger et al., in revision). The evaluation of treatment was naturalistic, with patients looking for treatment in the available care facilities in the community and they did not take part in any standard treatment protocol. Rates of adherence to treatment varied, and a proportion of our schizophrenia subjects remained predominantly untreated over the 15 months of follow-up: from the 39 patients diagnosed with first-episode schizophrenia or schizophreniform disorder, 25 patients were on drug treatment at follow-up MRI scanning (13 with typicals, 11 with atypicals, and 1 with both), while 14 had not been exposed to treatment or had their medication interrupted during the follow-up period. When progression of brain volume changes were compared between the medicated and predominantly unmedicated schizophrenia subgroups, we found that continuous antipsychotic exposure was associated with greater increases in lateral ventricle volumes over time. This suggests that antipsychotic exposure may have influenced the progression of lateral ventricle enlargement in medicated patients. However, it should be noted that there was also a direct association between lack of treatment and illness remission in our study, and it is possible that the ventricle size distinctions between these subgroups would have been influenced by differences in illness outcome, rather than solely reflecting direct effects of medication.

Novel Approaches: Association Between Gene Polymorphisms and Brain Structural Abnormalities in Schizophrenia

It is unfortunate that, for a long period of time, the fields of neuroimaging and molecular genetic research into schizophrenia remained relatively isolated from each other. This panorama has been changing rapidly in recent years, and a number of genomic neuroimaging studies investigating the association between allelic variations and brain morphometric indices, as assessed with MRI, are providing exciting data that may further inform etiological theories for schizophrenia (see Meyer Lindenberg, this volume). Specifically, neurodevelopmental hypotheses for schizophrenia gain support if associations are detected between brain abnormalities in key brain regions and polymorphisms of genes known to be implicated in early stages of brain development.

A series of recent studies of this kind have been conducted investigating the association between brain volume deficits and polymorphisms of the gene encoding BDNF (Szeszko et al., 2005; Agartz et al., 2006; Varnås et al., 2008). This trophic protein has a relevant role in modulating neuroplasticity in mature neurons, but it is also known to be critical to developmental processes during embryonic life. In the largest of these MRI studies, Ho et al. (2006) found, in a cohort of 293 schizophrenia-spectrum disorder subjects, that carriers of the BDNF prodomain single nucleotide polymorphism resulting in a valine (Val)-to-methionine (Met) substitution presented with lower volumes of the occipital, temporal, and parietal
lobe gray matter (Ho et al., 2006). More recently, Varnäs et al. (2008) described associations between prefrontal cortical volumes and various BDNF gene polymorphisms both in healthy volunteers and in schizophrenia patients, with greater statistical significance in the latter subjects (Varnäs et al., 2008). In addition to these cross-sectional MRI studies, there has been evidence that Met allele-carrying first-episode schizophrenia patients display greater progression of gray matter deficits in the prefrontal cortex and ventricle enlargement than Val homozygous patients over the three initial years of disease course; these findings suggest that progressive brain volume deficits in schizophrenia may be related to altered neuroplastic effects of BDNF in adult life (Ho et al., 2007).

There is a wide range of polymorphisms of other genes implicated in brain development that deserve testing for associations with structural brain changes in schizophrenia (see Dias-Neto et al., this volume). In a recent cross-sectional study carried out in Sao Paulo, Brazil, Gregório et al. (2009) investigated the relationship between MRI-based structural brain indices and 32 polymorphisms located in 30 genes related to neurogenesis and brain development in 25 patients with schizophrenia, with correction for multiple comparisons. Ventricle enlargement was associated with an allelic variation of the gene that encodes reelin, a protease that guides neuronal migration during embryonic life, while a polymorphism of the gene that encodes protocadherin 12, relevant to axonal guidance and synaptic specificity, was associated with reduced cortical folding in the schizophrenia group (Gregório et al., 2009). Several additional reports are rapidly appearing in the literature describing associations between structural brain changes and variations of neurodevelopment-related genes in schizophrenia samples, such as neuregulin-1 gene variants and reduced hippocampal volumes (Gruber et al., 2009) or enlarged ventricles (Mata et al., 2009); and AKT1 gene variants and abnormal prefrontal volumes (Tan et al., 2009), among others.

**Concluding Remarks**

In synthesis, the bulk of findings from the studies reviewed in this chapter indicate that the dichotomy of neurodevelopmental against neurodegenerative hypotheses for schizophrenia is oversimplistic. Instead, the combined evidence from recent postmortem neuropathological and in vivo neuroimaging studies support an integrative model for schizophrenia. According to such view, superimposed to brain abnormalities originated in early neurodevelopmental stages, deviations in the dynamic processes of brain changes across the span of adult life may occur, either during the transition to psychosis or after the onset of full-blown schizophrenia. Within this framework, schizophrenia should be seen as a dynamic, but not a neurodegenerative, brain disease, exhibiting a combination of early neurodevelopment abnormalities and late brain changes, related to maturational abnormalities during adulthood and/or other processes (DeLisi, 1997; Waddington et al., 1998; Woods, 1998; Keshavan, 1999; Tsuang et al., 2001; van Haren et al., 2008b).

Specifically with regard to the in vivo structural MRI literature to date, the variability of results is not surprising given the complex and heterogeneous clinical
features of schizophrenia, and the interpretation of these findings stands as a considerable challenge. The MRI studies reviewed herein confirm the view that, at least in some forms of schizophrenia, there are remote brain abnormalities that are most probably of neurodevelopmental origin. Some of these changes have been found to progress over time, either during the transition from prodromal to full-blown psychotic stages or over the course of the illness after the first psychotic break (particularly in cases of worse prognosis). However, it remains possible that progressive patterns of brain tissue loss and increases in lateral ventricles may not be universally present in all forms of schizophrenia-related disorders. In more benign forms of schizophrenia-spectrum disorders, brain abnormalities in the same key brain structures affected in more severe schizophrenia cases might be state dependent, reversing after symptom remission.

In consistency with the findings of postmortem studies, the in vivo brain structural deficits associated with schizophrenia have been interpreted as reflecting neurochemical/neuropil abnormalities and/or changes in maturational brain processes, rather than neuronal degeneration. Stress-related reductions in dendritic spines, via the effects of corticotrophin-releasing hormone, have also been implicated in the pathology of schizophrenia and could influence the dynamic brain structural changes seen at the illness onset and during psychotic relapses. Other factors possibly related to late brain structural changes in schizophrenia include disease-related reductions in neurotrophic factor signaling, mitochondrial dysfunction, and decreased anti-apoptotic signaling. However, it is important to bear in mind that the use of antipsychotic medication remains a very important confounding factor when interpreting the results of the longitudinal MRI studies of schizophrenia that have found decreases in gray matter and increases in ventricular volume over time.

Finally, investigations of genes with important roles in brain development and maturation, as well as in synapse plasticity and functioning (e.g., reelin, neuregulin, dysbindin, BDNF, and myelin and oligodendrocyte-related genes), have also given support to hypotheses of a relationship between early and late neurodevelopmental abnormalities in schizophrenia leading to a misconnection of multiple brain areas (Davis et al. 2003, Harrison and Weinberger, 2005; Buckley et al. 2007, Konrad and Winterer, 2008). As reviewed in this chapter, associations between some of these gene variations and brain structural abnormalities in schizophrenia, as assessed with MRI, have recently emerged in the literature. Further studies of schizophrenia samples evaluating associations between neurodevelopment-related gene variants and patterns of progression of brain abnormalities as assessed in longitudinal MRI studies are eagerly awaited.
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Brain Anatomical Abnormalities in Schizophrenia


The Neuropathology of Schizophrenia: Central Role for the Hippocampus?

Peter Falkai, Eleni Parlapani, Oliver Gruber, and Andrea Schmitt

The Neurodevelopmental Hypothesis of Schizophrenia

A change in conceptual thinking about the pathogenesis of schizophrenia has occurred over the past decades. It is now hypothesized that the disorder has its origin on brain developmental neuropathology. The so-called neurodevelopmental hypothesis proposes that schizophrenia is related to adverse conditions leading to abnormal brain development during the pre- or postnatal period. This consequently leads to long-term changes in brain structure and brain malfunction, predisposing in term to functional deficits and to symptoms that respond to antidopaminergic drugs (Weinberger 1996).

Studies on what are called “minor physical abnormalities” provided weak evidence, reflected through intrauterine abnormal development (Green et al. 1989). Data referred to minor facial abnormalities (Lane et al. 1997) and small head circumference at birth (McNeil et al. 1993). Because these structures are derived from the same tissue and form at the same time during development as the brain, the observations suggested that normal development of both brain and associated structures is disrupted in schizophrenia patients.

Further evidence supporting the hypothesis came from a prospective epidemiological study of British birth cohorts, reporting that patients with schizophrenia were already neurologically, cognitively and socially impaired during childhood (Jones et al. 1994). Premorbid educational and intellectual deficits hinted at impairment before the onset of the diagnostic syndrome (Aylward et al. 1984).

Furthermore, there is enough evidence for macroscopical brain changes in schizophrenia (Harrison and Weinberger 2005). Studies using brain imaging techniques reported brain-structural abnormalities in first-episode drug-naive patients, while atrophy rates up to 5–10% were described in the fronto-temporo-limbic
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network (Wright et al. 2000, Shenton et al. 2001). Other studies addressed the formation of normal cerebral asymmetries. Because the formation of major cortical asymmetries is complete by the middle of the third trimester of gestation, abnormalities of such asymmetries directly implicated a disruption of the normal developmental processes. Initial studies reported anomalous lateralization of the sylvian fissures (Falkai et al. 1992) and other aspects of the temporal cortex (Crow et al. 1989).

Further investigation of abnormal cytoarchitecture in limbic cortices was most compelling with relevance to neurodevelopment (Jakob and Beckmann 1986). Additional studies revealed reduced number and smaller neuron size in layer II of the entorhinal cortex (ERC) in schizophrenia (Falkai et al. 1988, Arnold et al. 1995). Abnormal dispersion of pre-alpha-cell clusters in layer II of the ERC was also reported, suggesting migrational disturbances in schizophrenia (Falkai et al. 2000, Kovalenko et al. 2003), although other studies could not replicate this finding (Bernstein et al. 1998). A migration failure during neurodevelopment would disturb normal neocortical–hippocampal communication. Supportive evidence for a developmental failure of the normal inside-out neuronal migratory gradient was also reported in the superior frontal gyrus (Akbarian et al. 1993a), cingulate cortex (Benes et al. 1991a) and lateral temporal neocortex (Akbarian et al. 1993b).

Support for the neurodevelopmental origin of schizophrenia would provide the absence of evidence for a progressive or degenerative disorder. Progression of ventricular enlargement in first-onset patients was not observed in a 7-year follow-up study (Jaskiw et al. 1994). This finding indicated that the lesion was present early in the course of the disorder, preceded the symptoms and demonstrated a static encephalopathy. Evidence for an ongoing degenerative process, indicated by the presence of reactive gliosis, is inconsistent in schizophrenia. One early study found gliosis in 70% of brains from patients but in less than 5% of controls in several brain regions (Stevens 1982), while other authors reported progressive changes in brain regions over the duration of the illness (Kaplan et al. 1990). Still, the weight of evidence from most recent studies did not support an ongoing degenerative process, indicated by a lack of gliosis in brains of schizophrenia patients (Benes et al. 1991, Falkai et al. 1999). Additionally, well-conducted studies using routine stains and immunohistochemical methods showed that even elderly schizophrenia patients with cognitive impairment did not exhibit features of any dementing disorder (Baldessarini et al. 1997).

The Aetiology of Schizophrenia: Implication of Genetic and Environmental Factors

A question arises as to the factors that lead to the aforementioned structural brain abnormalities, namely, what causes them. The “complex” nature of schizophrenia cannot be easily explained as the result of a single genetic or environmental component. Genetic susceptibility plays an important role and genetic research in this field
has a 100-year-old history (Maier et al. 2003). In a twin-based study, heritability was estimated at 83% (Cannon et al. 1998). On the other hand, genetically identical monozygotic twins show a concordance of much lower than 100%. This suggests that other factors must also contribute to the aetiology of the disorder. What makes monozygotic twins discordant for schizophrenia remains largely a question, although the recent implication of epigenetics in the aetiopathogenesis of the disorder offered an explanation (Crow 2007).

It seems that it is not schizophrenia per se that is inherited but rather a susceptibility to it, since environmental factors are important in disease manifestation. Such risk factors include prenatal and perinatal effects. Maternal viral infections during the first (Brown et al. 2004) and second trimester of gestation (Adams et al. 1993), stress, malnutrition (Brown et al. 1996), diabetes mellitus and smoking during pregnancy increased manifestation of schizophrenia in the offspring. Additionally, obstetric complications associated with hypoxia increased not only the risk of developing schizophrenia, but also associated with early onset of the disorder and reductions of hippocampal volumes (McNeil et al. 2000, Van Erp et al. 2002).

**Susceptibility Genes for Schizophrenia**

Regarding the genetic component of aetiopathogenesis, it is now clearly established that schizophrenia is polygenic. This non-mendelian pattern of familial transmission is defined by an additive effect of multiple genes, each one with only a modest contribution, called “disposition genes” (Maier et al. 2003). Except for polygenic, genetic architecture in schizophrenia is heterogeneous, since no particular constellation of genes is characteristic of all patients. The same causative alleles may have a variable phenotype, depending on genetic background (Harrison and Weinberger 2005).

Current strategies investigating the genetic susceptibility for schizophrenia include cytogetic, linkage and association studies. Chromosomal regions that associated with schizophrenia are 1q, 2q, 5p, 5q, 6p, 6q, 8p, 10p, 13q, 15q and 22q. Putative susceptibility genes include dysbindin 1 (*DTNBP1*), catechol-O-methyltransferase (*COMT*), disrupted-in-schizophrenia-1 (*DISC1*), regulator of G-protein signalling-4 (*RGS4*), metabotropic glutamate receptor-3 (*GRM3*), G72 and d-amino acid oxidase (*DAAO*) genes (Harrison and Weinberger 2005).

**Neuregulin 1 Gene and Its Effects on Brain–Hippocampal Function**

Genome-wide linkage studies and meta-analyses of whole-genome linkage scans identified neuregulin-1 (*NRGI*) gene, located on chromosome 8p12, as a strong candidate for schizophrenia. A core at-risk *NRGI* haplotype (HAP$_{CE}$) consisting of two microsatellite markers and five single nucleotide polymorphisms (SNPs) was first
reported in an Icelandic population (Stefansson et al. 2002). Association of this haplotype with schizophrenia was replicated in a Scottish, a Northern European, a Chinese and a Portuguese population (for review see Schmitt et al., 2008a). While one meta-analysis confirmed association of the original risk haplotype with schizophrenia (Li et al. 2006), two further meta-analyses reported only a non-significant association of the SNP8NRG221533 polymorphism with schizophrenia (Munafo et al. 2006, 2008), presumably because of heterogeneity of distinct populations. Except for the originally reported Icelandic haplotype, other NRG1 haplotypes as well as alleles of individual SNPs and microsatellites were shown to significantly associate with schizophrenia (for review see Schmitt et al., 2008a).

NRG1 is an essential gene. The pan-NRG1 knockout mice display severe developmental abnormalities in the nervous system. Unfortunately, early mortality of these mice does not allow more detailed observation of the essential role of NRG1 in nervous system development. Mice heterozygous for two different mutations in the NRG1 gene display a hyperactivity similar to the one observed in mice with mutations that impair glutamatergic or enhance dopaminergic neurotransmission (Falls 2003).

NRGs stimulate intracellular signalling pathways, leading to different cellular responses such as cell apoptosis, migration, differentiation, adhesion and stimulation or inhibition of proliferation. Specifically, they are involved in the differentiation and survival of Schwann cells and oligodendrocytes (Falls 2003), promoting myelination. There is supportive evidence for the essential role of NRGs in oligodendrocyte lineage development as well as in the migration of CNS neuronal precursors along radial glia cells. NRGs are involved in brain synaptic plasticity and regulate the expression of N-methyl-D-aspartate (NMDA), gamma-aminobutyric acid (GABA) receptors, as well as the function of ion channels. An in vitro study reported that neuregulins increased α7 nicotinic acetylcholine receptors and enhanced excitatory synaptic transmission in GABAergic interneurons of the hippocampus (for review see Schmitt et al., 2008a).

A study reported increased NRG1 isoform type I mRNA expression in the hippocampus of schizophrenia patients and interaction with the genotype SNP8NRG221132 (Law et al. 2006). However, our recent postmortem study showed alterations of NRG1 isoform expression in the prefrontal cortex but not in hippocampus (Parlapani et al. 2008). The effect of genotype findings on NRG1 expression and the implication of altered NRG1 expression in the pathophysiology of schizophrenia remain speculative and require further investigation. Still, there is evidence of concrete effects on hippocampal function. NRG1 is highly expressed in CA3 pyramidal neurons projecting to CA1, accumulates at various central synapses including the hippocampal CA1 molecular layer (Chaudhury et al. 2003, Law et al. 2004a) and was shown to regulate synaptic plasticity in the hippocampus by reversing long-term potentiation at Schaffer collateral to CA1 synapses in an activity- and time-dependent manner (Kwon et al. 2005) and by inducing hippocampal neurite extension and arborization (Gerecke et al. 2004).

A functional magnetic resonance imaging study showed an association of the NRG1 risk genotype SNP8NRG243177 with psychotic symptoms and decreased
prefrontal, temporal activation and premorbid IQ (Hall et al. 2006). The risk allele SNP8NRG243177 was linked with reduced spatial working memory capacity also in healthy probands. In addition, SNP8NRG221132 and rs6994992 predicted lower expression of α7 nicotinic acetylcholine receptor mRNA in the prefrontal cortex, which might in turn contribute to impairments of working memory (for review see Schmitt et al., 2008). Reduced prepulse inhibition (PPI) of an acoustic startle in carriers of a missense mutation on rs3924999 hinted at an association between this schizophrenia-related endophenotype and a potentially functional variant of the NRG1 gene (Hong et al. 2008). Finally, SNP8NRG221533 associated with defective white matter microstructure, as indicated by decreased fractional anisotropy primarily in subcortical white matter of the frontal lobe (Winterer et al. 2008), while a recent study reported an association between the NRG1 HAPICE haplotype and lower hippocampal volumes in schizophrenia patients, as well as in their first-degree relatives (Gruber et al. 2008). Altogether, genetic risk factors for schizophrenia might affect a neuronal network, with hippocampus being one key region.

**Animal Models for Examining the Central Role of Hippocampus in Schizophrenia and the Neurodevelopmental Hypothesis**

The hypothesis that early abnormal brain development contributes to the aetiology of schizophrenia is difficult to investigate in humans because of the inability to predict which individuals will develop the disorder. For this reason, animal models were developed to test many of the possible environmental risk factors, such as nutritional deprivation, viral infection and lesioning of hippocampal pathways.

It was hypothesized that perinatal lesion of the hippocampus is disrupting development of the widespread cortical and subcortical circuitry, in which the hippocampus participates (Lipska 2004). Interrupting neural pathways via hippocampal lesions in neonatal rats resulted in abnormal connectivity of hippocampal projection sites throughout the brain and formed an animal model of neurodevelopmental abnormalities of pathways. The lesions involved regions of the hippocampus that directly project to the prefrontal cortex, namely, the ventral hippocampus and the ventral subiculum. These regions correspond to the anterior hippocampus in humans, a region that showed anatomical abnormalities in schizophrenia. These animal models are of great interest, since various functional and structural changes in the hippocampus were consistently implicated in human schizophrenia (Weinberger 1999).

Ventral hippocampal lesions at postnatal day 7 in rat pups resulted in a lack of alteration to behaviour until the rats reached puberty at around day 56 but, following this, animals demonstrated hyperactivity and elevated responses to stress (Lipska et al. 1993). Treatment with clozapine ameliorated some of these behavioural alterations. Other studies of neonatally lesioned animals reported altered or impaired social interaction (Sams-Dodd et al. 1997, Becker et al. 1999).
Recent investigations demonstrated that adult rats with neonatal hippocampal lesions showed enhanced sensitivity to drugs of abuse such as amphetamine (Wan et al. 1996) and deficits in reward mechanisms (Le Pen et al. 2002). Additionally, neonatal hippocampal lesions resulted in deficits of radial arm maze choice accuracy, an assessment of spatial learning and working memory. This effect was present from before puberty and persisted to adulthood (Chambers et al. 1996). Impaired working memory after lesion of the ventral hippocampus was confirmed elsewhere (Lipska et al. 2002a). Finally, neonatal hippocampal lesioning resulted in the disruption of PPI of an acoustic startle similar to that observed in schizophrenia (Lipska et al. 1995), as well as disruption of latent inhibition (Grecksch et al. 1999).

In a further series of studies, it was hypothesized that also transient inactivation of the ventral hippocampus during a critical period of development may be sufficient to disrupt normal maturation of the prefrontal cortex and perhaps other interconnected late-maturing regions (Lipska et al. 2002). Transient disconnection in the CA1 and CA2 hippocampus areas might have long-lasting consequences for neurogenesis in the dentate gyrus. The overall characteristics of behavioural changes and their temporal pattern were reminiscent of the disturbances associated with the permanent excitotoxic lesion of the ventral hippocampus produced at the same neonatal age (Lipska and Weinberger 2000). Altogether, the aforementioned data suggested that a transient loss of ventral hippocampal function during a critical time in maturation of intracortical connections permanently changed the development of prefronto-temporal neural circuits mediating certain dopamine- and NMDA-related behaviours.

It is noteworthy that early postnatal damage of the hippocampal region in non-human primates altered development of the dorsal prefrontal cortex and its regulation of subcortical dopamine function, phenomena similar to those described in schizophrenia patients (Bertolino et al. 1997).

Animal models provided a unique opportunity to explore schizophrenia. Neonatal damage to the rat hippocampus reproduced a broad spectrum of schizophrenia-related phenomena and established the neurobiological plausibility of early damage with a delayed impact on neural functions implicated in schizophrenia. It is though important to recognize that any animal model of a complex disorder is unlikely to be able to produce deficits that emulate every aspect of altered brain structure, neurochemistry and function.

**Neuropathological Findings of Hippocampus in Schizophrenia**

The evidence for involvement of hippocampus in the pathophysiology of schizophrenia is increasing. Neuroimaging studies reported reduced hippocampal volume in schizophrenia (Shenton et al. 2001), specifically in first-episode patients (Bogerts et al. 1990, Hirayasu et al. 1998, Velakoulis et al. 1999), as well as in at-risk and unaffected relatives of schizophrenia patients (Seidman et al. 2002).
Reduced hippocampal volume, as well as its relationship to cognitive impairment, is considered a promising endophenotype for schizophrenia.

It is not clear which hippocampal region contributes to this volume reduction. Significantly reduced anterior hippocampal formation volume (Pegues et al. 2003) with no differences in volumes of either the posterior formation or amygdala was reported in antipsychotic-naive patients with first-episode schizophrenia. This finding suggested that volumetric abnormalities of the hippocampus–amygdala complex might be specific to the anterior hippocampal formation in patients experiencing a first episode of schizophrenia and were consistent with the hypothesis regarding abnormal frontolimbic connectivity as central in the pathophysiology of the disorder (Szeszko et al. 2003). However, other structural magnetic resonance imaging (MRI) studies reported reduced volume of the posterior part of the hippocampus (Velakoulis et al. 2001, Yamasue et al. 2004, Rametti et al. 2007). Finally, there was some evidence that volume differences of the hippocampal formation in schizophrenia are due to white matter abnormalities (Colter et al. 1987), hinting at a disconnection of either the intrinsic hippocampal fibre pathways or the extrinsic afferent and efferent projections.

Altogether, comprehensive reviews of the morphometric literature have concluded that the hippocampus is smaller in schizophrenia. Specifically, a meta-analysis reported a 5–10% bilateral hippocampal volume reduction in schizophrenia when compared with the normal brain (Wright et al. 2000). The findings of volume reduction, specifically in first-episode patients, argue against a degenerative process, although the finding of a slow progression of hippocampal volume reduction throughout the disease process could be interpreted as evidence for the deleterious effect of the disease process or the treatment. The finding of subtle hippocampal volume loss was confirmed in postmortem studies and linked to abnormalities in interneurons and neuropil (Arnold 1997).

Except for reduced hippocampal volume, shape distortion and deformities were observed (Casanova and Rothberg 2002). Other studies reported low N-acetyl-aspartate (NAA, a marker of neuronal integrity) signal intensity or concentration in hippocampus (Nasrallah et al. 1994). These results provided evidence for a developmental lesion or for subtle cell loss. Also unaffected first-degree relatives of patients showed decreased NAA levels (Callicott et al. 1998). Additionally, lower regional cerebral glucose metabolic rate was reported in the hippocampus in schizophrenia (Nordahl et al. 1996).

In functional MRI studies, decreased activation of the posterior part of the hippocampus was related to smooth pursuit eye movement deficits (Tregellas et al. 2004) and impaired verbal learning in schizophrenia (Eyler et al. 2008). Neuropsychological data, including verbal memory as a primary deficit present early in the course of schizophrenia, implicated the left temporal–hippocampal system in the pathophysiology of the disorder (Saykin et al. 1994).

At the microscopical level, quantitative studies of the hippocampus described reduced density of interneurons, mainly of parvalbumin-immunoreactive cells, without alterations of pyramidal neurons (Benes et al. 1998, Zhang et al. 2002). Other studies revealed however a reduced number of pyramidal neurons in the
hippocampus (Falkai and Bogerts 1986), ERC (Falkai et al. 1988) as well as reduced density of pyramidal neurons in CA3 and CA4 areas (Jeste and Lohr 1989). One study reported however increased neuronal density in the hippocampus of patients (Zaidel et al. 1997a).

Other investigations revealed smaller neuron size in layer II of the ERC and the hippocampus in schizophrenia (Benes et al. 1991, Arnold et al. 1995). Except for smaller size, hippocampal pyramidal neurons showed an altered shape, being thinner and more elongated compared to controls (Zaidel et al. 1997). Despite the replication, smaller hippocampal neuronal size is a not wholly established feature of schizophrenia (Benes et al. 1998, Highley et al. 2003).

Laminar gradient abnormalities were also reported (Akbarian et al. 1993). Altered hippocampal pyramidal cell alignment (Conrad et al. 1991) and disorientation (Kovelman and Scheibel 1984) were observed in the hippocampus of schizophrenia patients. However, these findings were again not supported by later studies (Christison et al. 1989, Arnold et al. 1995).

Additionally, it was shown that hippocampal neuron populations had fewer dendritic spines and reduced dendritic arborizations (Rosoklija et al. 2000). This observation was supported by studies detecting molecular markers such as microtubule-associated protein 2 (MAP2) and spinophilin (Arnold et al. 1991, Law et al. 2004). MAP, which is involved in neuronal cytoarchitectural development, was altered unilaterally in the subiculum and hippocampal CA1 neurons in brains of schizophrenia patients, suggesting an altered cytoskeletal assembly ( Cotter et al. 1997).

Evidence for reduced presynaptic markers was also reported. A more consistent finding within the hippocampus is abnormal synaptic connectivity, as shown by decreased expression of the presynaptic proteins synapsin, synaptophysin and synaptosomal-associated protein (SNAP-25). These results have been recently reviewed (Harrison and Eastwood 2001).

Results from Design-Based Stereological Investigations

To date, two design-based stereological estimates of total cell numbers in the hippocampus reported no differences between schizophrenia patients and controls. However, one study investigated only the total number of neurons (Heckers et al. 1991), while the second study failed to discriminate between different cell types and included both schizophrenia and schizoaffective patients (Walker et al. 2002). Thus, the differentiation of neuronal and glial cell types using stereological methods has not been investigated until recently.

In our recent design-based stereology study (Schmitt et al. 2008), we examined serial postmortem sections of the posterior hippocampus from 10 schizophrenia patients and 10 matched controls. We quantified separately the number of astrocytes, oligodendrocytes and neurons (pyramidal cells and interneurons together) in all hippocampal subregions (CA1, CA2/3, CA4 and subiculum).
Neither the mean density nor the mean number of astrocytes was significantly different between patients and controls in any of the investigated subregions. Still, an age effect on density and number of astrocytes was observed. The increasing number of astrocytes in the ageing brain might serve as internal validity control in future stereological investigations. Furthermore, no significant differences with respect to the mean volumes, densities and numbers of neurons were detected between patients and controls. We observed, however, significant effects of diagnosis on the mean numbers of oligodendrocytes. Schizophrenia patients showed namely a significantly reduced mean number of oligodendrocytes in CA4 subregion on both sides of the hippocampus (Schmitt et al. 2008).

Oligodendrocytes are involved in the myelination process of axons during development. Myelination of projections in the frontal and temporal lobes, including the posterior part of the hippocampus, peaks at late adolescence and early adulthood, occurring in close temporal proximity with the onset of schizophrenia (Benes 1989, Benes et al. 1994).

At the microscopical level, ultrastructural investigations revealed atrophy of axons and swelling of periaxonal processes in the hippocampus (Uranova et al. 2007). Additionally, one of the most pronounced decreases in expression of oligodendrocyte-related proteins was reported in the hippocampus of patients with schizophrenia (Katsel et al. 2005, Dracheva et al. 2006). The microarray data together with our aforementioned light microscopical findings are supported by in vivo MRI studies providing macroscopical evidence for hippocampal white matter abnormalities in schizophrenia (Colter et al. 1987), as well as by diffusion tensor imaging (DTI) studies of white matter tracts of the fornix and posterior hippocampus, showing decreased fractional anisotropy and supporting the hypothesis of functional disconnectivity in schizophrenia (Zhou et al. 2008).

Microarray and quantitative RT-PCR studies (Hakak et al. 2001, Aston et al. 2004, Katsel et al. 2005) confirm the implication of oligodendrocyte and myelin in the pathogenesis of schizophrenia by revealing downregulation of multiple oligodendrocyte and/or myelin-related genes in different brain areas in schizophrenia. Additionally, the decreased hippocampal oligodendrocyte number in the CA4 subregion points to the same direction as the decrease in the mean number of oligodendrocytes detected in the prefrontal cortex (Hof et al. 2002), anterior cingulate cortex (Stark et al. 2004) and thalamus (Byrne et al. 2006) of patients.

Despite growing evidence for oligodendrocyte and myelin deficits, pathology that is characteristic of a demyelination process was not observed in schizophrenia. It appears that myelin deficits reflect a defective developmental myelination process. Altogether, evidence for “neurodegeneration without gliosis” exists; namely, the pathological processes in schizophrenia could be interpreted as an arrest of the developmental process of myelination, possibly due to decreased oligodendroglia number or reduced oligodendrocyte function.

Numerous lines of inquiry implicate “miswiring” and disconnectivity among different brain regions as a central abnormality in schizophrenia. The substrates of this aberrant communication remain largely unknown; however, abnormalities in signal propagation might contribute and one of the processes critical to rapid impulse
conduction is myelination. Decreased signal propagation because of distorted myelination could lead to brain’s functional asynchrony (Davis et al. 2003), with severe consequences, for example, in the performance of memory tasks (Talamini et al. 2005).

Cognitive function such as verbal declarative memory correlated with fractional anisotropy in the hippocampus of schizophrenia patients (Lim et al. 2006). Disruption of hippocampal connectivity could result not only in cognitive deficits but also in clinical negative symptoms. This is attributed to the fact that neuronal fibres traversing the limbic pathways from the posterior hippocampus connect to prefrontal regions and pathways involved in higher cognition (Goldman-Rakic et al. 1984).

**Resume: Hippocampus Is Involved in a Neuronal Network That Is Relevant for the Pathophysiology of Schizophrenia**

Based on the first pathological study of dementia praecox, Alzheimer (1897) and Kraepelin (1919) proposed that prefrontal abnormalities play a primary role in the pathogenesis of schizophrenia. Since then, the prefrontal cortex theory of schizophrenia dominated the field of schizophrenia research. The hippocampus is a later arrival among the brain regions implicated in the pathophysiology of schizophrenia. Initial theories of hippocampal and limbic system dysfunction in schizophrenia were built on the idea that the anatomy and behavioural affiliations of the medial temporal lobe are well suited to explain some of the abnormalities seen in schizophrenia. However, it was not until 1985 (Bogerts et al. 1985) that the first evidence for a hippocampal involvement in schizophrenia was reported. Since then, many studies have provided compelling data, consistent with the hypothesis that schizophrenia is associated with a disturbance of the structural and functional hippocampal integrity. The relatively precise and well-understood circuitry of the hippocampal formation serves studies investigating neural connectivity, a concept that became central to the pathophysiological theories of schizophrenia (Friston and Frith 1995, Andreasen 1999).

Still, there are many questions that remain unanswered. The time course of hippocampal volume changes and dysfunction in the disease process is particularly important. Could these predict the expression, onset or course of the disorder? If so, could hippocampal volume changes be used to detect patients at risk and could they be controlled over time in order to stage the disease process? Could they be regarded as an endophenotype for schizophrenia? Furthermore, what would be the relevance of hippocampal volume changes for the expression of cognitive deficits? Most importantly, what are the consequences regarding prevention of relapse or effective medical treatment? Future studies are called to elucidate further aspects of the hippocampal pathology and establish its exact role in schizophrenia.
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Molecular Neuroimaging, Pathophysiological Mechanisms, and Drug Discovery

Philip McGuire

Introduction

This chapter aims to review recent neuroimaging studies that have investigated the relationship between neurochemical dysfunction in psychosis and alterations in regional brain structure and function. It will focus on studies in subjects with an at-risk mental state (ARMS), who have a very high risk of developing psychosis within 1–2 years (Yung et al. 1998). Research in this population provides a powerful means of investigating the mechanisms underlying the onset of psychosis, as the same individuals can be studied before and after the onset of illness. Moreover, as most of the subjects are medication naïve, the results are not confounded by the effects of antipsychotic treatment.

Dopamine Dysfunction in Psychosis

A series of PET and SPET studies have shown that schizophrenia is associated with increased capacity for dopamine synthesis, as measured by the striatal uptake of 18-FDopa, and with increased synaptic release of dopamine in the striatum in response to the experimental administration of amphetamine (reviewed in Howes et al. 2007). However, the stage of schizophrenia when dopamine dysfunction is first evident is unclear. We addressed this issue by using PET to study 18-FDopa uptake in subjects with an ARMS. The subjects were recruited through OASIS (Outreach And Support In South London; Broome et al. 2005), a specialised clinical service for this group in South London. They were compared with healthy controls and a group of patients with first-episode psychosis. This revealed that striatal dopamine function was not only elevated in patients who had recently developed psychosis but also increased in subjects who were not psychotic, but at high risk (Howes et al. 2009). The findings were localised to the associative subdivision of the striatum, which is functionally
connected to the prefrontal cortex (McGuire et al. 1991). Within the ARMS sample, the magnitude of the elevation in dopamine function was directly correlated with the severity of prodromal symptoms and with the degree to which performance was impaired on a verbal fluency task. The latter is consistent with the involvement of the associative striatum, as verbal fluency is a task of executive functions, which are normally mediated in prefrontal cortex.

We then sought to examine the relationship between striatal dopamine dysfunction and cognitive dysfunction more directly. In these studies, we used both 18-FDopa PET and functional MRI in the same individuals. We then investigated the extent to which striatal dopamine dysfunction was related to alterations in cortical activation during the performance of cognitive tasks. When performing a verbal fluency paradigm, subjects with an ARMS showed greater activation in prefrontal cortex during the task than controls. The severity of this change in prefrontal function was positively correlated with the elevation in striatal dopamine function (Fusar-Poli et al. 2008). When performing the N-back working memory task, ARMS subjects showed less prefrontal activation than controls. Again, the severity of the alteration in prefrontal activation was correlated with the degree to which striatal dopamine function was elevated in the ARMS group (Fusar-Poli et al. 2009b). Prefrontal activation during the N-back task and striatal dopamine function were also correlated in controls, but the direction of the correlation was negative, the opposite to that in the ARMS sample. This may reflect a shift in the position of ARMS subjects on the putative inverted U-shaped curve that denotes the relationship between dopamine activity and prefrontal efficiency (Williams and Castner 2006).

Glutamate Dysfunction in Psychosis

The glutamate model of psychosis proposes that altered NDMA receptor function is a critical factor in the disorder (Olney and Farber 1995; Goff and Coyle 2001). While there is great interest in the development of SPET and PET tracers for the NMDA receptor (Pilowsky et al. 2006), at present, no radiotracer that is widely accepted as being specific for this receptor in man is available. However, glutamate function can be assessed in vivo using magnetic resonance spectroscopy (MRS), which provides measures of glutamate and glutamine levels in selected regions of interest. Application of this technique in schizophrenia suggests that glutamate levels are increased in the anterior cingulate cortex and the thalamus (Theberge et al. 2002, 2003). In order to investigate the stage of psychosis at which glutamate dysfunction develops, we used MRS in subjects with an ARMS. This revealed that the ARMS was associated with a reduction in thalamic glutamate levels but an increase in anterior cingulated glutamine levels (Stone et al. 2009). Furthermore, concurrent volumetric MRI in the same subjects indicated that the severity of the reduction in thalamic glutamate in the ARMS group was correlated with reductions in grey matter volume in the medial temporal, lateral temporal, and prefrontal cortex (Stone et al. 2009). These observations suggest that glutamatergic dysfunction predates the onset
of psychosis and might underlie some of the reductions in regional cortical grey matter volume that occur in psychotic disorders. Glutamate can have neurotoxic effects through its action on NMDA receptors (Deutsch et al. 2001), and altered glutamate function might thus contribute to longitudinal changes in grey matter volume that occur when ARMS subjects develop psychosis (Pantelis et al. 2003; Borgwardt et al. 2008). Longitudinal neuroimaging studies of dopamine and glutamate function in the ARMS are ongoing and the results may clarify the role of alterations in these neurochemical systems in the onset of psychosis.

**Endocannabinoids and Psychosis**

Cannabis is the world’s most widely used illicit drug and its use in healthy people can induce acute psychotic symptoms and impair performance on tasks of memory and executive functions (McGuire et al. 1994; Ranganathan and D’Souza 2006). In the longer term, regular cannabis use, particularly when it begins in adolescence, appears to significantly increase the risk of the subsequent incidence of psychotic disorders (Moore et al. 2007). Regular use can also lead to long-term impairments in memory function (Solowij et al. 2002). While there is thus considerable evidence linking cannabis use with psychosis, how cannabis acts on the brain to produce these effects is less clear. Neuroimaging provides a way to examine this in vivo.

The cannabis plant contains over 60 cannabinoids. The major psychoactive constituent is delta-9-tetrahydrocannabinol (THC), which is thought to be responsible for most of the psychotropi c effects of cannabis. It can induce acute psychotic symptoms, anxiety, and impair verbal learning (Ranganathan and D’Souza 2006). The other major ingredient of cannabis is cannabidiol (CBD), which has anxiolytic effects, may have antipsychotic actions, and does not appear to impair cognitive performance (Zuardi et al. 2006). We investigated the effects of these cannabinoids by combining their experimental administration with functional MRI. In healthy volunteers, THC induced acute psychotic symptoms and altered hippocampal activation during a verbal learning task. Moreover, its effect on psychotic symptoms was directly correlated with its effect on activation in the striatum, suggesting that this effect may be mediated via this region, consistent with evidence that THC may induce striatal dopamine release (Bhattacharyya et al. 2009a). In contrast, CBD modulated activation in the amygdala and cingulate cortex during the visual processing of fearful faces, which provoke anxiety (Fusar-Poli et al. 2009a). The magnitude of its effect on amygdalar function was correlated with its concurrent effect on skin conductance, a measure of autonomic arousal. These data suggest that the anxiolytic effects of CBD are mediated in limbic brain areas. When the effects of THC and CBD were compared with each other in the same subjects, they often had opposite effects on activation relative to those of placebo. For example, during a verbal learning task, THC attenuated activation in the striatum, whereas CBD was associated with striatal activation. These data are consistent with behavioural evidence that pre-treatment with CBD can abolish the acute effects of THC on
psychotic symptoms (Bhattacharyya et al. 2009b) and reports that CBD may have an antipsychotic effect in patients with schizophrenia (Zuardi et al. 2006).

**Implications for Drug Development**

These studies indicate that dopamine, glutamate, and endocannabinoids may all play a role in the pathophysiology of psychosis and that alterations in neurochemical function are evident well before the clinical expression of psychosis. Moreover, these changes appear to be associated with some of the neurocognitive and structural imaging abnormalities that are features of psychosis.

Evidence that dopamine dysfunction is elevated in the ARMS is consistent with reports that antipsychotic medication can ameliorate attenuated psychotic symptoms in the ARMS (Ruhrrman et al. 2007; Woods et al. 2007) and may reduce the risk of transition to psychosis (McGorry et al. 2002; McGlashan et al. 2007). Our findings of altered glutamate levels in the ARMS support the glutamate model of psychosis and suggest that drugs that act on the glutamate system may be useful in the treatment of psychosis. A recent report suggests that a new compound that acts on mGlu2/3 receptors is an effective antipsychotic in schizophrenia (Patil et al. 2007). Our data on the opposite effects of CBD to THC are consistent with evidence that CBD may have antipsychotic effects in schizophrenia (Zuardi et al. 2006) and suggest that cannabinoids may have therapeutic applications (Robson 2001). The presence of neurochemical changes in the ARMS suggests that drugs which act on dopamine, glutamate, and the endocannabinoid system may be particularly useful if administered before the first episode of psychosis, when the underlying pathophysiological processes may still be active (McGuire et al. 2008).
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Animal Models of Schizophrenia: Focus on Hippocampal Disruption of Dopamine System Regulation

Anthony A. Grace

Introduction

For the past 40 years, the dominant hypothesis of schizophrenia has centered on a disruption of dopamine (DA) signaling. This is based on a variety of evidence, including the finding that drugs that release DA will cause psychosis in normal individuals and exacerbate the positive symptoms of schizophrenia in patients (Angrist et al., 1974, 1980), and drugs that are effective antipsychotic drugs block DA receptors (Carlsson and Lindqvist, 1963) and are given at doses that are selective for D2 receptor blockade (Seeman et al., 1976; Kapur and Remington, 2001). However, a careful analysis of this information suggests that a simple hyperdopaminergic state may not adequately explain schizophrenia pathophysiology. Thus, amphetamine will mimic a paranoid psychosis; however, it does so when given at doses that increase DA turnover 20- to 30-fold (Carboni et al., 1989), whereas the baseline level of DA metabolites in untreated schizophrenia patients is not substantially different from normal individuals (Bowers, 1974; Post et al., 1975; Berger et al., 1980). Furthermore, while antipsychotic drugs will maximally bind DA receptors (Seeman, 2002), produce behavioral actions (Janssen et al., 1965), and block the effects of DA agonists (Randrup and Munkvad, 1965; Del Rio and Fuentes, 1969) within minutes of administration, it takes time for the drugs to reach maximal efficacy (Johnstone et al., 1978; Pickar et al., 1984, 1986). These data suggest that the DA system itself is normal; however, it is believed to be regulated in an abnormal manner (Grace, 1991, 2000; Bertolino et al., 1999). Thus, although basal DA levels are comparatively normal, studies show that low doses of amphetamine will cause significantly higher levels of DA release in schizophrenia patients when tested using raclopride displacement, and the level of increased DA release is proportional to the propensity of the amphetamine to worsen psychosis (Laruelle et al., 1996). Therefore, recent research has focused on identifying the source of...
DA system disruption and the development of novel therapeutic agents to address this deficit.

**Glutamate and the Developmental Model of Schizophrenia**

There has been an emerging shift in concepts regarding the pathophysiology of schizophrenia. Much of this began with the recognition that drugs that alter glutamate transmission, such as phencyclidine (PCP) and ketamine, can effectively mimic psychosis in humans (Javitt and Zukin, 1991; Lahti et al., 1995); moreover, they can produce a symptom-specific, long-duration exacerbation of schizophrenia in patients to an extent that the patients cannot distinguish it from a relapse. This has occurred with emerging evidence for disrupted function in glutamatergic cortical structures, such as the prefrontal cortex (Weinberger and Berman, 1996; Goldman-Rakic, 1999; Weinberger et al., 2001), and the focus on disruptions of working memory in schizophrenia patients. Thus, in control patients, there is an activation of the dorsolateral PFC during working memory tasks (Berman et al., 1995), whereas in schizophrenia patients there is a failure to activate the dorsolateral PFC that is associated with a failure to perform working memory tasks (Weinberger and Berman, 1996; Manoach, 2003). The hippocampus has also attracted substantial attention, given early evidence of a pathology within this structure (Heckers et al., 1991; Shenton et al., 1992; Arnold, 1997).

The relevance of alterations in function in the hippocampus and PFC has become more ingrained with the concept that schizophrenia is a developmentally determined disorder, with the emergent pathophysiology centered around limbic cortical system dysfunction. The first evidence that drove this line of thinking was by Lipska and Weinberger who, drawing from studies demonstrating decreased hippocampal volume in the afflicted monozygotic twin discordant for schizophrenia (Goldberg et al., 1994), demonstrated that a neonatal lesion of the ventral hippocampal region of a rat can recapitulate many of the symptom states, including hypersensitivity to amphetamine, observed in the schizophrenia patient (Lipska et al., 1993). This has given rise to a number of models based on disrupted development, ranging from early life stress through genetic manipulations.

This developmental disruption approach has engendered a wide array of approaches to study the etiology and pathophysiology of schizophrenia. Of course, schizophrenia patients at the first break do not show a “hole” in their hippocampus, as is present with the neonatal ventral hippocampal lesion. However, other models that take advantage of developmental disruption have also identified dysfunctions in the hippocampus. One model in particular utilizes administration of a DNA methylating mitotoxin, methyl azoxymethanol acetate (MAM; Johnston et al., 1981). It has been known for some time that risk factors presented to pregnant women during the second trimester lead to a higher incidence of schizophrenia births (Pilowsky et al., 1993; McDonald and Murray, 2000). Using this as a guide, MAM was administered to pregnant rats on gestation day 17, which was functionally equivalent to the human second trimester and is a time when limbic cortical
regions are developing (Moore and Grace, 1997; Grace and Moore, 1998; Moore et al., 2006). When examined as adults, MAM-treated rats demonstrated a number of pathologies consistent with what one would expect for an animal model of schizophrenia, including thinning of limbic cortical structures with an increase in cell packing density, indicative of a loss in neuropil rather than cell loss (Moore et al., 2006), which is consistent with what is reported in schizophrenia patients (Harrison, 1999). The rats also exhibit deficits in executive function (Gourevitch et al., 2004; Moore et al., 2006), disrupted social interactions (Talamini et al., 1999), and sensory gating abnormalities, such as prepulse inhibition of startle (Talamini et al., 2000; Moore et al., 2006) and latent inhibition (Lodge et al., 2009). Moreover, there are alterations in responses to drugs similar to that reported in schizophrenia patients, including hyperresponsivity to amphetamine in the post-pubertal rat but not prepubertally (Flagstad et al., 2004; Moore et al., 2006) and a heightened response to PCP (Moore et al., 2006). Given this identification, we proceeded to examine the types of functional alterations that are present neurophysiologically in the MAM-treated adult rat.

**Hippocampal Dysfunction and Dopamine System Dysregulation**

Studies show that neurons in the nucleus accumbens (NAc; O’Donnell and Grace, 1995) and the medial prefrontal cortex (mPFC; West et al., 2002) exhibit bistable membrane potential states, in which the membrane potential is driven from a hyperpolarized, nonfiring state to a depolarized state. Only NAc neurons in the depolarized state can fire action potentials. In general, a stimulus arriving in the hyperpolarized or “down” state will not cause the neuron to fire; however, if it arrives when the neuron is in the “up” state, the NAc neuron is more likely to fire an action potential and transmit information. Therefore, the transition between these two states serves as a type of gating of information flow. Studies indicate that the determinant of these up–down states is input from the ventral subiculum of the hippocampus (vSub). If the vSub input is blocked, NAc neurons fail to show these state transitions (O’Donnell and Grace, 1995). This is believed to be essential in the gating of information flow in the NAc. The vSub itself is believed to play an important role in gating information related to context (Jarrard, 1995; Maren, 1999; Sharp, 1999; Fanselow, 2000; Maren and Quirk, 2004). The ability to interpret a stimulus based on context is an important mechanism in information processing. Thus, stimuli can have very different interpretations based on context. For example, say the stimulus is someone pointing at you. How this stimulus is interpreted will have very different meanings in different contexts. A friend pointing to you in a party may be interpreted in a friendly manner as a way of introduction; however, pointing to someone in a police lineup has a very different connotation. A functioning vSub is believed to be essential in evaluating context. Moreover, schizophrenia patients are known to be deficient in contextual references (Cho et al., 2005; Weiss et al., 2006).
In the MAM-treated rat, we found that the up–down states of neurons in the NAc and the mPFC are disrupted (Moore et al., 2006). Specifically, particularly in the NAc, the neurons do not make transitions between the up and down states; instead, most neurons appear to be tonically in the “up” or transmissive state. As a result, the neurons should be reactive to all stimuli without any contextual filtering or interpretation. A result could be that the individual would be bombarded with sensory input with no ability to focus on important stimuli within a relevant context, but instead interpret all stimuli as salient, self-referential, potentially threatening, and requiring a response. Interestingly, administration of PCP to a rat also eliminates up–down state transitions in NAc neurons (O’Donnell and Grace, 1998), thereby mimicking this disruption in contextual processing.

The above data demonstrate that the vSub is altered in the MAM-treated rat, in that it appears to be driving NAc neurons into a constant “up” state. Moreover, we have demonstrated that MAM-treated rats show a hyperresponsive DA system. Studies of schizophrenia patients suggest that the activity within the hippocampus is correlated with a psychotic state (Kriechhaus et al., 1992; Venables, 1992; Silbersweig et al., 1995), which should indicate a DA-dependent action. However, the vSub does not project directly to the ventral tegmental area (VTA) DA neurons. How would changes in the vSub affect DA neuron activity? We found that nonspecific activation of the vSub will produce a unique action on VTA DA neurons. Specifically, if the vSub is activated by injection of the glutamatergic agonist NMDA, the result is an increase in the number of DA neurons firing. In the normal state, the population of DA neurons exists either in a spontaneously firing mode or in a condition in which the neurons are hyperpolarized and inactive. The neurons are held in the hyperpolarized, inactive state due to a potent GABAergic inhibition arising from the ventral pallidum. Upon activation of the vSub, the vSub provides a powerful glutamatergic excitation of the NAc, which in turn inhibits the ventral pallidum and releases VTA DA neurons from inhibition (Figure 1). Only DA neurons that are in a spontaneously firing state can respond to external stimuli by emitting a burst of action potentials, burst firing being the behaviorally salient output of the DA system (Schultze, 1998).

The vSub therefore exerts a unique influence on the DA system; by controlling the number of DA neurons active, it provides the “gain” of the DA system to a signal. Thus, if an external signal arrives at the VTA and most of the DA neurons are not active, the number driven to a burst firing state is also small as is the DA signal reaching postsynaptic sites. However, if the vSub causes most of the DA neurons to be active, then the same stimulus will cause a much greater DA output (Lodge and Grace, 2006). This can be seen as a function of context; in a benign context, the vSub would not be providing a strong drive to the DA neurons and a stimulus will not create a large response from the DA neuron population. However, if the environment is highly threatening or potentially highly rewarding, requiring a heightened state of vigilance, the vSub would cause more of the neurons to be active, thereby amplifying the resultant DA signal generated to the external event.

Of course, to be effective, the vSub activity must be matched effectively to the context; a constant state of vSub overdrive would cause the subject to be unable
Fig. 1 Dopamine-containing neurons in the ventral tegmental area recorded in vivo are found in several activity states. First, the neurons can be either in a spontaneously firing state (black neurons) or in an inhibited, nonfiring state (gray neurons). Whether a DA neuron is firing or not is controlled by the ventral subiculum of the hippocampus. Thus, in the basal state, a powerful GABAergic input from the ventral pallidum keeps subsets of DA neurons hyperpolarized and nonfiring. If the ventral subiculum is activated, it will increase glutamatergic excitation of the nucleus accumbens, which in turn will inhibit the ventral pallidum and remove inhibition from DA neurons, causing them to begin to fire spontaneously. In addition to being in an active or inactive state, DA neurons are known to fire in bursts. Studies show that burst firing is the behaviorally relevant output of the DA neurons, since DA neurons in animals exposed to salient stimuli respond by firing a burst of action potentials. Burst firing is driven primarily by the pedunculopontine tegmentum. However, for the pedunculopontine tegmentum to drive burst firing, the DA neuron must first be spontaneously firing. Thus, only neurons that the ventral subiculum allows to fire spontaneously can be driven to fire in bursts. Increased activity in the ventral subiculum would cause more neurons to be spontaneously active; therefore, the pedunculopontine can drive a larger number of neurons to fire in bursts. As a consequence, the pedunculopontine-driven burst is the “signal,” with the amplitude of the signal (i.e., the “gain” of the signal) being determined by the ventral subiculum to screen out stimuli effectively independent of the environmental context. Indeed, studies in schizophrenia patients have revealed that the anterior hippocampus, which is the primate homolog of the vSub, is hyperactive in schizophrenia subjects (Nordahl et al., 1996; Heckers et al., 1998; Kegeles et al., 2000; Medoff et al., 2001; Meyer-Lindenberg et al., 2005; Lahti et al., 2006; Weiss et al., 2006). Postmortem histological studies suggest that a source of this hyperactivity may be related to the loss of a class of GABAergic inhibitory neurons, specifically those containing the peptide parvalbumin (Lewis et al., 2001; Zhang and Reynolds, 2002; Hashimoto
et al., 2003; Lewis et al., 2004). This condition is remarkably similar to what is also observed in the MAM-treated rat. Thus, in MAM-treated rats, the vSub demonstrates hyperactivity compared to controls. Moreover, this hyperactivity is correlated with an increase in the number of VTA DA neurons firing spontaneously 2 (Figure 2); essentially the same condition is found when the vSub is activated by NMDA (Floresco et al., 2001, 2003). Importantly, both the increase in VTA DA neuron firing and the behavioral hyperresponsivity to amphetamine are reversed by inactivation of the vSub. Therefore, hyperactivity in the vSub of MAM-treated rats causes an interference in contextual gating and a hyperresponsive state of the VTA DA neurons, which should lead to an abnormally large release of DA in the striatum. Inactivation of the vSub both restores DA neuron firing to normal and reverses behavioral hyperresponsiveness to amphetamine, returning the behaviorally activating effects of amphetamine to that of control rats.

What is the source of vSub hyperactivity in the MAM model? Our studies show that there is a selective loss of parvalbumin interneuron staining specifically within the vSub and the mPFC of MAM-treated rats, essentially the same as that reported in schizophrenia patients. Parvalbumin interneurons within the vSub and mPFC have
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**Fig. 2** In the case of schizophrenia, evidence suggests that the hippocampus subiculum is overdriven, potentially due to parvalbumin interneuron loss. As a consequence, the overactive ventral subiculum would provide a powerful drive of the nucleus accumbens, which in turn would potently inhibit the ventral pallidum. This would remove ventral pallidal inhibition of DA neurons, causing the entire population to become spontaneously active. As a consequence, any signal coming from the pedunculopontine tegmentum would produce a maximal DA output into striatal targets.
been shown to play a specific role in the organization of activity within these regions. Specifically, parvalbumin interneurons have been shown to be necessary for the generation of gamma rhythms (Vida et al., 2006; Bartos et al., 2007; Fuchs et al., 2007; Tukker et al., 2007). Gamma rhythms are believed to be a required component of signal recognition in cortical structures (Buzsaki and Draguhn, 2004). Studies have shown a disruption of gamma signaling in schizophrenia patients (Gonzalez-Hernandez et al., 2003; Gallinat et al., 2004; Cho et al., 2005; Basar-Eroğlu et al., 2007). We have examined gamma signaling using a behavioral conditioning model. In this model, tones are paired with a footshock. In a normal animal, following pairing the tone will elicit the activation of gamma signaling in the mPFC and the vSub. However, in the MAM animal, although they learn the association behaviorally, this is not accompanied by tone-activated gamma signaling (Lodge et al., 2009). Moreover, the loss of gamma signaling correlates with those regions showing deficits in parvalbumin interneurons. Thus, a model arises in which a signaling deficit is present in the vSub–mPFC circuit involving a loss of parvalbumin interneurons. As a result, the normal up–down state transitions and stimulus-evoked gamma activity are disrupted and instead replaced by a nonspecific, high-frequency overdrive of the NAc. The result is a drive of the NAc into a permanent up state preventing contextual organization of information flow and an overdrive of the VTA DA neurons to cause them to be hyperresponsive to stimuli.

**Amphetamine, Stress, and the Hippocampus**

The contextual disruption of schizophrenia therefore may be directly related to interneuron loss and hyperactivity within the vSub. Interestingly, there are other conditions that exhibit a contextual component and that result in a hyper-dopaminergic state not unlike that observed in schizophrenia. This relates to amphetamine sensitization and stress, which, remarkably, are both risk factors for schizophrenia (Benes, 1997; Tsuang, 2000). When amphetamine is administered repeatedly to a rat, a phenomenon known as sensitization occurs, in which there is an increase in the behavioral response to amphetamine (Segal and Mandell, 1974; Post and Rose, 1976), which is accompanied by an increase in amphetamine-induced DA release (Pierce and Kalivas, 1997). Moreover, the sensitization itself is context-dependent, in that the behavioral response is maximally augmented when the animal is tested in the same environmental context in which it was treated (Vezina et al., 1989; Badiani et al., 2000; Crombag et al., 2000). We found that administration of amphetamine for 5 days followed by 5 days withdrawal, which induces robust behavioral sensitization, elicits the same response in the DA system as observed in the MAM-treated rats – i.e., an increase in the number of DA neurons firing spontaneously (Lodge and Grace, 2008). This is accompanied by an increase in vSub neuron firing. Moreover, if the vSub is inactivated, DA neuron activity is restored to baseline, and the behavioral sensitization to amphetamine is reversed to the pretreatment response (Lodge and Grace, 2008).
Another risk factor for schizophrenia is stress. It is also context-dependent, in that animals show the greatest behavioral reaction to stressful stimuli when they are tested in the environment in which the stressor occurred (Kalivas and Stewart, 1991). Moreover, stress will cross-sensitize with amphetamine. Thus, a 2-h period of restraint stress of a rat will cause the animal to show hyperresponsivity to amphetamine given as long as 24 h after the restraint (Pacchioni et al., 2002). Stress can activate a number of regions within the brain. Two regions in particular have shown strong activation and functional relevance to stress: the amygdala and the noradrenergic system. Thus, stressors are known to activate amygdala neuron firing in rats (LeDoux, 2000; Rosenkranz and Grace, 2002) as well as increase metabolic activity in the amygdala of human subjects during imaging studies (Bremner et al., 1999; Rauch et al., 2000; Drevets, 2003). The noradrenergic system is also known to play a powerful role in stress. Therefore, stressors cause a potent activation of noradrenergic neuron firing (Abercrombie and Jacobs, 1987) and an increase in norepinephrine metabolites (Thierry et al., 1968; Abercrombie et al., 1988; Shanks et al., 1991; Serova et al., 1999). Furthermore, the amygdala and the noradrenergic neurons are potently interconnected. Interestingly, both the amygdala and the noradrenergic system will produce a powerful activation of the vSub (Lipski and Grace, 2008). Our recent studies show that stress will activate the same circuits that we found are involved in schizophrenia and amphetamine sensitization. Thus, a 2-h period of restraint will increase the number of DA neurons firing, an effect that can be reversed by inactivation of the vSub. Therefore, each of these variables, namely amphetamine sensitization, stress, and an animal model of schizophrenia, is characterized by DA hyperresponsivity mediated by an increase in the number of DA neurons that can respond to stimuli. Moreover, all are context-dependent phenomena that can be reversed by inactivation of a hyperactive vSub. Such results provide important insight into the role of context in guiding behavior and the type of disrupted behavior that can result when the normal modulation of contextual responses is altered within the vSub.

Stress as an Etiological Factor in the Development of Schizophrenia

Stress itself may also be an etiological factor in the pathogenesis of schizophrenia. It is known that schizophrenia symptoms emerge in late adolescence/early adulthood. However, the genetic predisposition and risk are present presumably from birth. What happens during this intervening period that could lead to the onset of the first psychotic break later in life? There have been several studies of high-risk individuals that have focused on evaluating the changes that take place during this premorbid phase. In general, evidence suggests that those at risk for schizophrenia often show deficits in executive functioning during this early period (Morey et al., 2005; Lencz et al., 2006; Pukrop et al., 2006; Chung et al., 2008). Such a deficit could point to disturbances in PFC function. Moreover, studies in high-risk individuals have revealed
several other alterations. Thus, Johnstone et al. (2002) have shown that in the population of children at risk for developing schizophrenia, those that convert showed significantly higher stress responses. Furthermore, there is evidence of increased hypothalamic-pituitary axis (Garner et al., 2005) and hippocampal (Phillips et al., 2002; Pantelis et al., 2003) alterations at the first break stage. Such a confluence of data could point to a common pathophysiological risk in developing schizophrenia.

The mPFC in particular was found to play an important role in regulating stress responsivity. Thus, activation of the mPFC will attenuate stress responses in the amygdala (Rosenkranz and Grace, 2003; Rosenkranz et al., 2003), an area known to be activated in anxiety states (LeDoux, 2000). Furthermore, an involvement of the mPFC has been shown to be important in “immunizing” a system to known sources of stress (Amat et al., 2006). Thus, a deficit in mPFC function could cause an individual to show abnormally high stress reactivity, as reported by Johnstone and colleagues. Stress itself can produce multiple deleterious actions within the brain. One brain region that has shown a high potential for stress-related damage is the hippocampus (Sapolsky et al., 1990; Magarinos and McEwen, 1995; Conrad et al., 1999; Sapolsky, 2000). Thus, deficits in the regulation of stress could lead to increased glucocorticoid release and hippocampal drive, which, in turn, could be a source of hippocampal damage (Grace, 2004; Thompson et al., 2004). When combined with other risk factors, such as cannabis use (that will alter the ability of the mPFC to respond appropriately to learned stressors; (Laviolette et al., 2006)) and social stress, it could lead to hippocampal damage and the hyperactive vSub state proposed above. If such a cascade of events does indeed take place, this would suggest that an intervention that can treat the abnormal stress responsivity in these high-risk children may actually circumvent the transition to psychosis (Figure 3) (Grace, 2004; Thompson et al., 2004).

Conclusion

In summary, there is an association between the disruption of vSub activity, contextual gating, and DA system overdrive in the MAM-treated rodent model of schizophrenia, which appears to parallel what is happening in the brain of schizophrenia patients. Currently, the DA hyperresponsivity of schizophrenia is treated by blocking DA receptors in postsynaptic regions, leading to attenuation of DA signaling and driving VTA DA neurons into an inactive state of depolarization blockade (Bunney and Grace, 1978; Chiodo and Bunney, 1983; White and Wang, 1983; Grace et al., 1997). Indeed, inactivating DA neuron firing via depolarization block should reverse what is proposed here as a deficit in DA signaling – i.e., decreasing the number of spontaneously active DA neurons. However, the model proposed here provides a different, potentially more effective target – i.e., restoration of interneuron function within the vSub and the mPFC. By restoring functionality to the GABA neuron system, we should be able to pharmacologically target the actual deficit that drives the hyperdopaminergic state and potentially other deficit states (e.g., cognitive, negative symptoms) of the schizophrenia patient.
Stress-induced Hippocampal Pathology:

Stress from multiple factors, whether due to genetic predisposition, maternal insult, or fetal stress, may predispose an individual to stress-induced damage of the hippocampal interneurons, leading to the onset of schizophrenia in the adult.

Fig. 3 Stress is a known risk factor in the development and in the exacerbation of schizophrenia. Furthermore, individuals at risk for schizophrenia are reported to be hyperresponsive to stressors. One factor that limits the effects of stress in the brain is the prefrontal cortex. Thus, the prefrontal cortex can limit the ability of the amygdala to respond to stress. However, if the prefrontal cortex is dysfunctional, this would release its regulatory control over the stress system. As a consequence, there would be an activation of a positive feedback loop in which stress would drive amygdala activity, which in turn would increase locus coeruleus noradrenergic potentiation of the stress response, leading to hippocampal damage and further exacerbation of stress. The hippocampus is known to be susceptible to stress-induced damage. Therefore, in an individual with a premorbid dysfunctional prefrontal cortex, the unregulated stress response could lead to hippocampal damage and hyperactivity, thereby driving the fall into the psychotic state.
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Genetic and Proteomic Studies in Schizophrenia

Emmanuel Dias-Neto, Daniel Martins-de-Souza, Elida P.B. Ojopi, and Wagner F. Gattaz

Introduction

Schizophrenia (SCZ), as most other common human diseases, is a result of a complex interaction network of endogenous and exogenous factors. In SCZ, the genetic components are among the most important elements of this network: several types of DNA alterations may occur, resulting in gene expression and proteome variations that, independently or in concert, will lead to physiological imbalances that trigger the disease. Unfortunately, despite the tremendous efforts and significant contributions made by dozens of research groups around the world, most of the putative SCZ biomarkers revealed showed no consistent results when challenged with distinct sample sets.

This lack of progress in understanding the genetic aspects of SCZ – which also forms the basis of the assorted treatment response – is mainly due to the genetic heterogeneity seen in patients and to the multifaceted set of interconnected systems that conduct to the establishment of the disease. These interconnected systems include relevant and poorly characterized environmental players (such as urbanicity, lifestyle, social status, migration, drug abuse, and many forms of stress) and a number of converging metabolic pathways, each containing a large number of genes and regulatory noncoding RNA molecules. In diseased subjects, alterations in DNA segments containing relevant transcripts may occur at many levels including single or multiple base mutations/polymorphisms, methylation, or copy-number variations at DNA level; alterations in mRNA processing or posttranscriptional regulation, as well as mRNA stability and other factors that ultimately will lead to protein fluctuations. Furthermore, posttranslational protein modifications and altered enzyme activities as well as disturbances in the concentration of cellular metabolites might be a leading guide to the disease. Thus, at a population level, large series of alterations might be involved in the disorder, but in a given affected individual it is likely
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that a few of these genes mediate the development of the disease. As a consequence, the disruption of a metabolic pathway may occur by alterations on any of its various gene components; and distinct individuals may have different gene alterations that will lead to the same phenotype. The identification of statistically significant associations between these alterations and the disease requires numerous genomic loci to be investigated in a large number of samples.

In the last decades, due to technical restrictions, the studies have tended to be limited to few genes usually restricted to a small number of pathways. It is our belief that the over-simplification of the problem, together with technical limitations in the investigation of larger genomic regions in many samples, has certainly hampered the progress toward the deeper understanding of the basis of this disease.

RNAs and proteins are the central classes of biomarkers that can be directly influenced by endogenous alterations such as DNA variations and mutations, as well as influenced by exogenous alterations. Besides, RNA categories – such as regulatory noncoding RNAs – are emerging as biomarkers due to its dramatic influences over the proteome. To date, many potential RNA and proteins biomarkers to SCZ have already been described and a few have already been validated in a considerable set of individual samples.

Together, genome, transcriptome, and proteome analysis may provide a complete molecular basis that can shed light on the molecular basis of SCZ and can grant potential biomarkers derived from different and complementary approaches. In this chapter, we will discuss and contrast with the literature some of the studies involving DNA alterations, large-scale gene expression, and proteomics, which we have conducted in the last few years in the Laboratory of Neurosciences (LIM-27) at the Institute and Department of Psychiatry at the Faculdade de Medicina of Universidade de São Paulo (USP).

DNA Studies

Schizophrenia and DNA Polymorphisms: Association Studies

Due to the complexity of SCZ and the intricacies of the human genome and transcriptome, the search for the genetic glitches behind SCZ has become mired in findings that could not always be confirmed by subsequent studies. As many genes are involved, “small-effect” genetic alterations are likely to be implicated in the disease pathogenesis, but their effect can only be seen after a large number of individuals has been studied. When the disease tissues (i.e., brains) need to be investigated, the collection of a large sample size imposes a serious limitation.

An approach to reduce this limitation is to evaluate alternative samples, such as peripheral blood cells of affected individuals, which potentially carry DNA alterations with important consequences over the establishment of the disease. The potential importance of DNA markers, together with the higher feasibility of collecting blood samples, has made quite popular the study of genetic polymorphisms, with >2,300 papers (as of February 1, 2009) found in PubMed using
“polymorphism” and “schizophrenia” as keywords. Unfortunately, the largest part of these studies could not be replicated in distinct samples, and most have focused on the same very few genes (posing a limitation for a broader view of the many actors playing roles in this disease).

The approach undertaken in our laboratory for the study of DNA polymorphisms in SCZ was to select pathways related to processes that are related to the disease and to pinpoint genes associated with these processes that are mapped to genomic regions relevant to the disease. Bioinformatics databases such as the Gene Ontology Project (The gene ontology consortium, 2000 – www.geneontology.org). As several lines of evidence point SCZ as a neurodevelopmental disorder (McCarley et al., 1999; Harrison, 1999; Shenton et al., 2001) that may also include adult neurogenesis as a main event (Duan et al., 2007), neurogenesis-related genes are plausible candidates to be involved in the etiology of SCZ. Thus, neurogenesis was the first pathway we selected. Among the genes to be investigated, we have chosen those containing new or already described DNA polymorphisms, including single nucleotide polymorphisms (SNPs) or insertion/deletion (indels) events, with a major emphasis on DNA alterations that were likely to have functional consequences, based on their location (such as regulatory or coding regions) or intrinsic characteristics (for instance, creating/abolishing promoter or regulatory regions or altering amino acids on the encoded protein). Most of the DNA variations investigated here were never studied before for any human disease. The list of genes and polymorphisms selected for SCZ association studies is presented in Table 1, and some examples of our findings using this strategy will be given in the next pages.

One of the first genes evaluated in our studies was NOGO (Neurite Outgrowth inhibitor), which maps to a relevant region for SCZ (DeLisi et al., 2002) and encodes for a myelin-associated protein that is important for shaping the neuronal circuitry (Fournier et al., 2001; Meier et al., 2003). Before we started our study, a polymorphism in the 3′-untranslated region of the NOGO transcript, consisting of the insertion of three nucleotides (CAA), has been described to be associated with SCZ in a limited sample set (81 patients and 61 controls; Novak et al., 2002). In order to evaluate this association in a larger and better paired sample set, we evaluated this same polymorphism over 725 samples (Gregório et al., 2005). Instead of indicating associations with SCZ, this trinucleotide insertion demonstrated a remarkably biased distribution in ethnical groups, which was in agreement with a subsequent paper by Covault et al. (2004).

To continue the search for gene alterations associated with SCZ, we investigated some genes of the Notch signaling pathway, which has a remarkable importance in neurodevelopment (reviewed in Shimizu et al., 2002). Neurophysiologic processes that involve Notch include bilateral symmetry regulation, cell fate determination, and neural stem cell proliferation and differentiation (Hrabe de Angelis et al., 1997; Apelqvist et al., 1999; Kiernan et al., 2001; Kim and Hebrok, 2001; De Bellard et al., 2002; Przemeck et al., 2003). In general, Notch activity leads to inhibition of cell differentiation signaling, which preserves responsive progenitors, thus conserving the cell diversity potential (Kopan and Turner, 1996). The expression of Notch pathway molecules in post-mitotic neurons seems to be important for the plasticity of the
<table>
<thead>
<tr>
<th>Gene symbol</th>
<th>Gene description</th>
<th>Function in neurogenesis</th>
<th>Genomic mapping</th>
<th>Polymorphism</th>
<th>dbSNP code (only for SNPs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADAM15</td>
<td>A Disintegrin And Metalloproteinase domain 15</td>
<td>Cell adhesion, neurogenesis</td>
<td>1q21.3</td>
<td>SNP C/A (THR191LYS)</td>
<td>rs6427128</td>
</tr>
<tr>
<td>ADAM22</td>
<td>A Disintegrin And Metalloproteinase domain 22</td>
<td>Cell adhesion, neurogenesis</td>
<td>7q21</td>
<td>SNP C/G (ARG81PRO)</td>
<td>rs2279542</td>
</tr>
<tr>
<td>ADAM28</td>
<td>A Disintegrin And Metalloproteinase domain 28</td>
<td>Cell adhesion, neurogenesis</td>
<td>8p21.2</td>
<td>SNP A/G (ILE684MET)</td>
<td>rs7829965</td>
</tr>
<tr>
<td>ADAMTS4</td>
<td>A Disintegrin And Metalloproteinase with Thrombospondin type 1 motif, 4</td>
<td>Cell adhesion, neurogenesis</td>
<td>1q21–q23</td>
<td>SNP G/A (ARG626GLN)</td>
<td>rs4233367</td>
</tr>
<tr>
<td>AKTI</td>
<td>v-akt murine thymoma viral oncogene homolog 1</td>
<td>Neurogenesis</td>
<td>14q32.32</td>
<td>SNP1: C/T (intron 5) SNP2: C/T (intergenic)</td>
<td>SNP1: rs3730358 SNP2: rs2498784</td>
</tr>
<tr>
<td>ASCL1</td>
<td>Achaete-scute complex-like 1</td>
<td>Essential for the development of 5-HT neurons</td>
<td>12q22–23</td>
<td>Microsatellite (poly-glutamine repeat)</td>
<td>N/A</td>
</tr>
<tr>
<td>ASPM</td>
<td>ASP (abnormal spindle)-like, microcephaly associated</td>
<td>Cell cortex development</td>
<td>1q31</td>
<td>SNP A/C (ILE2657LEU)</td>
<td>rs3762271</td>
</tr>
<tr>
<td>BDNF</td>
<td>Brain-Derived Neurotrophic Factor</td>
<td>Neurodevelopment, maintenance, synaptic remodeling, neuroprotection</td>
<td>11p13</td>
<td>SNP G/A (VAL66MET)</td>
<td>rs6265</td>
</tr>
<tr>
<td>FLNB</td>
<td>Filamin B, beta</td>
<td>Neural cytoarchitecture</td>
<td>3p14.3</td>
<td>SNP A/G (ASN1157ASP)</td>
<td>rs1131356</td>
</tr>
<tr>
<td>FZD3</td>
<td>Frizzled homolog 3</td>
<td>WNT proteins receptor, involved in CNS development</td>
<td>8p21</td>
<td>SNP C/T (promoter region)</td>
<td>rs7836920</td>
</tr>
<tr>
<td>Gene symbol</td>
<td>Gene description</td>
<td>Function in neurogenesis</td>
<td>Genomic mapping</td>
<td>Polymorphism</td>
<td>dbSNP code (only for SNPs)</td>
</tr>
<tr>
<td>------------</td>
<td>-------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------</td>
<td>-----------------</td>
<td>--------------------------------------------------</td>
<td>---------------------------</td>
</tr>
<tr>
<td><strong>JAG2</strong></td>
<td>Jagged 2</td>
<td>Notch protein ligand</td>
<td>14q32</td>
<td>SNP G/A (GLU502LYS)</td>
<td>rs1057744</td>
</tr>
<tr>
<td><strong>MAP1B</strong></td>
<td>Microtubule-associated protein 1B</td>
<td>Axonal development</td>
<td>5q13</td>
<td>SNP G/A (VAL468ILE)</td>
<td>rs1866374</td>
</tr>
<tr>
<td><strong>NEFH</strong></td>
<td>Neurofilament, heavy polypeptide 200kDA</td>
<td>Neurofilaments</td>
<td>22q12.2</td>
<td>SNP C/A (ALA805GLU)</td>
<td>rs165602</td>
</tr>
<tr>
<td><strong>NOGO/RTN4</strong></td>
<td>Reticulin 4</td>
<td>Modulator of neurite growth</td>
<td>2p14-p13</td>
<td>CAA 3’UTR insertion</td>
<td>N.A.</td>
</tr>
<tr>
<td><strong>NOTCH2</strong></td>
<td>Notch homolog 2</td>
<td>Cell differentiation during development of tissues, neuritogenesis, body symmetry regulator</td>
<td>1p13-p11</td>
<td>SNP T/C (ILE197THR)</td>
<td>rs8002</td>
</tr>
<tr>
<td><strong>NOTCH3</strong></td>
<td>Notch homolog 3</td>
<td>Cell differentiation during development of tissues</td>
<td>19p13.2-p13.1</td>
<td>SNP T/C (VAL2223ALA)</td>
<td>rs1044009</td>
</tr>
<tr>
<td><strong>NRG1</strong></td>
<td>Neuregulin 1</td>
<td>Modulation of synaptic plasticity; activation of neurotransmitter expression</td>
<td>8p21-p12</td>
<td>SNP A/G (GLN38ARG)</td>
<td>rs3924333</td>
</tr>
<tr>
<td><strong>NRP1</strong></td>
<td>Neuropilin 1</td>
<td>Semaphorin ligand</td>
<td>10p12</td>
<td>SNP A/G (ILE733VAL)</td>
<td>rs2228638</td>
</tr>
<tr>
<td><strong>NUDT6</strong></td>
<td>Nudix (nucleoside diphosphate linked moiety X)-type</td>
<td>Neuroectodermal development</td>
<td>4q26</td>
<td>SNP G/A (Arg209Gln)</td>
<td>rs1048201</td>
</tr>
<tr>
<td><strong>FGF2</strong></td>
<td>Numb Homolog</td>
<td>Neuronal cell fate decisions</td>
<td>14q23</td>
<td>SNP C/A (THR232ASN)</td>
<td>rs1050477</td>
</tr>
<tr>
<td><strong>NUMBL</strong></td>
<td>Numb homolog-like</td>
<td>Neuronal cell fate decisions</td>
<td>19q13.13-q13.2</td>
<td>Micro satellite (poly-glutamine repeat)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>PCDH3a</strong></td>
<td>Protocadherin alpha 3</td>
<td>Definition of synaptic specificity of the neuronal network</td>
<td>5q31</td>
<td>SNP T332G (promoter region)</td>
<td>rs3756340</td>
</tr>
</tbody>
</table>

Table 1 (continued)
<table>
<thead>
<tr>
<th>Gene symbol</th>
<th>Gene description</th>
<th>Function in neurogenesis</th>
<th>Genomic mapping</th>
<th>Polymorphism</th>
<th>dbSNP code (only for SNPs)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PCDH12</strong></td>
<td>Protocadherin 12</td>
<td>Definition of synaptic specificity of the neuronal network</td>
<td>5q31</td>
<td>SNP G/A (SER640ASN)</td>
<td>rs164515</td>
</tr>
<tr>
<td><strong>PCDH11</strong></td>
<td>Protocadherin beta 11</td>
<td>Definition of synaptic specificity of the neuronal network</td>
<td>5q31</td>
<td>SNP G/A (ARG7HIS)</td>
<td>rs917535</td>
</tr>
<tr>
<td><strong>PCDH α CLUSTER</strong></td>
<td>Protocadherin a cluster (PCDHa8 to PCDHa10 )</td>
<td>Definition of synaptic specificity of the neuronal network</td>
<td>5q31</td>
<td>16.7 Kb deletion</td>
<td>N.A.</td>
</tr>
<tr>
<td><strong>PPT1</strong></td>
<td>Palmitoyl-protein thioesterase 1</td>
<td>Synaptic modulation</td>
<td>1p32</td>
<td>SNP C/T (THR134ILE)</td>
<td>rs1800205</td>
</tr>
<tr>
<td><strong>RELN</strong></td>
<td>Reelin</td>
<td>Neural migration and signalization</td>
<td>7q22</td>
<td>SNP C/G (VAL997LEU)</td>
<td>rs362691</td>
</tr>
<tr>
<td><strong>SEMA3D</strong></td>
<td>Semaphorin 3D</td>
<td>Axonal growth and synaptic connectivity maintenance</td>
<td>7q21.12</td>
<td>SNP C/A (GLN340LYS)</td>
<td>rs7800072</td>
</tr>
<tr>
<td><strong>SEMA6C</strong></td>
<td>Semaphorin 6C</td>
<td>Axonal growth and synaptic connectivity maintenance</td>
<td>1q21.2</td>
<td>SNP C/A (PRO455THR)</td>
<td>rs4971007</td>
</tr>
<tr>
<td><strong>SIM1</strong></td>
<td>Single-minded homolog 1</td>
<td>Synaptic modulation</td>
<td>6q16.3–q21</td>
<td>SNP1: T/C (VAL371ALA)</td>
<td>SNP1: rs3734355</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>SNP2: A/C (THR352PRO)</td>
<td>SNP2: rs3734354</td>
</tr>
<tr>
<td><strong>SMPD1</strong></td>
<td>Sphingomyelin Phosphodiesterase 1</td>
<td>Sphingomyelin processing</td>
<td>11p15.4–p15.1</td>
<td>SNP G/A (GLY/ARG)</td>
<td>N.A.</td>
</tr>
<tr>
<td><strong>WIF1</strong></td>
<td>WNT Inhibitory Factor 1</td>
<td>WNT protein inhibitor</td>
<td>12q13.13</td>
<td>SNP G/A (ALA27VAL)</td>
<td>N.A.</td>
</tr>
<tr>
<td><strong>WNT7A</strong></td>
<td>Wingless-type MMTV integration site family, member 7A</td>
<td>Tissue development and maintenance, cell fate, synaptogenesis</td>
<td>3p25</td>
<td>SNP G/C (2nd Intron)</td>
<td>N.A.</td>
</tr>
</tbody>
</table>
mature brain as well as for the formation of long-term memory (reviewed in Costa et al., 2005). Evidence indicates that Notch participates in the regulation of neurite growth and branching, growth and retraction of synapses, and adult neurogenesis, processes that are the basis of the plastic rearrangements of the neuronal circuitry. Important members of the Notch pathway are located in genomic regions that have previously been linked to SCZ such as NOTCH2 (1p13–p11), NUMB (14q24.3), and NUMBL (19q13.13–q13.2) (Bailer et al., 2000; Chiu et al., 2002; Lewis et al., 2003; MacGregor et al., 2004).

In this study we investigated, in patients with SCZ and matched controls, the polymorphic status of selected non-synonymous DNA alterations located in NOTCH2 and NOTCH3, together with other members of the Notch pathway (JAGGED2, ASCL1, NUMB, and NUMBL), with the hypothesis that potentially functional polymorphisms in these genes would impact neurogenesis and may confer liability to SCZ. A complete analysis of the whole sample set was performed for all polymorphisms in 200 DNA samples derived from schizophrenic patients and 200 paired controls, both groups from Brazil. The most promising finding was replicated in an unrelated set of 684 Danish DNA samples, including cases and controls. Our findings, derived from a total of 1,084 subjects from Brazil and Denmark, suggested the allele with 18 CAG repeats in NUMBL (p=0.003, χ²=8.88, OR=1.30, 95% CI: 1.09–1.56) as well as the 18/18 CAG genotype (p=0.002, χ²=9.46, OR=1.46, 95% CI: 1.15–1.87) to be associated with SCZ in sample sets (Gregório et al., 2006).

**DNA Polymorphisms and Brain Morphometry Alterations: Genetic Brain Imaging in Schizophrenia**

As neurodevelopment alterations may be the basis of well-known structural brain abnormalities that are present at early phases of psychosis, recent studies have focused on the analysis of DNA alterations that could be associated with SCZ-related brain morphology alterations. A recent example is the study of alterations in the Neuregulin-1 gene (NRG1), which encodes a signaling protein that mediates cell–cell interactions and plays a critical role in the development and plasticity of the CNS. Mata et al. (2009) have examined whether variations in this gene could influence brain volumes in first-episode SCZ subjects and found an allele significantly associated with increased lateral ventricle volume.

In the same line, we also reasoned that genetic variations in our neurodevelopment-related genes (mapped to relevant genomic regions for SCZ) might correlate with brain morphometry. We investigated this possibility using our set of 32 DNA polymorphisms, located in 30 genes related to neurogenesis and brain development. The polymorphic status of these DNA alterations was evaluated in SCZ patients (whose brain structural data were obtained by MRI), and the possible associations between structural brain measures and DNA alterations were calculated. After stringent Bonferroni corrections, we found a relevant association
of the Val997Leu polymorphism on Reelin (a protease that guides neurons in the developing brain and underlies neurotransmission and synaptic plasticity in adults) and the enlargement of left and right brain ventricles. A putative association was also found between PCDH12, a cell adhesion molecule involved in axonal guidance and synaptic specificity, and cortical folding (asymmetry coefficient of gyration index). Although our results are preliminary, due to the small number of individuals analyzed, such an approach could reveal new candidate genes implicated in anomalous neurodevelopment in SCZ (Gregório et al., 2009).

The results presented here suggest that gene alterations may be important for the development of SCZ. However, a complete picture of the importance of genetic variations will only be attained after the analysis of large, multiethnic groups, and the inclusion of a careful analysis of multi-locus effects is increasingly being recognized. Nowadays, whole genome association (WGA) studies are slowly substituting the analysis of single polymorphisms and may even replace traditional linkage studies. Other classes of genomic alterations are being demonstrated and include the recent emergence of structural genomic polymorphisms named “copy-number variation” or CNVs. CNVs constitute a substantial fraction of total genetic variability found in humans and may involve duplications and deletions of genome blocks that can result in many characteristics, including inherited or sporadic neuropsychiatric diseases. The importance of CNVs in modulating human disease is increasingly being recognized and its impact in SCZ seems to be remarkable, as demonstrated by recent publications (Stefansson et al. 2009; Kirov et al., 2009).

Gene and Protein Expression Studies in Schizophrenia

In contrast with many other “brain diseases” such as Alzheimer’s or Parkinson’s, SCZ lacks a clear unifying pathology at a system, tissue, or cellular level. Despite the family aggregation of SCZ, its underlying genetic etiology is complex. Linkage studies have often identified nonoverlapping regions of interest and regularly failed to replicate many risk chromosomal regions (Pulver, 2000). This suggests the involvement of multiple genes in the disease, some of which may represent common genetic alterations, each conferring a minor increase in disorder susceptibility (Sobell et al., 2002). The idea of a polygenic origin of the disease is reinforced by studies in SCZ postmortem brains, revealing altered expression of several genes and proteins (Hakak et al., 2001; Mirnics et al., 2000).

Alterations in gene expression could derive from a number of factors including DNA polymorphisms (SNPs or CNVs), promoter methylation, or chromatin conformational alterations, to name a few. Structural variations may lead to fluctuations in the expression of regulatory microRNAs (regulators of RNA stability and potent regulators of translation), alterations in gene splicing isoforms, and variations in the expression of relevant genes and their transcription factors. All these will ultimately affect the proteome and contribute to establish phenotypes. The capability of
studying the brain, the “diseased tissue” in SCZ, opens the possibility of understanding gene and protein expression patterns, which form the basis of complex regulatory patterns of SCZ and other diseases.

The cumulative effects of genetic and environmental factors related to brain function and development may result in SCZ. The genetic components involved are likely to be a sum of series of alterations in genes of “small effect,” being most adequately studied collectively by large-scale projects. The vast majority of large-scale expression profiling studies of human brain tissues has been performed with cDNA microarrays, which allow a fast, simultaneous, and sensitive analysis of a large number of biological samples for the concurrent expression of thousands of genes. Through the use of these arrays, global gene expression analysis was used as valuable tool to obtain major insights into diagnosis, progression, prognosis, and response to therapy for a number of human diseases. Recent developments of microarray technology allowed the investigation of larger fractions of the transcriptome, increasing the cDNA arrays’ accuracy and reducing its costs, permitting their use as a common tool in the search of markers of human diseases. In SCZ, cDNA microarrays have been used for gene expression analysis in diverse brain areas such as the prefrontal (Tkachev et al., 2003; Polesskaya et al., 2003; Middleton et al., 2002; Hakak et al., 2001; Johnston-Wilson et al., 2000; Mirnics et al., 2000; Volk et al., 2000), entohinal (Hemby et al., 2002), and temporal (Aston et al., 2004; Vawter et al., 2001) brain cortices.

Gene expression alterations have been demonstrated for several putative SCZ susceptibility genes after comparing diseased and control brains. Examples of more consistent alterations identified are DTNBP1 (Weickert et al., 2008, 2004; Talbot et al., 2004), G72 (DAOA; Korostishevsky et al., 2004), NRG1 (Law et al., 2006; Hashimoto et al., 2004), and RGS4 (Bowden et al., 2007; Erdely et al., 2006). However, maybe more important than individual genes, the accumulation of transcriptome analysis in SCZ has demonstrated the consistent alteration of specific pathways such as synaptic function (Hemby et al., 2002; Vawter et al., 2002; Mirnics et al., 2000), energy metabolism (Altar et al., 2005; Prabakaran et al., 2004; Middleton et al., 2002), and oligodendrocyte function (Sugai et al., 2004; Tkachev et al., 2003; Hakak et al., 2001). The identification of consistent alterations in certain pathways demonstrates the power of gene expression studies. However, cDNA microarray expression analyses have its own constraints and maybe the more important is that the genes to be studied are limited to those that are present on the array. This, together with the inadequacy of the method to provide absolute quantification results, makes other approaches attractive to complement large-scale gene expression analyses.

**Serial Analysis of Gene Expression in Schizophrenia**

After our collaborations with Dr. Andrea Schmitt, from the Central Institute of Mental Health, in Mannheim, Germany, we received brain samples from SCZ patients
and matched controls. With these samples, we were able to investigate transcriptome and proteome alterations in the disease. For transcriptome studies, instead of using “closed” platforms such as cDNA microarrays, we undertook an alternative approach, based on the generation, sequencing, and quantification of short nucleotide tags derived from human transcripts. The approach undertaken here was first described by Velculescu et al. (1995) and it is named serial analysis of gene expression (SAGE). Since its inception, SAGE has become one of the leading functional genomics methodologies and a number of groups in academia and industry have demonstrated the utility of SAGE for novel gene and pathway discovery, for biomarker identification, and for gene expression profiling of numerous disease and normal conditions in multiple species. SAGE provides a statistical description of the mRNA population present in a cell without prior selection of the genes to be studied, and this constitutes its major advantage when compared to microarrays. The use of this open platform allows hypothesis-free expression profiling of SCZ tissue and thus has the potential to highlight previously unexplored molecular processes in the disorder.

To perform SAGE in our samples, we prepared two library pools from the right hemisphere of the prefrontal cortex. One pool was prepared from patient’s samples (four females, four males, average 72.6 years old) and a second pool was made from controls (three females, three males, average 73.2 years old). After sequencing, we produced a total of 51,661 SCZ-derived tags (SCZ tags) and 46,134 controls tags (CN tags). These tags were enough to cover >10,000 genes, and at the cutoff of $P<0.001$, 169 appeared to be differentially expressed between cases and controls. Twenty tags (representing 14 genes) were only seen among the SCZ set, whereas 21 were present only in the control set, strongly suggesting the corresponding genes to be differentially regulated in the disease. Overall, the data suggest an upregulation trend in SCZ brains compared to non-SCZ controls, as 107 of the 169 (63.3%) differentially expressed tags were significantly more abundant in the diseased samples. Among the gene tags identified in our SAGE study, we observed transcripts encoding proteins related to a number of important pathways such as calcium-binding proteins, synthesis and excretion of bioamines, signal transduction, cell proliferation and differentiation, and others. The limitations of our study include the presence of confounding factors (such as different postmortem intervals and the use of psychoactive drugs by the patients), the relatively small sample size, and the gene expression evaluation in pooled samples. Whereas the importance of certain genes in individual samples can still be confirmed by a careful analysis of each gene in a higher sample size, the other limitations are common to most other transcriptome or proteome studies in SCZ. However, the ability of our results (derived from a totally distinct technical approach) to corroborate diverse pathways and genes previously identified by others not only reinforces the validity of our own findings (including the putative new markers observed here) but also confirms the importance of some physiological routes in the pathology of this disease. We are currently validating the most relevant findings in individual samples by quantitative RT-PCR analysis and the data will be published elsewhere.
Proteomic Studies

The study of RNA and proteins poses distinct technical challenges but also offers complementary sources of potentially useful disease markers. In terms of stability, both RNA and proteins are labile and can be easily degraded in the post-mortem interval. However, differently from proteins, the analysis of RNA benefits from extremely sensitive and less-expensive techniques that allow the study of single molecules permitting the study of the whole universe of molecules present in a tissue. All these molecules can be precisely quantified and sequenced in a good number of samples, using equipments easily available nowadays. In most cases, however, RNAs are intermediates between DNA and the proteins, which are the real biological effectors. Thus, the encounter of a certain RNA marker is not enough evidence of the involvement of the gene in the disease. Due to post-transcriptional regulatory events, high RNA levels do not necessarily indicate high protein levels and vice versa. On the other hand, even the most advanced proteome approaches available today do not allow the precise detection and quantification of all proteins present in a sample, and for most proteomic approaches the set of proteins studied is limited to the small fraction of the proteome that contains proteins with adequate solubility and higher abundance. In summary, RNA analysis is more precise and sensitive, but the proteomic information however is technically more limited, providing more direct and biologically relevant markers. A collection of some of the most relevant papers published on SCZ transcriptome and proteome, as well as the brain regions and platforms used in the study, is presented in Table 2.

Shotgun Proteomics

Shotgun peptide sequencing was the main technique used in our study of SCZ proteins. Also known as shotgun proteomics, this is a mass-spectrometry-based strategy that allows a comprehensive analysis of complex protein mixtures, which was developed as a new strategy to overcome the limitations of two-dimensional gel electrophoresis (2DE), the most traditional method used in proteome studies, and to provide a better representation of the proteome (Link et al., 1999). Traditionally, shotgun approaches are combined with quantitative methods based on differential labeling of proteins with stable isotopes, like Isotope-Coded Affinity Tags (ICAT) (Gygi et al., 1999), Global Internal Standard Technology (GIST) (Goodlett et al., 2001), Isobaric Tags for Relative and Absolute Quantification (iTRAQ) (Ross et al., 2004), and Isotope-coded protein label (ICPL) (Schmidt et al., 2005). Nowadays, metabolic labeling (Ong et al., 2002; Gruhler et al., 2005) is considered a powerful approach to support enhanced quantification methods. Shotgun proteomics is based on the digestion of a complex protein mixture with the help of specific enzymes followed by the separation of the resulting peptides by multidimensional chromatographic techniques and subsequent analysis by mass spectrometry (MS).
<table>
<thead>
<tr>
<th>Brain region</th>
<th>Transcriptome reference</th>
<th>Subjects</th>
<th>Methodology</th>
<th>Proteome reference</th>
<th>Subjects</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dorso-lateral prefrontal cortex (BA46)</td>
<td>(1) Mirnics et al. (2000)</td>
<td>(1) 11 SCZ; 11 controls</td>
<td>Microarray</td>
<td>(1) Martins-de-Souza et al. (2008a)</td>
<td>9 SCZ;</td>
<td>2DE</td>
</tr>
<tr>
<td></td>
<td>(2) Hakak et al. (2001)</td>
<td>(2) 12 SCZ;</td>
<td>Microarray</td>
<td>(2) Martins-de-Souza et al. (2009a)</td>
<td>9 SCZ;</td>
<td>Shotgun</td>
</tr>
<tr>
<td></td>
<td>(3) Vawter et al. (2001)</td>
<td>(3) 8 SCZ; 3 Controls</td>
<td>Microarray</td>
<td></td>
<td>7 controls</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(4) Middleton et al. (2002)</td>
<td>(4) 10 SCZ; 10 controls</td>
<td>Microarray</td>
<td></td>
<td>7 controls</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(5) Mimmack et al. (2002)</td>
<td>(5) 10 SCZ; 10 controls</td>
<td>Microarray</td>
<td></td>
<td>7 controls</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(6) Vawter et al. (2002)</td>
<td>(6) 15 SCZ; 15 controls</td>
<td>Microarray</td>
<td></td>
<td>7 controls</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(7) Tkachev et al. (2003)</td>
<td>(7) 16 SCZ; 14 controls</td>
<td>Microarray</td>
<td></td>
<td>7 controls</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(8) Katsel et al. (2005)</td>
<td>(8) 12 SCZ; 12 controls</td>
<td>Microarray</td>
<td></td>
<td>7 controls</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(9) Arion et al. (2007)</td>
<td>(9) 5 SCZ; 3 unmedicated SCZ; 3 Controls</td>
<td>Microarray</td>
<td></td>
<td>7 controls</td>
<td></td>
</tr>
<tr>
<td>Cerebellum</td>
<td>Vawter et al. (2001)</td>
<td>5 SCZ; 3 unmedicated SCZ; 3 Controls</td>
<td>Microarray</td>
<td></td>
<td>7 controls</td>
<td></td>
</tr>
<tr>
<td>Middle temporal gyrus (BA21)</td>
<td>(1) Vawter et al. (2001)</td>
<td>(1) 5 medicated SCZ 3 unmedicated SCZ; 3 Controls</td>
<td>Microarray</td>
<td>(1) Microarray</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(2) Katsel et al. (2005)</td>
<td>(2) 16 SCZ; 14 controls</td>
<td>Microarray</td>
<td>(2) Microarray</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>Brain region</td>
<td>Transcriptome reference</td>
<td>Subjects</td>
<td>Methodology</td>
<td>Proteome reference</td>
<td>Subjects</td>
<td>Methodology</td>
</tr>
<tr>
<td>------------------------------</td>
<td>-------------------------</td>
<td>-------------------</td>
<td>-------------</td>
<td>--------------------</td>
<td>-------------------</td>
<td>------------------</td>
</tr>
<tr>
<td>Prefrontal cortex (BA9)</td>
<td>(1) Vawter et al. (2002)</td>
<td>(1) 15 SCZ; 15 controls</td>
<td>(1) Microarray</td>
<td>(1) Prabakaran et al. (2004)</td>
<td>(1) 54 SCZ; 50 controls</td>
<td>(1) 2DE-DIGE</td>
</tr>
<tr>
<td>(BA9)</td>
<td>(2) Tkachev et al. (2003)</td>
<td>(2) 15 SCZ; 15 controls</td>
<td>(2) Microarray</td>
<td>(2) Pennington et al. (2008)</td>
<td>(2) 35 SCZ; 35 controls</td>
<td>(2) 2DE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(3) Behan et al. (2008)</td>
<td>(3) 30 SCZ; 30 controls</td>
<td>(3) 2DE and Shotgun</td>
</tr>
<tr>
<td>Temporal cortex (middle</td>
<td>Aston et al. (2004)</td>
<td>12 SCZ; 14 controls</td>
<td>Microarray</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>temporal gyrus - BA21)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frontal cortex (BA10)</td>
<td>Katsel et al. (2005)</td>
<td>16 SCZ; 14 controls</td>
<td>Microarray</td>
<td>Johnston-Wilson et al. (2000)</td>
<td>24 SCZ; 19 controls</td>
<td>2DE</td>
</tr>
<tr>
<td>Superior frontal gyrus (BA8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Insular cortex (BA44)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anterior cingulate (BA32)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Posterior cingulate (BA:23/31)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parietal (BA7)</td>
<td>Katsel et al. (2005)</td>
<td>16 SCZ; 14 controls</td>
<td>Microarray</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Inferior temporal gyrus (BA20)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Superior temporal gyrus (BA22)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parahippocampal gyrus (BA:36/28)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occipital (BA17)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hippocampus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caudate nucleus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Caudate putamen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brain region</td>
<td>Transcriptome reference</td>
<td>Subjects</td>
<td>Methodology</td>
<td>Proteome reference</td>
<td>Subjects</td>
<td>Methodology</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-------------------------</td>
<td>-----------------------------------</td>
<td>------------------------------------</td>
<td>--------------------</td>
<td>----------</td>
<td>-------------</td>
</tr>
<tr>
<td>I- Cingulate gyrus</td>
<td>Dracheva et al. (2006)</td>
<td>I- 30 SCZ; 25 Controls II- 24 SCZ; 21 Controls III- 23 SCZ; 20 Controls IV- 24 SCZ; 19 Controls</td>
<td>qPCR</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>II- Hippocampus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>III- Caudate nucleus</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IV- Caudate putamen</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anterior cingulate cortex (BA24)</td>
<td>(1) Katsel et al. (2005)</td>
<td>(1) 16 SCZ; 14 controls (2) 41 SCZ; 34 Controls</td>
<td>(1) Microarray (2) in situ hybridization</td>
<td>(1) Clark et al. (2006)</td>
<td>(1) 10 SCZ; 10 controls (2) 15 SCZ; 15 controls</td>
<td>(1) 2DE (2) 2DE</td>
</tr>
<tr>
<td>Genus of the corpus callosum</td>
<td>(2) McCullumsmith et al. (2007)</td>
<td></td>
<td></td>
<td>(2) Beasley et al. (2006)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anterior temporal lobe (BA38)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wernicke’s area (BA22p)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Abbreviations:** 2DE, two-dimensional gel electrophoresis; DIGE, differential in gel electrophoresis.
Protein identification is performed by database search with algorithms that assign experimental peptide molecular masses with those included in the protein sequence databases (Haas et al., 2006). Unlike 2DE, the shotgun technology has the ability to achieve a comprehensive representation of many protein classes, including extremely acidic and basic proteins as well as very hydrophobic and less abundant proteins. There are uncountable possibilities to develop a shotgun approach, combining all the different chromatography and electrophoretic steps (Martins-de-Souza et al., 2008b).

In the next pages we will present a synthesis of our findings using shotgun proteomics and 2DE, highlighting our most relevant markers and comparing our data with the literature. The results are presented according to the most suited metabolic pathway that encompasses the putative markers identified here and evidence reinforcement, given by gene-expression studies, will be presented.

Alterations in Oligodendrocyte Metabolism

The formation and maintenance of the myelin sheath in the axons of neurons in the central nervous system is the main function of the oligodendrocytes, which constitute approximately half the cells around the soma of large neurons in the human cortex (Polak et al. 1982). Myelin is a basic protein that surrounds the axons of many neurons forming an electrically insulating phospholipid layer that facilitates the propagation of the axonal electric signal. The role of oligodendrocytes in SCZ has emerged recently mainly after a combination of evidences derived from histological observations (Uranova et al. 2001), imaging and transcriptional (microarray-based) studies, deviating SCZ from the dopaminergic hypotheses (reviewed in Segal et al., 2007).

Hakak et al. (2001), using cDNA microarrays for the analysis of pooled dorsolateral prefrontal cortex samples (DLPFC) of controls and medicated chronic SCZ patients, opened the series of studies that revealed the dysregulation of oligodendrocytes metabolism. The findings from Hakak et al. were subsequently reinforced by a number of other papers (Tkachev et al. 2003; Aston et al. 2004; Katsel et al. 2005; Arion et al. 2007), including the validation of some genes by real-time quantitative PCR (qPCR) (Dracheva et al. 2006) or in situ hybridization (McCullumsmith et al. 2007). The demonstration of oligodendrocyte dysfunction in SCZ, using proteomics, was inaugurated by Prabakaran et al. (2004) analyzing the SCZ prefrontal cortex (PFC). Some of the findings on the altered regulation of specific mRNAs were subsequently confirmed by proteomics and include 2′,3′-cyclic nucleotide 3′ phosphodiesterase (CNP), myelin oligodendrocyte glycoprotein (MOG), myelin basic protein (MBP), transferrin (TF) (Table 3) that we also consistently found downregulated in our SCZ proteomics studies in DLPFC and anterior temporal lobe (Martins-de-Souza et al., 2008a, 2009a, b).

It is interesting to note that the final steps of the prefrontal cortex myelination occur in adolescence, when SCZ onset is more common. Moreover, demyelination diseases, such as metachromatic leukodystrophy, present schizophrenic-like psychoses (Hyde et al. 1992). Probably, as mentioned by Hakak et al. (2001), alterations
<table>
<thead>
<tr>
<th>Gene symbol</th>
<th>Gene name</th>
<th>Gene expression alteration previously described by</th>
<th>Confirmed by Proteomics</th>
</tr>
</thead>
<tbody>
<tr>
<td>MBP</td>
<td>Myelin Basic Protein</td>
<td>Tkachev et al. (2003)</td>
<td></td>
</tr>
<tr>
<td>CNP</td>
<td>2',3'-cyclic nucleotide 3' phosphodiesterase</td>
<td>Hakak et al. (2001)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tkachev et al. (2003)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aston et al. (2004)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Katsel et al. (2005)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dracheva et al. (2006)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>McCullumsmith et al. (2007)</td>
<td></td>
</tr>
<tr>
<td>MAG</td>
<td>Myelin-associated glycoprotein</td>
<td>Hakak et al. (2001)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tkachev et al. (2003)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aston et al. (2004)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Katsel et al. (2005)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aberg et al. (2006b)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dracheva et al. (2006)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>McCullumsmith et al. (2007)</td>
<td></td>
</tr>
<tr>
<td>ERBB3</td>
<td>v-erb-b2 erythroleukemia viral oncogene</td>
<td>Hakak et al. (2001)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tkachev et al. (2003)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aston et al. (2004)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Katsel et al. (2005)</td>
<td></td>
</tr>
<tr>
<td>TF</td>
<td>Transferrin</td>
<td>Hakak et al. (2001)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tkachev et al. (2003)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Katsel et al. (2005)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aberg et al. (2006b)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>McCullumsmith et al. (2007)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Arion et al. (2007)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al., 2008a</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al., 2009b</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prabakaran et al. 2004</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al., 2009a</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al., 2009b</td>
<td></td>
</tr>
<tr>
<td>Gene symbol</td>
<td>Gene name</td>
<td>Gene expression alteration previously described by</td>
<td>Confirmed by Proteomics</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------------------------</td>
<td>--------------------------------------------------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>GSN</td>
<td>Gelsolin</td>
<td>Hakak et al. (2001)</td>
<td>Prabakaran et al. 2004</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Katsel et al. (2005)</td>
<td></td>
</tr>
<tr>
<td>MAL</td>
<td>T-lymphocyte maturation-associated protein</td>
<td>Hakak et al. (2001)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aston et al. (2004)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Katsel et al. (2005)</td>
<td></td>
</tr>
<tr>
<td>CLDN11</td>
<td>Claudin 11; Oligodendrocyte specific protein</td>
<td>Tkachev et al. (2003)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Katsel et al. (2005)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dracheva et al. (2006)</td>
<td></td>
</tr>
<tr>
<td>MOG</td>
<td>Myelin oligodendrocyte glycoprotein</td>
<td>Tkachev et al. (2003)</td>
<td>Martins-de-Souza et al. 2009a</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Katsel et al. (2005)</td>
<td>Martins-de-Souza et al. 2009b</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Arion et al. (2007)</td>
<td></td>
</tr>
<tr>
<td>PLP</td>
<td>Proteolipid protein</td>
<td>Tkachev et al. (2003)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aston et al. (2004)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aberg et al. (2006b)</td>
<td></td>
</tr>
<tr>
<td>PLLP/TM4SF11</td>
<td>Plasmolipin or Transmembrane 4 superfamily 11</td>
<td>Aston et al. (2004)</td>
<td></td>
</tr>
<tr>
<td>QKI</td>
<td>Quaking homolog</td>
<td>Katsel et al. (2005)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aberg et al. (2006a)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>McCullumsmith et al. (2007)</td>
<td></td>
</tr>
</tbody>
</table>
in oligodendrocyte–axon interactions may underlie cytoarchitectural changes found in SCZ. Clinical and physiological evidences, together with data from transcriptome and proteome large-scale studies from different brain regions, showed significant alterations in the expression of myelination pathways and put oligodendrocytes as central players in SCZ.

Alterations in Calcium Homeostasis

The conversion of electrical pulses into chemical signals requires a precise control of calcium (Ca$^{2+}$) levels in the central nervous system. After the depolarization of presynaptic membranes, Ca$^{2+}$ ions enter the neurons through voltage-gated channels and this sudden increase in the intracellular Ca$^{2+}$ concentration triggers the synaptic vesicles to fuse with the presynaptic membrane, releasing neurotransmitters into the synaptic cleft. The tight regulation of Ca$^{2+}$ involves extracellular and intracellular compartments of the central nervous system, including transport mechanisms across the blood–brain barrier and cellular membranes, extensive binding by proteins and other macromolecules, and ion sequestration within a variety of intracellular organelles.

Ca$^{2+}$ plays a central role in SCZ dopamine hypothesis since it regulates the function D1 and D2 dopamine receptors (Bergson et al., 2003). In our transcriptome and proteome studies, we found alterations in a series of Ca$^{2+}$-related proteins including some of the most important regulators of this ion. It is worth mentioning the observation of reduced levels of calcineurin (CALN or PPP3CA) in our SAGE and proteomic data from two distinct brain areas. Calcineurin is the major Ca$^{2+}$/calmodulin-binding protein; it has pivotal functions in neuronal metabolism (Malenka, 1994; Liu et al., 1994) and is a regulator of dopaminergic (Greengard, 2001) and glutamatergic (Zeng et al., 2001) neurotransmission, both frequently compromised in SCZ (Seeman, 1987; Carlsson et al., 2001). More interestingly, calcineurin knock-out mice subjected to a comprehensive behavioral test battery displayed strikingly similar phenotypes to those described for SCZ (Miyakawa et al., 2003). Other Ca$^{2+}$-related proteins found altered in our studies include calmodulin (CALM), plasma membrane calcium-transporting ATPase 4 (PMCA-4), and Visinin-like protein 1 (VILIP-1), which are sensors and maintainers of Ca$^{2+}$ homeostasis in the cell, whose alterations can lead to abnormal brain Ca$^{2+}$ concentrations that may increase Ca$^{2+}$-dependent phospholipase A2 (PLA2) activity and account for the accelerated phospholipid turnover and reduced dopaminergic activity previously observed in the SCZ frontal lobe (Gattaz et al., 1990; Gattaz and Brunner, 1996).

Alterations in Energy Metabolism

Neuronal activity is an energetically demanding process. Any sensible alterations of the sophisticated and complex mitochondria’s network system, which involves different and sensible regulated biochemical pathways such as Krebs cycle and
oxidative phosphorylation, could lead to an overall energetic dysregulation. The role of the energy metabolism in neuronal plasticity and synapse (reviewed in Ben-Shachar and Laifenfeld 2004) and evidences of oxidative damage in SCZ brains (reviewed in Yao et al. 2001) strongly suggest that SCZ has an important energetic component in its pathogenesis. It was hypothesized that the energy metabolism dysfunction in SCZ could be related to the hyperdopaminergic states observed in SCZ patients. Probably, the excess of dopamine-oxidized metabolites in SCZ tissues can lead to an oxidative stress, which consequently inhibits the mitochondrial respiratory system (Ben-Shachar et al. 2004).

Large-scale transcriptome and proteome analysis consensually showed the dysregulation of energy metabolism in SCZ (Vawter et al., 2001; Middleton et al., 2002; Johnston-Wilson et al., 2000; Prabakaran et al. 2004; Clark et al. 2006). Our proteomics studies showed that most of differentially expressed proteins identified play roles in energy metabolism, such as hexokinase brain form, creatine kinase, aldolase C, and gamma-enolase (Martins-de-Souza et al., 2008a, 2009a, b, c), in agreement with other proteomics reports (Johnston-Wilson et al., 2000; Prabakaran et al., 2004; Clark et al., 2006; Sivagnanasundaram et al. 2007; Pennington et al. 2008) (Table 4).

Summary and Conclusions

It is more and more clear that the study of complex conditions, such as SCZ, requires more comprehensive methods. Multidisciplinary approaches involving the study of DNA, RNA, and proteins derived from large and heterogeneous populations of affected individuals and matched controls have to be accompanied by imaging studies, detailed clinical records to group patients by endophenotypes, and careful patient and family interviews to collect data related to environmental influences such as immigration, stress, and use of recreational drugs. The task is complex not only because it involves many distinct features but also due to the organizational complexity of the molecules studied, the large number of patients required, and is further challenged by the availability of adequate samples (including the hunt for diseased tissue samples hard to obtain such as those from drug-naïve subjects or tissues adequate for RNA and protein analysis) and the absence of proper animal models of SCZ.

SCZ research urges to discover peculiar molecules that could not only be used as tools for SCZ diagnosis but also serve as molecular signs toward the understanding of its pathogenesis. Beyond the diagnose biomarkers, the dynamic nature of the transcriptome and proteome can reveal the complexity of gene and protein expression regulation, contributing to the understanding of important clinical aspects such as the comprehension of the disease establishment, determination of acute and chronic phases, endophenotypes, and response to treatment.
Table 4 Energy metabolism-related genes and proteins revealed as differentially expressed in transcriptome and proteome studies of SCZ brain tissue

<table>
<thead>
<tr>
<th>Gene symbol</th>
<th>Gene name</th>
<th>Transcriptome studies</th>
<th>Proteome studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDH</td>
<td>Malate dehydrogenase</td>
<td>Middleton et al. (2002)</td>
<td>Martins-de-Souza et al. (2008a)</td>
</tr>
<tr>
<td>ATP5A1</td>
<td>ATP synthase, H+ transporting, mitochondrial F1 complex, alpha subunit isoform b</td>
<td>Middleton et al. (2002)</td>
<td>Martins-de-Souza et al. (2008a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Altar et al. (2005)</td>
<td>Martins-de-Souza et al. (2009c)</td>
</tr>
<tr>
<td>ATP6V1A</td>
<td>ATPase, H+ transporting, lysosomal 70kD, V1 subunit A, isoform 1</td>
<td>Altar et al. (2005)</td>
<td>Pennington et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Behan et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2008a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2009a)</td>
</tr>
<tr>
<td>ALDOC</td>
<td>Fructose bisphosphate aldolase C</td>
<td></td>
<td>Johnston-Wilson et al. (2000)</td>
</tr>
<tr>
<td>CA2</td>
<td>Carbonic Anhydrase 2</td>
<td></td>
<td>Beasley et al. (2006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2009b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2009a)</td>
<td>Martins-de-Souza et al. (2009c)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2009c)</td>
<td>Martins-de-Souza et al. (2009c)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sivagnanasundaram et al. (2007)</td>
<td>Sivagnanasundaram et al. (2007)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pennington et al. (2008)</td>
<td>Pennington et al. (2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2009c)</td>
<td>Martins-de-Souza et al. (2009c)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Beasley et al. (2006)</td>
<td>Beasley et al. (2006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2008b)</td>
<td>Martins-de-Souza et al. (2008b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2009c)</td>
<td>Martins-de-Souza et al. (2009c)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2009b)</td>
<td>Martins-de-Souza et al. (2009b)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2009a)</td>
<td>Martins-de-Souza et al. (2009a)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Martins-de-Souza et al. (2009c)</td>
<td>Martins-de-Souza et al. (2009c)</td>
</tr>
</tbody>
</table>
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Neurogenetic Risk Mechanisms of Schizophrenia: An Imaging Genetics Approach

Andreas Meyer-Lindenberg

Introduction

It is now broadly recognized that schizophrenia is a largely heritable brain disorder in which interactions with the environment also play a prominent role. This means that understanding how these genetic variants work is essential to identifying the pathophysiological mechanisms of schizophrenia, which in turn is the key to finding novel treatments.

A large body of work on the neurobiology of schizophrenia provides several convenient points of departure for translational genetics. Brain structure, for example, has clearly been shown to be abnormal in the disorder, with abnormalities in gray matter volume, density, cortical thickness, white matter volume, white matter connectivity, and structural connectivity all having been described. Both the lateral and medial temporal lobes as well as the dorsolateral prefrontal cortex in particular have emerged as regions which have consistently been implicated. To nominate any of these regions as a candidate phenotype for translational genetics, it is of interest to ascertain whether that phenotype is heritable. Taking dorsolateral prefrontal cortex again as an example, our own work does not reach an unambiguous conclusion. In a recent publication, we measured cortical thickness in a large sample of patients with schizophrenia, their first-degree relatives, and controls finding pronounced reductions of thickness in prefrontal cortex with clear evidence for heritability. As healthy siblings only showed nonsignificant reductions in thickness, however, it can be argued that although heritable, thickness of cortex may not be an ideal endophenotype (Goldman et al., in press).

A much clearer picture emerges when the function of dorsolateral prefrontal cortex is being considered. Cognitive paradigms, such as the n-back task, that reliably activate this region as part of the so-called working memory network, which also include the parietal lobule and cerebellum, among others, can be used to probe

A. Meyer-Lindenberg (✉)
Central Institute of Mental Health, Zentralinstitut für Seelische Gesundheit, J5, 68159 Mannheim, Germany
e-mail: a-meyer-lindenberg@zi-mannheim.de
prefrontal function in schizophrenia. While the directionality of the observed abnormalities does not always agree, the overwhelming majority of studies have found functional changes at a specific locale, namely, in the BA 46/9 region of dorsolateral prefrontal cortex. Furthermore, evidence from the study of genetically high-risk individuals (in this case, siblings) does show that dorsolateral prefrontal cortex functional activation exhibits disease-related genetic risk effects (Rasetti et al., 2009). Taken together with the findings from structure, dorsolateral prefrontal cortex is clearly one of the regions where translational genetic efforts in schizophrenia should be targeted.

What underlies the observed functional abnormalities in dorsolateral prefrontal cortex? One important contribution comes from dopaminergic modulation of its functions. According to the influential model of Durstewitz et al. (2000), dopamine, acting primarily through D1 receptors and in interaction with other neurotransmitter systems, especially glutamate and GABA, modulates signal-to-noise ratio in the cortex: during working memory, the activation peak corresponding to the token of information held “in mind” is stable to disturbance when dopamine levels are optimal, whereas a suboptimal level of stimulation leads to an unstable peak and an increase in task-irrelevant noise. This line of work is relevant for schizophrenia since dopamine synthesis and release have consistently been found to be disinhibited in subcortical structures, particularly striatum, and shown to be related to genetic risk. Given the difficulties of reliably measuring dopamine in cortex, data in this region are less clear. Overall, however, the balance of the evidence speaks in favor of decreased (suboptimally low) dopamine in cortex, resulting in a complex picture of subcortical disinhibition and cortical reduction in dopamine that has replaced the original “dopamine hypothesis” of schizophrenia.

While at this juncture these convergent data on regional dysfunction in dorsolateral prefrontal cortex, its structural correlates, and dopaminergic mechanisms are compelling, an important conceptual point applying to brain function in general, but resonating especially with schizophrenia research, argues/suggests that very few neural functions can be localized to a single region of the brain, implying the importance of studying distributed systems whose functional relevance can lie as much in the interconnections between brain regions and their alterations as in regional activity. More than 100 years ago, Wernicke posited that given the severity of the symptoms of psychosis, the scarce neuroanatomical findings of his time argued for an abnormality in connectivity between brain areas. Brain imaging offers a rich repertoire to study connectivity both in structure (by examining structural covariance of regional volumes – structural covariance – or more directly through diffusion tensor imaging) and in function, using methods called functional connectivity (which are based on correlations between time series measured in fMRI or PET) or effective connectivity (more elaborate techniques that usually presuppose a model of how brain regions are interconnected and proceed to give a statistical estimate of whether that model fits, and, if it fits, allow inferences about directionality of connections not possible in the functional connectivity approach). Using these approaches, a considerable strand of the recent neuroimaging literature in schizophrenia has successfully demonstrated abnormal connectivity in the disorder, amply confirming Wernicke’s
thesis (Stephan et al., 2006). An example from our own work is provided by studying the hippocampus, a relevant structure for schizophrenia where structural and functional regional abnormalities have been described. Considering hippocampal activation during working memory in patients with schizophrenia compared to controls, we found that patients showed reduced activation of the right dorsolateral prefrontal cortex. In both patients and controls, inverse correlations were observed between the hippocampal formation and the contralateral dorsolateral prefrontal cortex. While these did not differ between diagnostic groups during the control task, the working memory challenge revealed a specific abnormality in dorsolateral prefrontal cortex–hippocampal formation functional connectivity. Although the right dorsolateral prefrontal cortex was significantly coupled to the left hippocampal formation in both groups during the control task, this correlation was not seen in healthy subjects during working memory but persisted undiminished in patients, resulting in a significant task-by-group interaction and suggesting a regionally specific alteration of hippocampal formation–dorsolateral prefrontal cortex functional connectivity in schizophrenia that manifests as an unmodulated persistence of a hippocampal formation–dorsolateral prefrontal cortex linkage during working memory activation (Meyer-Lindenberg et al., 2005b).

In other words, circuits matter in understanding schizophrenia and, as we will argue, also in understanding neurogenetic mechanisms in this disorder. One critical circuit for schizophrenia research links dorsolateral prefrontal cortex to the dopamine-synthesizing midbrain neurons that supply dorsolateral prefrontal cortex with this important regulatory neurotransmitter, forming a feedback loop. This circuit is important because it links two well-established pathophysiological components of the disorder, dorsolateral prefrontal cortex dysfunction, and dopamine synthesis. The question therefore arises whether these two phenomena are related; and if they are, whether this particular feedback circuit is involved. In an earlier study, we were able to produce evidence for both of these assertions (Meyer-Lindenberg et al., 2002): We measured presynaptic dopaminergic function simultaneously with regional cerebral blood flow during the Wisconsin Card Sorting Test (WCST), another well-established working memory test in a small group of unmedicated schizophrenic subjects and matched controls. We show that a PET measure of dopamine synthesis in the striatum was significantly higher for patients than for controls. Patients had significantly less WCST-related activation in dorsolateral prefrontal cortex. Both of these findings were expected from the literature, but the key new contribution was that we found that the two parameters were strongly linked in patients but not in controls. This tight within-patient coupling of these values, with decreased PFC activation predicting exaggerated striatal dopamine synthesis, supported the hypothesis that prefrontal cortex dysfunction may lead to dopaminergic transmission abnormalities.

At this point, we can speculate about the link between these findings on the neural systems level and their relevance for psychopathology, particularly with regard to qualitatively abnormal experiences in psychosis such as delusions. A large body of work, starting with the seminal paper by Schultz et al. (1997), has shown the key neural correlate of salience to be a dopaminergic burst in midbrain. This finding,
which emerged in the context of reward prediction (reward being a typically salient event in the environment), has become known as prediction error signaling. Clearly, the existence of such a signal is essential for adaptive learning processes, since a discrepancy between the environment and the internal expectation has to be registered first for the need to readjust these expectations (through learning and neural plasticity) to become apparent. Now, several recent papers from Paul Flatters group in Cambridge (Corlett et al., 2007a, b; Murray et al., 2008) have shown that this salience signal is profoundly abnormal in schizophrenia, during ketamine-induced psychosis, and in subjects at risk. Specifically, patients with schizophrenia do not show normal midbrain activation for a rewarding stimulus (a finding that could contribute to the genesis of anhedonia and other negative symptoms) but, critically, show increased prediction error signals in midbrain to control stimuli where normal controls show no such activation. This implies that in schizophrenia, salience is signaled for events that have no behavioral relevance, arguing for neural mechanisms for abnormal attributions of relevance that form a fundamental aspect of the genesis of delusions. In a recent study, we have found (Dreher et al., 2008) that during reward expectation, dopamine synthesis is in fact related to dorsolateral prefrontal cortex activation and, furthermore, that the directionality of this connection is positive in young, but not older, adults. This latter finding suggests that the tuning of this dorsolateral prefrontal cortex–midbrain circuit may also be relevant for understanding why symptoms of schizophrenia emerge in the second and third decade in men, although this point requires further study.

Using these circuits as a point of departure, we now turn to results from translational genetics. At the outset it has to be stated that the genetics of schizophrenia are rather complex. While the heritability of the disease is clearly very high, decades of work using linkage and association studies have shown that there are no frequent genetic risk variants for the disorder of large individual effect. More specifically, given the currently available GWAS data, it is unlikely that a single frequent variant exists that increases disease risk by more than 20%. However, rare microdeletion variants have recently been identified that, although they may explain only up to 15% of the risk in sporadic schizophrenia, may increase disease risk up to 50-fold if present (2008b; Stefansson et al., 2008). Such sporadic microdeletions have been found in 22q11, 1q21, and several other chromosomal regions. Taking these findings together, it is clear that the high heritability of schizophrenia is not explained by single gene variants, but is likely due to gene–gene interactions (epistasis) and interactions between genes and environment (which in the twin designs usually employed to assess heritability contribute to the “genetic” variance, much of which may therefore actually be due to or influenced by environmental interactions). If these interacting variants are frequent enough (the so-called common disease – common variant hypothesis), GWAS studies are the method of choice for their detection; the first results from this approach for schizophrenia imaging genetics are discussed below. Although GWAS studies are currently not powered to study epistatic interactions, we will argue below that microdeletion findings form attractive a priori hypotheses to constrain and focus searches for epistatic genes.
In this complex setting, bringing neuroimaging in the picture to measure genetic effects on brain structure and function is an attractive approach as this promises higher penetrance of genetic effects on this biological, quantitative level than can be expected on the level of psychiatric diagnoses, which, at this point, lack biological validity. This line of reasoning has come to be called the “endophenotype” or “intermediate phenotype approach.” Meta-analytic evidence does in fact support this approach by showing that imaging genetics phenotypes exhibit much higher genetic effect sizes than those observed for the same genetic variants in behavior. Nevertheless, the brain shows an unprecedented level of complexity by itself and it would be naïve to assume one-on-one mappings from genes to brain or from brain to behavior or psychiatric disorder. Instead, we are dealing with a complex and largely unknown network of interacting effects. It is, therefore, with this note of caution that we proceed toward the examination of genetic effects.

We will start by examining the effects of candidate genes in the dopaminergic system with regard to the circuits discussed above. Candidate genes have been nominated and studied through their assumed pathophysiologically relevance for the disorder and usually have a somewhat inconsistent record of being associated with the psychiatric categorical disease phenotype of schizophrenia. They offer the advantage of being a focused tool to study specific neurobiological mechanisms in vivo by contributing genetic variance that can be studied across individuals using methods such as genetics. However, depending on the level of confidence that individual researchers require before they accept a genetic variant as being associated with schizophrenia, the relevance of candidate gene findings for understanding the disorder can be assessed differently. A vigorous methodological debate is ongoing over the merits, or otherwise, of candidate genes (Meyer-Lindenberg and Weinberger, 2006; Flint and Munafo, 2007). While proponents of imaging genetics (often, psychiatrists and neuroscientists) point to the substantial body of neurobiological insights this method has provided, opponents (often, geneticists) question the relevance of these findings for mental illness given that few common genetic variants have been unambiguously associated with the clinical, categorical phenotype of schizophrenia, demanding a level of statistical evidence that has been developed for genome-wide searches for disease genes. To counter this objection, imaging geneticists, including our group, have argued that at currently available sample sizes, one can expect variable associations with a “messy” clinical/behavioral phenotype such as schizophrenia with limited intrinsic validity, which not only do not invalidate but also in fact precipitate the move away from clinical entities to more biological mediating processes: intermediate phenotypes.

An excellent example for this approach is provided by catechol-O-methyltransferase (COMT), a major enzyme degrading cortical dopamine. Dopamine action at the synapse is terminated either by dopamine transporter reuptake, via diffusion out of the synapse, or by COMT catabolism. Since dopamine transporters are scarce in prefrontal cortex (Lewis et al., 2001), COMT is a critical determinant of prefrontal dopamine flux (Tunbridge et al., 2004, 2006). The COMT gene is located at 22q11.2, a region implicated in schizophrenia by linkage (O’Donovan et al., 2008) and by the 22q11.2 syndrome (Mendelian Inheritance in
Man – MIM#192430), a hemideletion associated with a strongly increased risk of schizophrenia-like illness (Murphy, 2002). A common substitution of Val by Met (at amino acid 158 of the membrane-bound form of the protein found in brain) affects the stability of the COMT protein, leading to conformational changes and a subsequent significant decrease in enzyme activity in brain and lymphocytes (Chen et al., 2004). Neuroimaging studies using a reliable activator for prefrontal cortex, the n-back working memory task, have demonstrated that this coding variant impacts on prefrontal cortex activation (Meyer-Lindenberg et al., 2001). In agreement with this, variation in COMT also modulates PFC-dependent neuropsychological performance (Goldberg et al., 2003) and the cortical response to amphetamine, which increases synaptic dopamine (Mattay et al., 2003). The latter finding suggested that COMT genotype places individuals at predictable points along the putative inverted-u-shaped curve linking prefrontal dopamine stimulation and neuronal activities, with homozygotes for the Val-encoding allele, which presumably possess less synaptic dopamine due to maximal COMT activity, positioned to the left of Met-allele carriers, who appear to be located near the optimum of that curve. Additional evidence for this finding comes from a positron emission tomography (PET) study (Meyer-Lindenberg et al., 2005a) showing that COMT genotype has an impact on prefrontal regulation of midbrain dopamine synthesis in a genotype-dependent directionality, consistent with the inverted-u-shaped model (Akil et al., 2003; Behrens et al., 2005). This suggests that the risk for schizophrenia associated with this common variant is due to reduced signal-to-noise ratio in prefrontal cortex, an idea supported by the finding that working-memory-related and working-memory-unrelated activity in the PFC are inversely coupled to midbrain dopamine synthesis and directionally dependent on COMT genotype (Meyer-Lindenberg et al., 2005a).

Importantly, understanding this circuit can be used to develop innovative personalized treatments. In a proof of concept study, Apud et al. (2007) used a COMT-inhibiting drug, tolcapone, to demonstrate genotype-dependent effects on prefrontal function and cognitive performance. They performed a randomized, double-blind, placebo-controlled crossover design in 47 normal subjects stratified by COMT (val158met) genotype, 34 of whom also underwent fMRI. They found significant drug effects on measures of executive function and verbal episodic memory and a significant drug-by-genotype interaction on the latter, such that individuals with val/val genotypes improved, whereas individuals with met/met genotypes worsened on tolcapone. Additionally, fMRI revealed a significant tolcapone-induced improvement in the efficiency of information processing in prefrontal cortex during the n-back working memory test. This study demonstrated enhancement of prefrontal cortical function in normal human subjects with a nonstimulant drug having COMT inhibitory activity. In essence, this is an approach to innovative therapy of a key functional impairment in schizophrenia that can only work as personalized therapy: as the study results show, indiscriminately giving tolcapone would be unhelpful as it would worsen one proportion of patients while helping another; however, our understanding of the genetic variant and the neural system that it impacts on will enable a genotype-based selection of individuals (carrying val alleles) who can indeed benefit.
After this evidence for mechanisms impacted by genetic variation modulating extracellular dopamine, we now turn to the postsynaptic transduction of the dopamine signal, mediated through D2 receptors. In the classical signal transduction pathway, these receptors couple through Gαi/o protein to reduce cAMP production and PKA activity. Downstream from PKA, dopamine- (dopamine-) and cAMP-regulated phosphoprotein of molecular weight 32 (DARPP-32) is a key signaling integrator that regulates an array of subsequent neurophysiological processes, including the response to neuroleptics, psychotomimetic drugs of abuse, and affecting striatal function and plasticity. The canonical cAMP/PKA/DARPP-32 pathway, however, is not the only molecular network to transduce dopamine signals in dopaminergic neurons, since D2 receptors may also signal through an AKT1/GSK-3 signaling cascade via β-arrestin 2, independently of the cAMP-associated one. We have argued (Tan et al., 2008) that it represents a novel means by which D2 receptor signaling and associated cognitive and neuropsychiatric effects could be mediated. As reviewed in Tan et al. (2008), AKT1-knockout mice show schizophrenia-associated phenotypes (abnormal prepulse inhibition of startle) and antipsychotic enhanced AKT1 signaling. AKT1 regulates the trafficking of presynaptic dopamine transporters, and decreased AKT1 protein levels have been observed in lymphoblasts and postmortem prefrontal cortices of patients with schizophrenia.

Using imaging genetics, we have examined the neural systems responsive to both variants in the gene encoding DARPP-32, PPP1R1B, and AKT1. In the former, we found, through resequencing in 298 chromosomes, a frequent PPP1R1B haplotype predicting mRNA expression of PPP1R1B isoforms in postmortem human brain that impacted on neostratal volume, activation, and the functional connectivity of the prefrontal cortex (Meyer-Lindenberg et al., 2007). The haplotype was associated with the risk for schizophrenia in a family-based association analysis. In AKT1, a very similar prefrontal–striatal circuit was implicated (Tan et al., 2008): we found that the AKT1 genotype predicted cognitive performance linked to frontostriatal circuitry, prefrontal physiology during executive function, and frontostriatal gray matter volume on MRI. Again, the same AKT1 variant functional in imaging was associated with risk for schizophrenia.

This convergent evidence from both the canonical and the noncanonical dopamine signaling pathway identifies prefrontal–striatal interactions as a key target circuit through which the genetic risk for schizophrenia related to dopamine is transduced. These results integrate well with what is known from basic neurobiology, since the neostriatum receives excitatory glutamatergic projections from the cortex and thalamus, integrates them with monoaminergic inputs, and sends them via the globus pallidus and substantia nigra pars reticulata to the thalamus, which projects back to prefrontal cortex (Alexander et al., 1986). These parallel processing loops are critical for the integration of sensorimotor, cognitive, and emotional information (Alexander et al., 1986). Lesions to the neostriatal–prefrontal system impair prefrontal-dependent cognitive functions (Dunnett et al., 2005) that are characteristic of the cognitive deficits found in schizophrenia (Pantelis et al., 1997). Prefrontal–striatal interactions have been proposed as providing a “filter” of information competing for cortical processing (Swedlow et al., 2001), a mechanism that
could underlie cognitive symptoms and potential schizophrenia intermediate phenotypes such as abnormal pre-pulse inhibition of startle (Swerdlow et al., 2001).

These results should suffice to illustrate the power of the candidate gene approach in understanding the genetic risk architecture of schizophrenia. In the remainder of this paper, we will discuss current strategies to go beyond the elucidation of single-gene single-variant effects, a move that is necessitated by the genetic considerations which, above all, stress the relevance of epistasis and gene–environment interactions.

An illustrative example of epistasis is again provided by COMT, where the evidence supports the existence of multiple variants within the gene: in a large sample of Israelis of Ashkenazi descent (O’Donovan et al., 2008) a haplotype, combining the Val/Met polymorphism, (rs4680), with two common SNPs at other loci, one upstream in intron 1 (rs737865) and the other in a 3′-untranslated region (rs165599), was highly associated with schizophrenia and with differentially affected expression of rs4680 alleles in human brain tissue (Bray et al., 2003), suggesting the presence of a cis-acting functional locus within COMT interacting with Val/Met. A population study found that this three-marker haplotype is markedly heterogeneous in populations worldwide (Palmatier et al., 2004) despite the relatively constant prevalence of schizophrenia and suggested relevance of another possible cis functional variant (rs2097603) linked upstream in the P2 promoter driving transcription of the predominant form of COMT in the brain (MB-COMT). This variant also affects COMT activity in lymphocytes and postmortem brain tissue (Chen et al., 2004). Thus, COMT may contain at least three functional polymorphisms that impact differentially on its biological actions and confound its clinical associations. The combinatorial possibilities of diplotypes based on varying alleles at these three sites are difficult to model in preclinical systems, but imaging offers unique potential to identify the functional effects of these combinations. Work in our laboratory using a method adapted from haplotype regression demonstrates interacting effects of these functional variants on prefrontal function (Meyer-Lindenberg et al., 2006). The combined effects of these loci are not linear, consistent with predictions based on the inverted-u-shaped function described above. Confirmatory convergent evidence comes from a study of executive cognition finding similar nonlinear effects of these haplotypes on working memory performance (Diaz-Asper et al., 2008).

Staying in the dopamine system, a second example for epistasis is provided by RGS4, encoding a regulatory protein in the canonical dopamine signal transduction pathway described above. By itself, a genetic variant in RGS4 linked to the risk for schizophrenia impacted (rs951436) on dorsolateral–frontoparietal and frontotemporal activation and network coupling during working memory and resulted in regionally specific reductions in gray and white matter structural volumes in individuals carrying the A (risk) allele (Buckholtz et al., 2007b). These findings now afford the opportunity to study epistatic interactions of COMT and RGS4, influencing both the amount of extracellular dopamine available and the mechanisms by which dopamine is postsynaptically transduced. Confirming the circuit hypothesis outlined above, we found clear evidence for such epistasis not only in dorsolateral prefrontal cortex but, importantly, also in striatum, recapitulating the biochemical
interactions in the neural circuitry modulated by genetic variants (Buckholtz et al., 2007a).

While we have focused on dopaminergic variants for ease of exposition, it is important to stress that dopamine is not the only neurotransmitter relevant for schizophrenia. In particular, glutamate, the most abundant excitatory neurotransmitter in cortex, has been hypothesized to play a major role in schizophrenia. Several risk genes in the dopaminergic system have been described. Of note, GRM3, encoding a metabotropic glutamate receptor localized on astroglia, has been implicated in the risk for schizophrenia. Genetic risk variants for GRM3 have been shown to modulate hippocampal function and episodic memory. Given the neurophysiological data summarized above showing an interaction of dopaminergic and glutamatergic neurotransmission in regulating the signal-to-noise ratio during cortical activity during working memory, it appears an attractive hypothesis that risk variants in GRM3 and COMT, influencing glutamate and dopamine availability, respectively, would show epistasis in dorsolateral prefrontal cortex during a working memory probe. This is exactly the result reported by Tan et al. (2007) in the NIMH sibling study genetic sample, where the GRM3 genotype associated with suboptimal glutamatergic signaling was significantly associated with inefficient prefrontal engagement and altered prefrontal–parietal coupling against the background of COMT Val homozygous genotype. Conversely, COMT Met-homozygous background mediated against the effect of GRM3 genotype. This finding has potential therapeutic implications since a partial agonist at this receptor (as well as the GRM2 receptor) has shown evidence for antipsychotic efficacy when tested against the established atypical antipsychotic olanzapine (Patil et al. 2007).

These three examples illustrate the power of imaging genetics to elucidate epistatic interactions through parsing their neural impact. Several further studies of epistasis relevant for schizophrenia have appeared (Tan et al., 2008). One problem with this line of research is that current samples are in danger of being underpowered, at least when more than one interacting variant is considered. Based on meta-analytic evidence, current recommendations for sample sizes for imaging genetics, considering frequent variants, are on the order of 60–80 subjects (Meyer-Lindenberg and Weinberger, 2006; Munafò et al., 2009); the needed number for epistasis can be expected to be considerably above that, although the studies cited above have successfully obtained evidence for epistasis with sample sizes in the mid-100s.

In addition to these candidate gene studies, considerable further advances can be expected from data identifying variants with genome-wide significance. From these studies, as mentioned above, two kinds of variants have been identified: rare microdeletions under negative selection that carry a multifold higher risk for psychosis; and, in the recently published paper by O’Donovan et al. (2008), the first common variant with genome-wide support for risk for psychosis (a broad definition was used that also included bipolar I disorder), located in an assumed regulatory protein, ZNF804A, on chromosome 2.

Considering the microdeletions first, it will be of great interest to study the neural circuits that they impact upon. This is going to be difficult given their relative rarity. Currently available data suggest that several of these variants (certainly 22q11,
associated with velocardiofacial syndrome) cause complex neurodevelopmental phenotypes that go beyond the realm of schizophrenia proper also impacting on general intelligence and neurocognition and may be associated with other axis I disorders ranging from ADHD to autism (Karayiorgou and Gogos, 2004; Brunetti-Pierri et al., 2008). These “new” microdeletions would then join the array of other neurogenetic disorders that increase risk for schizophrenia, such as Klinefelter syndrome or hyperprolactinemia. Nevertheless, parsing these symptom clusters on the neural systems level is likely to advance the field, especially if circuits impaired by several or all of these microdeletions (that then would have a very high probability of being relevant for the neurogenetics of schizophrenia) can be delineated. A second useful aspect of these data meriting its study is the proposal that microdeletions form an a priori regional hypothesis, in the genetic realm, for the presence of epistasis: a parsimonious explanation of the finding that these but not many other sporadic microdeletions show a schizophrenia risk phenotype could be that several risk genes for the disorder happen to be situated in spatial proximity in these regions. A first hint that this idea might be true comes from studying the gene immediately adjacent to COMT in the 22q11 region, PRODH, encoding proline oxidase (POX) (Kempf et al., 2008). In a family-based sample, we found that functional polymorphisms in PRODH were associated with schizophrenia, with protective and risk alleles having opposite effects on POX activity. Using a multimodal imaging genetics approach, we then showed that haplotypes constructed from these risk and protective functional polymorphisms had dissociable correlations with structure, function, and connectivity of striatum and prefrontal cortex. In particular, the schizophrenia risk haplotype was associated with decreased striatal volume and increased striatal–frontal functional connectivity, while the protective haplotype was associated with decreased striatal–frontal functional connectivity. In summary, PRODH, although biochemically clearly distinct in action from the dopaminergic system, impacts on a similar critical circuit relevant for schizophrenia also modulated by COMT, therefore providing neural systems-level evidence for a target for a “double genetic hit” for epistasis when both genes are hemideleted. In this context, it is intriguing to note that in the PRODH knockout mouse model, the most dysregulated gene in an expression screen was in fact COMT (Paterlini et al., 2005).

Finally, considering the first genome-wide significant psychosis variant, we have recently completed the first study investigating the impact of this SNP on brain function during working memory and an emotional face matching task (Esslinger et al., accepted for publication). Intriguingly, we found no difference in activation, but a pronounced impact on functional coupling of the dorsolateral prefrontal cortex, which was reduced toward contralateral dorsolateral prefrontal cortex and to ipsilateral subregions of lateral prefrontal cortex. Conversely, healthy carriers of the risk variant showed a gene-load-dependent inability to uncouple hippocampus from dorsolateral prefrontal cortex during working memory, exactly mirroring the finding in patients with manifest disease summarized above. It appears, then, that this variant acts primarily on connectivity, through a mechanism that is presently unknown but might involve neurodevelopmental alterations. Of interest, the same variant strongly
increased coupling of amygdala to several regions of the extended limbic system. Since amygdala interactions in the context of emotional face matching are unlikely to be related to heritable risk for schizophrenia (Rasetti et al., 2009), we have proposed that this might contribute to the risk of this variant related to bipolar I disorder, supporting a genetic dysconnectivity hypothesis across the Kraepelinian divide.

In summary, I have given an overview of the state of the art and current major lines of development in imaging genetics of schizophrenia, moving from candidate genes to epistatic interactions and genome-wide significant risk variants. It is likely that in the years until the next Search for the Causes of Schizophrenia, the combination of large-scale genome-wide searches for schizophrenia risk genes will further fuel our understanding of these risk mechanisms and provide further targets for treatment development. Soon, it will be desirable to reverse the direction of inference and (a) search for genes directly using neural intermediate phenotypes in combination with GWAS and other -omics markers and (b) use these systems-level markers to tackle the problem of a biologically valid subclassification of “the schizophrenias” either by a fully dimensional approach or through the identification (though reverse phenotyping) of clinical subsyndromes consistently associated with an identifiable unitary biology, at least on the neural systems level. A second major frontier that is being explored by international consortia such as the EU-GEI (2008a) is gene–environment interactions in schizophrenia; recent work from our own group has begun to investigate neural mechanisms underlying social–behavioral risk factors such as social status.
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Progress in Genetic Studies of Schizophrenia

Renan P. Souza, Marco A. Romano Silva, and James L. Kennedy

Overview of the Current Status of Genetic Studies of Schizophrenia

The current interpretation of the family and twin data suggest that most of the genetic risk to schizophrenia is conferred by multiple interacting loci, each causing a small increase in risk. As schizophrenia has similar symptoms and roughly similar prevalence throughout the world, a reasonable hypothesis is that at least some loci have effects in many populations. Until recently, there have been only a few undisputed genetic associations to complex non-Mendelian human diseases (for example, the HLA locus association to diabetes), but for many diseases, the advent of genome-wide association study (GWAS) technology has recently altered this situation. GWASs to date have focused on analyzing each individual marker of the 500,000 or more markers on the microarray and presenting the p-values in one large analysis, with statistical significance thresholds adjusted for the extensive multiple testing. The current findings from the few published GWASs of schizophrenia (and bipolar disorder), along with the data from significant candidate genes that predate the GWAS era, are supportive of the hypothesis that common genetic variants contribute to schizophrenia. However, no single marker has been reported for schizophrenia that reaches genome-wide levels of significance across more than one study. The GWAS investigations published thus far include the following (with sample sizes of cases): Lenz et al. (2007) (n = 450); O’Donovan et al. (2008) (n = 479 plus replication sample); Walsh et al. (2008) (n = 418); International Schizophrenia Consortium (2008) (n = 3,391); and Stefansson et al. (2008) (n = 1,433). In the current reports, there are a few genes of interest since they have been relatively positive across more than one sample. One example is ZNF804A, a zinc finger gene that does not have a well-characterized function. In a recent study investigating this gene with brain imaging phenotypes, Esslinger et al. (2009) have shown that healthy carriers of the ZNF804A risk genotypes have marked alterations in the correlated
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activity (coupling) of dorsolateral prefrontal cortex across hemispheres and with hippocampus, similar to the coupling abnormalities seen in functional imaging of schizophrenia patients. Thus the original effect of ZNF804A gene variants creating risk for schizophrenia diagnosis is now exhibiting validation from neuroimaging phenotypes.

It is worth pointing out that the failure of a gene to appear in any of the GWAS significant association marker lists should also be viewed with caution. There are no results showing genome-wide significance for the major candidate genes such as dysbindin (DTNBP1), neuregulin 1 (NRG1), d-amino-acid oxidase activator (DAOA), or disrupted in schizophrenia 1 (DISC1). These genes showed considerable replication before the advent of GWASs and thus were among the most prominent candidates for schizophrenia. One of the more interesting outcomes of the GWASs of schizophrenia and bipolar disorder is that nearly all of the genes that show relatively strong association for schizophrenia also show significant positive results in bipolar disorder as well. This is surprising evidence in favor of a common etiology for both diseases. It is possible that these common genetic variants create vulnerability in the brain for destabilization of behavior, and then different environmental influences lead to the outcome of schizophrenia diagnosis versus bipolar.

When the details of the GWAS data for markers in and around these genes are investigated in a given schizophrenia sample, these genes typically have reached a higher significance level than expected by chance. However, only a very small portion of the disease risk is explained by these genes; thus, considerable work remains to identify the bulk of the genetic risk. It may be that complexities such as parental imprinting, gene–environment interaction, or epigenetic effects may be obscuring the full clinical impact of the risk genes. Another complexity may be the new discovery of increased chromosomal deletions and duplications in schizophrenia patients compared to healthy controls. The advent of GWAS technology allowed researchers to scan across the genome-wide data and ask: Are there regions where there is one segment of the chromosome missing, or alternatively, duplicated? The extensive nature of the scanning process makes the finding of these gaps or duplications relatively straightforward. Recent papers describing an increase in these copy number variants (CNVs) in schizophrenia and an excess of de novo CNV events in that disorder have raised the possibility of a significant contribution from rare events, some of apparently high penetrance. For example, generalizing across studies, in a comparison of 1,000 schizophrenia patients versus 1,000 controls, there may be 10–15 patients with a deletion at a site on chromosome 15q, while only 1 or 0 of the controls will have this deletion. Although it is not yet clear whether the contribution from CNVs is small or substantial, these findings can be interpreted as supporting the hypothesis that rare variants may play a highly penetrant role in a small but significant number of schizophrenia cases. The three main sites of CNVs noted thus far in schizophrenia are 1q, 15q, and (as expected) 22q.

Researchers have looked for genetic markers of schizophrenia by attempting to subdivide the disease into more homogeneous groups. This is often done by defining “alternative phenotypes” that, after genetic analysis, may lead to the discovery of one or more genes associated with that more specific phenotype. Alternative
phenotypes may include neuropsychological data, ocular motor physiology, or neuroimaging data, for example.

An important alternative phenotype may be defined by a malfunctioning brain circuit or pathway. In schizophrenia, functional imaging and postmortem neuropathology implicate alterations in the dorsolateral prefrontal–basal ganglia–thalamocortical circuit in core schizophrenia. In contrast, abnormalities in the anterior cingulate–basal ganglia–thalamocortical circuit are associated with psychosis, which is shared by all schizophrenic patients whether or not they manifest deficit symptoms (Tamminga et al. 1992). For over a century, disturbed interactions between brain areas have been proposed to underlie schizophrenia. Extensive work in patients has demonstrated abnormal coupling between brain regions implicated in schizophrenia, most notably the dorsolateral prefrontal cortex and hippocampal formation, but the relevance for heritable risk was unclear (Thaker and Carpenter 2001). The new link by Esslinger et al. (2009) between the ZNF804A gene and coupling of the DLPPC with the hippocampus described above provides strong support for the usefulness of neuroimaging phenotypes. In general, these alternative phenotypes will be most valuable for schizophrenia researchers if they also exhibit a strong and relatively simple genetic basis.

One of the historically most studied alternative phenotypes in schizophrenia has been abnormal movement of the eyes while tracking a moving object across a screen. Holzman et al. (1973) reported an association between abnormal eye tracking and schizophrenia, and documented an increased prevalence of this feature in patients’ relatives. A preliminary study has also linked abnormal eye tracking to a chromosome 6q site in schizophrenia probands (Arolt et al. 1996). Other alternative phenotypes include impairments in attention, language, and memory, as well as deficits in expression levels of the neuronal marker N-acetyl-aspartate in the hippocampal region. Freedman et al. (1999) used electrophysiological measurements to identify a linkage between a sensory gating defect and a locus at chromosome 15q14 in schizophrenic patients. There have been several recent replications of this linkage finding at 15q14 locus using diagnosis of schizophrenia as a phenotype. This region contains the gene encoding an α7 nicotinic-cholinergic receptor subunit gene (CHNRA7), which is involved in sensory gating. Genetic studies of CHNRA7 show fairly strong linkage to prepulse inhibition; an electrophysiological measure of sensory gating, however, the statistical association to the diagnosis of schizophrenia is not as strong. Given the recent finding of increased copy number variants in this region of 15q in schizophrenia, further investigations are warranted.

Another set of important alternate phenotypes is the response and side effects that schizophrenia patients have when administered antipsychotic medication. The genetic study of these medication effects is referred to as pharmacogenetics. Pharmacogenetics is the study of genetically determined, interindividual differences in therapeutic response to drugs and susceptibility to their adverse effects. The principal objective of pharmacogenetics is to identify and categorize the genetic factors that underlie these differences and to apply these observations in the clinic. Individualization of drug treatment to the specific patient is thus a core objective of pharmacogenetics. A priori identification of the patients who will respond well to
a particular antipsychotic, or who will be at higher risk for development of adverse
effects, has the potential to help clinicians to avoid lengthy ineffective medication
trials and to limit the exposure of the patient to side effects. Moreover, improved pre-
dictability of treatment response early in the course of illness may result in enhanced
patient compliance and willingness to seek treatment rapidly upon symptom exac-
terbation or recurrence. In terms of the etiology of schizophrenia, if we can identify
genes involved in antipsychotic response or side effects, then the overall mecha-
nisms of the disease as a whole may be illuminated.

Pharmacogenetics of Schizophrenia

Efficacy and side effects remain major concerns in antipsychotic management. The
proportion of treatment-resistant schizophrenia has been estimated as 20–40% in
schizophrenic patients, and this unfortunate situation in clinical psychiatry still
remains unchanged even after the introduction of several new antipsychotic agents
(Weiss et al. 1999). There are two broad reasons for treatment failure: lack of effi-
cacy and adverse reactions. Antipsychotics may fail to generate a clinical response
because of failure to reach a sustained therapeutic concentration (pharmacokinetics)
or because of altered receptor binding or coupling (pharmacodynamics). In addition,
differences in the pathophysiology or symptom clusters of schizophrenia, a hetero-
geneous and complex disease, may affect response. Hopefully, the study of specific
pharmacogenetic subtypes of schizophrenia may lead to better understanding of the
etiologic mechanisms of the disease in general.

Antipsychotics used to treat schizophrenia symptoms are originally categorized
into two groups, typical and atypical, that differ in their ability to induce catalepsy
in rodents. Some clinicians define typicals, including chlorpromazine, haloperidol,
and perphenazine, as having more specific dopamine D2 receptor antagonism. Atyp-
icals, including olanzapine, risperidone, and quetiapine, are categorized as having
a different pharmacological profile from typicals. Other clinicians may differentiate
between them by defining typicals as being effective in treating positive symptoms
of schizophrenia but with a high propensity for developing unfavorable motor side
effects such as tardive dyskinesia (TD), and atypicals as being effective in treating
both positive and negative symptoms of schizophrenia but with a higher chance of
developing metabolic adverse effects such as weight gain.

Molecular genetic studies into disease-related factors are usually preceded by
epidemiological investigations involving twin, family, and adoption studies to deter-
mine the existence and extent of the genetic influence. Twin, family, and adoption
studies of schizophrenia have provided strong evidence of a genetic contribution to
the etiology of the disease; however, no similar studies exist in relation to response to
antipsychotic treatment. Collections of monozygotic twins or family members con-
cordant for disease and treatment are difficult to obtain and gathering the necessary
epidemiological data has proved problematic to date. In the absence of a systematic
epidemiological study, supporting evidence is limited to a number of case reports of
monzyotic twins responding similarly to different antipsychotics: identical twins showing equal levels of response to treatment with the antipsychotics clozapine and olanzapine and/or presenting the same adverse reactions (for example, weight gain and agranulocytosis) (Arranz and de Leon 2007).

Most of the pharmacogenetic research to date has been conducted without formal consideration of environmental influences (stress levels, or smoking, for example). This may partly explain the difficulties encountered in correlating genetic variants with observed treatment variability and in replicating reported findings. Relating genetic variants with associated biological effects is relatively straightforward, even without considering environmental factors. However, the correlation between genetic variants and end response is less clear, especially if environmental factors are not considered in the equation. Most pharmacogenetic studies in the last two decades have used candidate gene approaches, selecting genes to be investigated from current knowledge, for the identification of response-related genes. Candidate genes involved in pharmacokinetic and pharmacodynamics processes have been investigated in a number of studies, and recent investigations have expanded to genes involved in neuronal plasticity, transport, and metabolism.

A critical issue for genetic studies is the reliability and validity of the phenotype under investigation. The two most important points for evaluation of treatment response are the instrument used to assess response and the length of the treatment. The most common phenotype has been short-term drug response, in which efficacy is assessed by changes in standardized rating scales such as the Brief Psychiatric Rating Scale (BPRS) over periods that range from 3 weeks up to a few months. The phenotype of drug-induced side effects is likely to be complex (although perhaps not as complex as the overall disease). Patients may be taking multiple medications or have comorbid illnesses that predispose them to the development of an adverse event. Pharmacogenetic studies of antipsychotic drug-induced weight gain are often conducted in patient populations with chronic schizophrenia in which previous antipsychotic drug treatment may have resulted in weight gain. This may complicate the analysis of subsequent weight gain when they take a new antipsychotic. Likewise, in some cases, the underlying illness may contribute to the development of an adverse event, and thus, the drug may not be specifically responsible for the observed event. These issues require careful consideration and should be critically evaluated during consideration of the design of pharmacogenetic studies, particularly those conducted in chronically patient groups (Malhotra et al. 2004).

Pharmacogenetics of Antipsychotic Treatment Response

Among the atypical antipsychotics, only clozapine has been reported to be effective for 30–60% of schizophrenia subjects that are refractory to typical and atypical antipsychotics (Wilson 1996). Clozapine is thought to provide antipsychotic effects through binding to dopamine as well as to several serotonin receptor subtypes although the actual mechanism of clozapine for treatment-resistant
schizophrenia has not been elucidated as yet. Pharmacogenetic studies of antipsychotic drug response have focused on the atypical antipsychotic drug clozapine, perhaps because of the ease of access to blood samples from clozapine-treated patients from which to extract DNA or because the superior clozapine efficacy in treatment-resistant populations suggests that an understanding of the genetic contributions to its effects could provide novel data on the molecular basis of antipsychotic efficacy. In order to clarify this mechanism, several research groups around the world have investigated genetic factors thought to be involved in the clinical response to clozapine and these will be reviewed briefly below.

There are two treatment definitions that have been used in genetic investigations of treatment-resistant schizophrenia. Kane et al. (1988) introduced a definition (1) at least three periods of treatment in the preceding 5 years with antipsychotics (from at least two different chemical classes) at doses greater than 1,000 mg/day of chlorpromazine equivalents for a period of 6 weeks, each without significant symptomatic relief, and (2) no period of good functioning within the preceding 5 years. Inada et al. (2003) have used a definition of treatment-resistant schizophrenia that was modified from that proposed by Kane et al. (1988), which was defined based on observations of monotherapy antipsychotic treatment. Schizophrenia patients were diagnosed as having treatment-resistant schizophrenia when they had been hospitalized for more than 1 year and had been receiving antipsychotic therapy at dosages of at least 1,000 mg/day chlorpromazine equivalents for more than 1 year (Inada et al. 2003). The main reason for modifying the definition of treatment-resistant schizophrenia was that Japanese psychiatrists generally prefer use of multiple medications in routine clinical practice. If patients relapse during their antipsychotic maintenance therapy, Japanese psychiatrists often prescribe another antipsychotic agent in addition to the original one, instead of switching to it, so it is quite rare for patients in Japanese routine psychiatric practice to be diagnosed as having treatment-resistant schizophrenia as proposed by Kane et al. (1988), even when the schizophrenia is considered treatment resistant.

Treatment resistance could be considered a useful phenotype to examine in genetics of schizophrenia. Using the treatment-resistance definition of Kane et al. (1988), Mundo et al. (2005) have shown no association between the variant A2518G on the monocyte chemoattractant protein 1 (MCP-1) gene (SCYA2), a protein that influences the expression of cytokines, with treatment resistance in schizophrenia patients. However, significant association of SCYA2 in allele-wise analysis has been shown with resistance to antipsychotic treatment (Mundo et al. 2005). Thus far, three reports using the sample and criteria reported by Inada et al. (2003) have been published in Asian samples. Inada et al. (2003) failed to find association of the functional polymorphism (Valine158Methionine) of the COMT gene with clinical manifestations and response to antipsychotics of schizophrenia patients. However, the daily neuroleptic dosage that patients received during their maintenance therapy was significantly higher in patients with homozygous methionine genotype than in the other patients, suggesting that this variant may help in the understanding of treatment-resistant features of schizophrenia. Comparing treatment-resistant and non-treatment-resistant schizophrenia patients, Ji et al. (2008a) found that a
3-bp deletion allele located in the serotonin receptor 3B ($HTR3B$) promoter region was significantly more frequent in their treatment-resistant group than the insertion allele. No significant results were found in the serotonin receptors 2A and 3A and four genes ($HTR2A, HTR3A,$ and $HTR4$), although the daily neuroleptic dosage was significantly higher in patients with the T/T $HTR3A$ genotype at marker rs1062613 (Ji et al. 2008b).

Most of the studies that have evaluated genetic components in treatment-resistant schizophrenia have not focused their analyses to compare treatment-resistant and treatment-responsive patients. The main focus has been on the pharmacogenetic component of response to clozapine in this particular group of treatment-resistant subjects. The Kane et al. (1988) treatment-resistant concept was used for most of these studies. Using a multicenter Caucasian/African-American sample, including the one described in Kane et al. (1988), Dr. Kennedy’s group reported that the $HTR2A$ His452Tyr variant was associated with clozapine response (Masellis et al. 1998), although other variants in the serotonergic system were not associated, such as $HTR2A$ T102C, serotonin receptor 2C ($HTR2C$) Cys23Ser, and serotonin receptor 6 ($HTR6$) T267C (Masellis et al. 1995, 1998, 2001). In the same sample, Hwang et al. (2005, 2006, 2007) have reported no associations for dopamine receptor 1 ($DRD1$) and 2 ($DRD2$) gene variants in the Caucasian sample; however, the $DRD1$ rs265976, $DRD2$ Taq1A, $DRD2$ Taq1B, and $DRD2$ rs1125394 were associated with clozapine response in their African-American subsample. Souza et al. (2008) have reported no association with glycogen synthase kinase 3β ($GSK-3β$) gene variants in the Caucasian sample. Patients with allele “A” for the G308A variant of the tumor necrosis factor-alpha ($TNF-α$) gene showed significant improvement on BPRS change score after 3 and 6 months of clozapine treatment when compared with patients without allele A (Zai et al. 2006). Muller et al. (2005a) have examined the functional C825T polymorphism of the β3 subunit gene ($GNB3$) and have shown that the C/C genotype was significantly associated with relative clinical improvement as measured by BPRS change scores after 6 and 12 weeks in Caucasians.

Arranz et al. (1996, 1998b, 2000) have reported treatment response association in treatment-resistant schizophrenia patients with the $HTR2A$ T102C and $HTR2A$ His452Tyr, but not the $HTR2A$ C516T variant, in a Caucasian European population. Furthermore, the $HTR2C$ Cys23Ser was also associated with clozapine response (Sodhi et al., 1995), although this finding was not supported by Arranz et al. (2000). Two other positive results have been found for clozapine response: dopamine receptor 3 ($DRD3$) Ser9Gly and histamine receptor 2 (H2)-G1018A variants (Shaikh et al. 1996; Mancama et al. 2002). No significant associations were observed between treatment response and the following genes: $DRD2$ (Arranz et al. 1998a); the variable-number tandem repeat (VNTR) in the exon III of the dopamine receptor 4 ($DRD4$) (Shaikh et al. 1993, 1995); HTTLPR; HTT VNTR; serotonin receptor 5A ($HTR5A$)-A12T and -G19C (Birkett et al. 2000); as well as the cytochrome P450 enzyme gene ($CYP2D6$) (Arranz et al. 1995).

In an ambitious study, Arranz et al. (2000) examined a relatively large number of candidate gene markers in clozapine response, both alone and in
combination. They reported that most of the 19 analyzed variants by themselves were not associated with treatment response, that is, no significant associations were found for ADRA2A-G261A, ADRA2A-C1291G, ADRA1A Arg492Cys, DRD3 Ser9Gly, histamine receptor 1 (H1) Leu449Ser, H2-G1018A, HTR3A-C178T, HTR3A-G1596A, HTR5A-A12T, HTR5A-G19C, and a HTT VNTR. However, a combination of six of these variants (HTR2A T102C, HTR2A His452Tyr, HTR2C-G330T/-C244T, HTR2C Cys23Ser, HTTLPR, and H2-G1018A) resulted in 76.7% success in the prediction of clozapine response in a discriminant function type of analysis. No other group has yet been able to complete the full analysis of these six variants; thus, the result remains unreplicated.

There have been modest treatment response associations with the HTR6 T267C marker (Yu et al. 1999) and the brain-derived neurotrophic factor (BDNF) Val66Met (Hong et al. 2003) functional variant in a Chinese Han sample. No significant associations were observed for HTR2A T102C (Lin et al. 1999), the serotonin-transporter promoter region polymorphism (HTTLPR) (Tsai et al. 2000), apolipoprotein E (APOE) ε4 (Hong et al. 2000), and α2A-adrenoceptor (ADRA2A)-C1291G (Tsai et al. 2001) variants. Hong et al. (2001a) have examined clozapine dosage as an alternative phenotype related to response, showing that a marginally higher means of clozapine dosage is needed for N-methyl-d-aspartate (NMDA) glutamate receptor 2B subunit (GRIN2B) C2664C patients than 2664T carriers.

A number of studies have evaluated genetic prediction of treatment response in patients treated with an antipsychotic other than clozapine. There have been reports of association of DRD2 with haloperidol response (Schäfer et al. 2001) and bromperidol response (Suzuki et al. 2001). The multidrug resistance gene (MDR-1) was also associated with bromperidol response (Yasui-Furukori et al. 2006). Risperidone efficacy has been associated with HTR1A (Wang et al. 2008), HTR2A (Lané et al. 2002), DRD2, COMT (Yamanouchi et al. 2003), and DRD4 (Zalsman et al. 2003) genes. Olanzapine response has been associated with 5HTR2A/2C (Ellingrod et al. 2002a), GNB-3 (Bishop et al. 2006), choline acetyltransferase (Manca et al. 2007), and MDR-1 (Lin et al. 2006). Although many studies have reported positive associations and some of these findings have been replicated in independent samples, there is no genetic testing currently available for antipsychotic treatment response. The most promising findings thus far were in the dopaminergic and serotonergic systems but these results have not shown enough strength to be used in routine clinical care.

**Pharmacogenetics of Antipsychotic-Induced Tardive Dyskinesia**

The mechanisms underlying the development of dyskinesias and other movement disorders are poorly understood. TD is a potentially irreversible movement disorder caused by long-term antipsychotic exposure, characterized by involuntary athetoid, choreiform, and/or rhythmic movements affecting mostly orofacial muscles, with more severe cases involving the trunk and limbs. Prevalence data are
difficult to interpret due to heterogeneous study populations and different TD assessment methodologies. Kane and Smith (1982) reviewed 56 studies from 1959 to 1979 and found TD occurrence to range from 0.5 to 65%. Yassa and Jeste (1992) reported a prevalence of 24% in 39,187 patients pooled from 76 studies. Using the Schooler and Kane (1982) criteria for TD occurrence, Woerner et al. (1991) and Muscettola et al. (1993) reported that 23.4 and 19.1%, respectively, of an antipsychotic-treated mixed population had TD.

Supersensitivity of dopamine receptors, other neurotransmitters changes, and disturbances in antioxidative protection have been proposed as possible pathophysiological mechanisms. Additionally, development of TD has been directly associated with increases in drug dosage and plasma levels, which may exacerbate the pathophysiological mechanisms. Genetics is a prominent factor in determining the risk of TD, as suggested by increased incidence of TD among relatives reported in several family studies (Yassa and Ananth 1981; Youssef et al. 1989; Muller et al. 2001). Survey of the literature reveals that genes influencing the pharmacokinetics, pharmacodynamics, and oxidative stress associated with antipsychotics have been considered for TD risk.

Genes associated with dopaminergic signaling have been one of the obvious first priority systems to analyze in association studies (Ozdemir et al. 2001). In support of the hypothesis that the dopaminergic system may play a central role in TD development, variants in the DRD2 gene have shown association with TD (Chen et al. 1997). Other significant variants were found in the DRD1 (Srivastava et al. 2006) and DRD3 (Steen et al. 1997; Basile et al. 1999). The DRD4, COMT, and DAT genes have also been analyzed but have not shown significant results. Genes in other neurotransmission systems, most notably the serotonin system, have been investigated, including TD association analyses with HTR2A (Segman et al. 2001), HTR2C (Segman et al. 2000), HTR6 (Ohmori et al. 2002), HTT (Chong et al. 2000), TPH (Segman et al. 2003), and MAOA (Matsumoto et al. 2004). Other positive findings are found across oxidative-stress genes as well as other signaling molecules, although these studies would require replications of their results.

**Pharmacogenetics of the Antipsychotic-Induced Weight Gain**

Weight gain is a serious problem in patients treated with antipsychotics. Evidence exists that antipsychotic drugs interact with neuroendocrine signaling pathways leading to adverse effects such as increase in appetite, obesity, hyperglycemia, and diabetes (Muller and Kennedy 2006). Extra weight is a common feature in schizophrenia patients and they show a higher body mass index than other psychiatry patients and than the general population. The weight gain induced by antipsychotics is different among drugs and across dosages, with some drugs creating from 1.5 up to 8.8 kg gain in a period of 6 months (Allison and Casey 2001). Several studies have reported greater weight gain induced by atypical drugs than typical, in particular with olanzapine and clozapine treatment.
Genetics of antipsychotic-induced weight gain is a recent field with a relatively small number of studies conducted. Wehmeier et al. (2005) and Theisen et al. (2005) have shown concordant weight gain induced by antipsychotics in monozygotic twins and sibling pairs, respectively. Most of the studies evaluating a genetic component in antipsychotic-induced weight gain have focused on genes associated with monoamine neurotransmission. On the other hand, it can be hypothesized that antipsychotics may have some peripheral effects such as metabolism control and muscle tone, modulation of caloric “burn,” and lipogenesis (Basile et al. 2001). Most studies to date have analyzed the serotonergic system that has been associated with satiety and eating behavior. Overall, the serotonin increase would be associated with a reduction in feeding behavior and vice versa. Among the serotonergic genes, HTR2C is the one showing the most positive results (Rietschel et al. 1997). Other serotonin genes that have been studied were HTR1A (Basile et al. 2001), HTR2A, HTR6, and HTT (Hong et al. 2001b).

Exploratory studies with DRD1, DRD2, DRD3 (Lan et al. 2006), DRD4 (Rietschel et al. 1996), H1, H2 (Basile et al. 2001), SNAP-25 (Muller et al. 2005b), CYP2D6 (Ellingrod et al. 2002b), CYP1A2 (Basile et al. 2001), adrenergic receptors (Basile et al. 2001), leptin and its receptor (Zhang et al. 2003), neuropeptide Y paraoxonase 1 (Ruano et al. 2007), and GNB-3 (Tsai et al. 2004) have been reported. Overall, genetics findings in antipsychotic-induced weight gain have little replication and further analyses are required to strengthen the mentioned gene hypotheses.

Conclusions

The advent of chip-based genome-wide investigations has ushered in a new era of genetic research. However, there are no major findings emerging as yet for schizophrenia. Insertions and deletions (CNVs) appear to be developing into an important cause of relatively rare cases of schizophrenia, although their full effect on risk remains to be determined. Alternative phenotypes, particularly brain imaging, are showing great promise as helpful partners in genetic investigations of schizophrenia. Pharmacogenetic studies of antipsychotic response have begun to identify several genes that may be implicated in diverse phenotypes, such as drug efficacy, and development of drug-induced adverse events. These genes require further study as well as careful functional genomics to identify the specific molecular events that may produce clinical effects in order to contribute to future drug development strategies. Although attempts have been made at standardizing the requirements for pharmacogenetic studies, the difficulty in collecting appropriate cohorts for the study of response traits means that heterogeneity across studies is relatively high and some level of spurious findings will remain. In general, large samples are recommended for pharmacogenetic studies investigating the relevance of genetic variants. However, nothing will compensate for the necessity to confirm significant findings in independent samples that are as clinically similar as possible. It should
be noted as well that a given clinical confounding factor may have a different weight of effect across different samples. Undoubtedly the introduction of pharmacogenetic tests in the clinical arena will be facilitated if they are robust enough to stand out above the variations among different clinical settings.

The development of rapid techniques for mutation screening and genotyping by using DNA array technology has greatly accelerated the throughput of measurement of single-nucleotide polymorphisms across the genome. However, it must be noted that the rate of discovery of schizophrenia-associated polymorphisms will depend on the quality of the phenotype. Prospective genotyping of schizophrenic patients for the many genes at the level of the drug target, drug metabolism, and disease pathways will contribute to individualized therapy matching the patient’s unique genetic make up with an optimally effective drug. Finally, such optimization will also result in decreasing the overall direct treatment costs of schizophrenia through prescription of the right drug for the right patient and improvement of quality of life and other aspects of day-to-day functioning. Finally, it is hoped that the understanding of genetic variants that are involved in antipsychotic response or side effects will illuminate the pathologic and etiologic mechanisms in the complex syndromes that we refer to as schizophrenia.
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Psychopathology, Cognition, Outcome
Prediction of Psychosis Through the Prodromal Syndrome

Tyrone D. Cannon

Introduction

Can prevention models now common to medicine be extended to psychotic disorders? Advances in early detection and intervention in cardiovascular disease, diabetes, and cancer have led to substantial reductions in morbidity and mortality and improved quality of life among individuals with these conditions (Adams et al. 2007; Berenson 2005; Parekh et al. 2006; Peters et al. 1996). The success of these programs is based on four primary factors: (1) they target disorders with relatively high prevalence; (2) risk is known to be greatest among particular demographic groups, facilitating efficiency of screening; (3) accurate and objective assessment methods exist for early detection; and (4) an array of interventions are available that scale in invasiveness with stage of illness. For the first three factors, there are ready parallels to psychotic disorders. Schizophrenia and other psychotic disorders have a worldwide prevalence of 3–5% (Kirkbride et al. 2006; Saha et al. 2005) and isolated symptoms (e.g., hearing a voice call one’s name) are even more common, in the range of 20–30% (Loewy et al. 2007). Risk for onset of psychosis is clearly highest in the late adolescent to early adulthood period (Jablensky et al. 1992; Kirkbride et al. 2006). In addition, criteria for diagnosing an at-risk clinical state (‘prodrome’) have been developed and shown to have excellent predictive accuracy (McGlashan and Johannessen 1996; McGorry et al. 2003; Yung and McGorry 1996). However, available treatments are reactive rather than proactive, palliative rather than curative or preventive (Lieberman et al. 2005a).

The case for testing antipsychotic drugs as prophylactic measures rests entirely on their empirically proven efficacy in decreasing the severity of positive psychotic symptoms among patients with established illness. Initial applications of these
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agents in studies of prodromal patients have produced discouraging results on the primary question of preventive effects (McGlashan et al. 2006; McGorry et al. 2002). Among patients with established illness whose positive symptoms respond to antipsychotics, such treatment must be continuous in order to maintain treatment gains; it is therefore not surprising that trials of antipsychotics in prodromal patients would show effects of drug on positive symptom reduction only during the active treatment phase. With no demonstrable prophylactic effects, and with little or no effect on motivational symptoms or functional disability, antipsychotic drug treatment in the prodromal phase is clearly not the “silver bullet” of psychosis prevention.

Most of the current research in the area of psychosis prevention focuses on longitudinal evaluation of individuals with a prodromal risk syndrome to improve prediction of psychosis and to elucidate the mechanisms of disease onset and progression. Clearly, the long-term goal is to facilitate application of interventions before the illness takes hold, thereby preventing the disorder and related functional disability (Hafner 1998; Keshavan et al. 2003; Malla et al. 2002; McGlashan 1999; Watanabe-Galloway and Zhang 2007) and reducing risk of suicide (Saha et al. 2007; Schwartz-Stav et al. 2006). Specification of rational preventive interventions requires knowledge of the mechanisms underlying the progression from prodromal to fully psychotic symptoms (Insel and Scolnick 2006). On the one hand, addressing this question may seem premature since we still lack definitive knowledge of the specific pathophysiological mechanisms underlying full-blown schizophrenia. It also seems possible that such processes may already be quite advanced in patients with prodromal symptoms, particularly those who will later convert to psychosis. On the other hand, there is clearly further clinical and functional deterioration as individuals move from a prodromal to fully psychotic state, suggesting that there may well be dynamic changes in neurobiological processes that drive these phenotypical effects. Overall, it would seem that the psychosis prodrome provides a unique window on the unfolding pathophysiology of illness, without the clouding effects of disease chronicity and long-term treatment that plague studies of patients with established illness. Longitudinal studies of progressive neurobiological processes in the psychosis prodrome would therefore appear to offer a useful point of contrast with similar studies of first-episode and chronic patients.

This chapter reviews research in the areas of psychosis prediction and neurobiological mechanisms of psychosis onset, with a particular focus on work done in our prodromal research center at UCLA and in collaboration with other prodromal programs in North America and Australia.

**Psychosis Prodrome and Clinical Prediction Algorithm**

In the past decade, it has become possible to ascertain individuals with a high likelihood of an onset of psychosis within 1–2 years based on the recent emergence of psychotic-like symptoms that are sub-psychotic in intensity. The Structured Interview for Prodromal Syndromes (SIPS) developed by McGlashan and colleagues at Yale (Miller et al. 2002, 2003) identifies three such at-risk syndromes: attenuated
positive symptoms (APS), genetic risk and deterioration (GRD), and brief intermittent psychotic symptoms (BIPS). The SIPS criteria are consistent with those of
the Comprehensive Assessment of At-Risk Mental States (CAARMS), developed by McGorry and colleagues at the University of Melbourne (Yung et al. 2005). In
studies using the SIPS or CAARMS, initial reports found a 40–50% annual rate of
conversion to psychosis (Klosterkotter et al. 2001; Miller et al. 2002; Yung et al.
1998, 2003), while more recent studies yield rates in the 20–30% range (Cornblatt
et al. 2003; Haroun et al. 2006; Lencz et al. 2003; Yung et al. 2005). The Melbourne
group reported a conversion rate of 34% in a recent sample of 104 UHR cases at
their site (Yung et al. 2006). The only other report with a sample size over 100
subjects found a conversion rate of 49.4% after long-term (9.6 years) follow-up in
a sample of 110 individuals (Klosterkotter et al. 2001) identified using the Bonn
Scale of Basic Symptoms (Gross and Huber 1985). Other reported conversion rates
of 9–76% have been noted in sample sizes of 13–40 subjects at follow-up of 1, 2,
or 3 years (Haroun et al. 2006). Existing data sets are underpowered to adequately
determine the positive predictive power of existing prodromal criteria. Additionally,
there is a great deal of variability in the assessment methods, samples, and follow-up
duration across studies (Haroun et al. 2006).

The North American Prodrome Longitudinal Study (NAPLS) was developed to
overcome these limitations. NAPLS is a consortium of eight clinical research pro-
grams, each of which is organized around the scientific goal of improving the accu-
racy of prospective prediction of initial psychosis by ascertaining clinical high-risk
individuals using the SIPS/SOPS system and following them longitudinally up to
3 years. Although originally developed as independent studies, the sites employed
similar ascertainment and longitudinal assessment methods and thus were able to
form a standardized protocol for mapping already acquired data into a new scheme
representing the common components across sites (Addington et al. 2007), yielding
the largest database on prospectively followed prodromal cases worldwide.

The federated NAPLS database (Addington et al. 2007) consists of 370 sub-
jects meeting SIPS/SOPS criteria for the psychosis prodrome, of which 291 (78.6%)
completed at least one follow-up evaluation (i.e., at 6, 12, 18, or 24 months) and 79
(21.4%) were lost to follow-up. There were no differences in those who remained
and those lost to follow-up in terms of age, parental education, severity of positive
or negative symptoms, social, role, or general functioning, SIPS subdiagnosis, race,
etnicity, year at study entry, SPD diagnosis, or presence of a first- or second-degree
relative with psychosis. The only significant effect related to attrition was that males
were overrepresented among those lost to follow-up (i.e., 75 vs. 58%).

Eighty-two of the 291 cases converted to psychosis, with a mean±SD time to
conversion of 275.5±243.7 days since the baseline evaluation (Cannon et al. 2008).
Seventy-nine of the converted cases were APS and 3 were BIPS. The remaining
209 cases were followed for an average of 575.4±258.4 days since the baseline.
The cumulative prevalence rate ± se of conversion to psychosis was 12.7 ± 1.9%
at 6 months, 21.7 ± 2.5% at 12 months, 26.8 ± 2.8% at 18 months, 32.6 ± 3.3%
at 24 months, and 35.3 ± 3.7% at 30 months. The incidence rate of conversion
(considering new cases only) shows an overall decelerating trend during the follow-
up period at a rate of 13% in the first 6 months, 9% between 7 and 12 months,
5% per 6 months epoch between 13 and 24 months, and then 2.7% between 25 and 30 months. In contrast, there were no conversions among 134 demographically matched normal controls.

Additional analyses were conducted to determine whether clinical and/or demographic features could improve prediction of psychosis among those who were ‘prodromal’ at baseline (Cannon et al. 2008). Of 77 potential predictor variables across 10 assessment domains, 37 were associated with conversion to psychosis at the univariate level. When multivariate analysis was applied to sets of predictors from each domain, the number of predictors meeting the cutoff for inclusion fell to 16. When the 16 predictors that survived domain-wise multivariate screening were examined in an omnibus (cross-domain) multivariate analysis, conversion to psychosis continued to be related significantly and uniquely to genetic risk for schizophrenia with recent functional deterioration (χ²=10.45, p=0.001), unusual thought content (χ²=6.36, p=0.01), suspicion–paranoia (χ²=9.24, p=0.002), social impairment (χ²=14.98, p=0.0001), and history of any drug abuse (χ²=6.82, p=0.009). With these terms in the model, none of the other predictors that had survived the domain-wise screening procedure were related to conversion risk, indicating that their predictive associations were redundant with the other model terms. In particular, treatment with antipsychotic drugs during the follow-up interval was not significantly associated with conversion in the cross-domain multivariate analysis (χ²=0.59, p=0.44).

Prediction statistics for each of the five uniquely predictive variables and their 26 possible combinations were evaluated (Cannon et al. 2008). At the univariate level, these factors have approximately equivalent PPP (i.e., 43–52%) and each is superior in this regard to the SIPS criteria alone (35%). Nevertheless, the adjunctive use of these predictors in determining risk status results in a reduction in sensitivity. Sensitivity is excellent for suspicion–paranoia and impaired social functioning (80%), moderate for genetic risk for schizophrenia with recent functional decline and unusual thought content (56–66%), and poor for history of substance abuse (29%). Among the algorithms requiring co-occurrence of two risk factors, the models including genetic risk for schizophrenia with recent functional decline and either unusual thought content or impaired social functioning have the highest PPP (69 and 60%, respectively), both substantially higher than that of the one-factor models, though sensitivity is again relatively modest (i.e., 38 and 55%, respectively). Two of the three-factor models, involving genetic risk for schizophrenia with recent functional decline, unusual thought content, and either suspicion–paranoia or impaired social functioning, result in even higher PPP (74–81%) compared with the two-factor models, with only marginal additional loss in sensitivity, and there is no further gain in prediction among any of the four-factor models or the five-factor model. An algorithm reflecting the sum of the five independent risk factors is no better in terms of PPP (i.e., 77–79%) than the best-performing three-factor model. Controlling for antipsychotic drugs during the follow-up interval did not modify the significance or the magnitude of the results. Multivariate algorithms not requiring co-occurrence of risk factors have lower PPP (i.e., 40–45%) but substantially higher sensitivity (i.e., 70–95%) compared with those above.
Importantly, these multivariate algorithms combine predictors that have been previously associated with conversion risk at the univariate level in other studies (Arseneault et al. 2004; Haroun et al. 2006; Kristensen and Cadenhead In Press; Owens et al. 2005; Rosen et al. 2006; Semple et al. 2005; Weiser et al. 2004; Yung et al. 2004), but the power of the large sample size in the NAPLS project is readily apparent in revealing particular multivariate configurations with the best prediction statistics. It is important to emphasize that although a relatively conservative statistical approach was used in our analyses, the algorithms were nevertheless derived empirically rather than confirmed through hypothesis testing and they thus require confirmation in an independent sample of equivalent or greater size. In addition, the prediction algorithms thus far identified apply to the initial diagnosis of psychosis, and further refinement is needed to resolve the considerable heterogeneity of ultimate diagnostic and functional outcomes.

**Neurobiological Markers of Vulnerability and Progression in the Psychosis Prodrome**

Current knowledge of the mechanisms underlying the emergence of psychosis is quite limited. However, a number of theoretical perspectives on the pathophysiology of schizophrenia have emerged that have relevance to the possible mechanisms of psychosis onset. A prominent theory holds that schizophrenia (and potentially other psychotic disorders) reflects a process of neuronal volume reduction involving principally synapses and dendrites (Feinberg 1982; Hoffman and McGlashan 1993; Hoffman and McGlashan 2001; McGlashan and Hoffman 2000; Selemon and Goldman-Rakic 1999; Weinberger 1987), resulting in reduced cortical connectivity (Ford and Mathalon 2005; Ford et al. 2002; Winder et al. 2007; Winterer et al. 2003; Wolf et al. 2007), particularly in prefrontal and superior and medial temporal lobe regions governing attention, executive, auditory language, and memory-related functions. This reduction in neuronal volume and cortical connectivity is likely to be present in some cases from birth, representing a life-long biological vulnerability, but may progress beyond a threshold critical for expression of psychotic symptoms as a function of normal neuromaturational events during adolescence, such as synaptic pruning (Weinberger 1987). In other cases, the reduction in neuronal volume and cortical connectivity may emerge during adolescence due to aberrant neurodevelopmental processes (i.e., abnormal pruning) and/or environmental insults, such as elevated cortisol leading to dendritic atrophy (Feinberg 1982; Hoffman and McGlashan 1993; McGlashan and Hoffman 2000). The contributions of early (pre- and perinatal) and later (adolescent) brain developmental processes to psychosis risk are not mutually exclusive, and both sets of processes may be operative in some cases (Cannon et al. 2003).

**Markers of Vulnerability to Psychosis:** Multiple lines of evidence suggest that disrupted synaptic plasticity and cortical connectivity are core pathophysiological processes in schizophrenia and related disorders. For example, in vivo MRI find-
ings showing less cortical gray matter in patients with schizophrenia (Cannon et al. 2002a; Shenton et al. 2001) are thought to reflect a reduction in interneuronal neuropil, as demonstrated by postmortem evidence of decreased thickness of prefrontal cortex without a reduction in the number of cell bodies (Selemon et al. 1995, 1998). This loss of neuropil impacts directly on cellular connectivity, as supported by observations of reduced dendritic spine density on prefrontal cortical pyramidal neurons (Glantz and Lewis 2000). However, the timing of onset of these changes and their course in relation to the onset and course of psychotic symptoms are unknown. Because similar anatomical abnormalities are seen in the non-schizophrenic cotwins and siblings of patients on MRI (Cannon et al. 1998, 2002a), at least some of the neuroanatomical changes are likely to be reflective of an inherited vulnerability to schizophrenia, and recent work has shown associations between prefrontal and hippocampal gray matter reductions and polymorphisms in putative schizophrenia risk genes (Buckholtz et al. 2007; Cannon et al. 2005; Harrison and Weinberger 2005; Prasad et al. 2005). Perinatal complications, particularly those associated with fetal hypoxia, also contribute to the anatomical deficits in schizophrenia (Cannon et al. 2002b; Preti 2003; Van Erp et al. 2002), suggesting that they are present to some degree early in life. Decreased gray matter in frontal regions has been observed among genetic high-risk individuals (Cannon et al. 2002a), and these deficits are more severe in those who subsequently develop prodromal symptoms (Ho 2007). Compared with healthy controls, clinically defined prodromal patients have been observed to show smaller volumes in the insula, superior temporal gyrus, cingulate, precuneus, and medial temporal lobe, and patients who later converted had less gray matter than those who did not in the insular, inferior frontal, and superior temporal cortex (Borgwardt et al. 2007). Surprisingly, in one study, larger hippocampal volumes at baseline were associated with conversion to psychosis among a prodromal group (Phillips et al. 2002). This result may reflect the instability of findings from small samples, as a subsequent report from the same investigators found normal hippocampal volumes in prodromal patients but lower hippocampal volumes in first-episode and chronic schizophrenia patients compared with controls (Velakoulis et al. 2006).

**Markers of Progression to Psychosis:** Many of the neurobiological measures associated with vulnerability to psychosis are expected to change dynamically as a consequence of normal brain maturation during late adolescence and early adulthood. At the anatomical level, cortical gray matter density on MRI declines normally during this period of development, reflecting a number of regressive processes (e.g., axon retraction, synaptic elimination) which result in decreased neuropil in brain regions implicated in the pathophysiology of schizophrenia (Huttenlocker 1979; Huttenlocker and Dabhokar 1997). It is therefore imperative to evaluate whether the rate of change observed in groups with or at risk for psychosis deviates from the pattern shown by healthy individuals during the same period of development. In fact, some of the neuroanatomical changes in schizophrenia appear to be progressive beyond that associated with normal development or aging, at least during the early phases of illness (Gur et al. 1998; Ho et al. 2003; Jacobsen et al. 1998; Lieberman et al. 2005b; Schreiber et al. 1999). Thus, while disturbances of
brain structure early in life may be necessary for the future emergence of schizophrenia (Weinberger 1987), neuromaturational events during the late adolescent–early adult period may participate in (and be required for) psychotic symptom formation (Feinberg 1982; Keshavan et al. 1994; Weinberger 1987). Brain structural changes have also been reported in affective and other forms of psychosis (Strakowski et al. 2005), but whether there is ongoing excessive brain tissue loss prior to onset of these forms of psychosis is less clear and remains controversial (Mathalon et al. 2003; Weinberger and McClure 2002).

Studies examining longitudinal brain changes suggest that tissue loss occurs over time in individuals at high risk of developing psychosis, but statistical power has been limited in comparisons of rates of loss among at risk individuals who converted to psychosis relative to those who did not or to healthy controls (Job et al. 2005; Pantelis et al. 2003). One study examined gray matter changes in UHR subjects in a 1-year follow-up period (Pantelis et al. 2003). Both the converted and unconverted groups showed between-scan gray matter loss in the left cerebellum, but the converted group also showed gray matter loss in a left inferior frontal region, a left medial temporal region, and a cingulate region bilaterally. Another study reported different patterns of gray matter loss between healthy controls and subjects at high genetic risk (GHR) of schizophrenia during a 2-year follow-up period (Job et al. 2005). While control subjects showed gray matter reduction in the right gyrus rectus, GHR subjects showed gray matter reduction in the temporal lobes, the right frontal lobe, and the right parietal lobe. These studies suggest that there is gray matter reduction in high-risk individuals, but fail to confirm that these changes differentially affect those who convert to psychosis or schizophrenia compared to non-converters and healthy controls. However, in a subsequent report from the latter investigators, changes in the inferior temporal gyrus over a 1.5-year follow-up interval gave a positive predictive value of 60% in relation to psychosis conversion compared with 13% in the group overall (Job et al. 2006). It is likely that robust between-group differences in rates of change cannot be revealed in such small samples and that more refined image analytical methods will be required to test for relatively subtle differences in change over 1- to 2-year intervals.

A key element of our strategy is the use of cortical surface modeling and pattern matching to aggregate imaging data sets in the same anatomic reference locations across subjects (Thompson et al. 1996b, 2000a, b). Power is greatly increased as the residual anatomic variability is directly modeled and confounding variations are factored out before making intersubject comparisons. Because surface models can be used to drive deformation fields that warp one anatomy to match another, they are often used to generate deformation fields that store information on anatomical shape differences (deformation-based morphometry) (Grenander and Miller 1998; Thompson et al. 1996a, 2001). Surface models are also powerful building blocks of brain atlases. Their surface grid structure helps in building average templates of anatomy and statistics that capture its variation. When assessing the significance of group effects, we perform corrections for multiple comparisons using permutation (Holmes et al. 1996; Sowell et al. 1999), nonstationary Gaussian field theory
(Worsley et al. 1999), or adaptive grids whose deformation gradient matches the smoothness tensor of the residuals (Thompson et al. 2000b).

We recently applied the cortical pattern-matching algorithm to high-resolution T1-weighted MRI data sets from the University of Melbourne to investigate whether there are differential rates of change in cortical gray matter among CHR patients who convert to psychosis (N=12) as compared with those who do not (N=23) (Sun et al. 2009) and in individuals with first-episode schizophrenia (N=16) compared with healthy controls (N=12) (Sun et al. 2008). Cortical pattern matching was used in combination with surface displacement techniques capable of detecting changes at the cortical surface (contraction or expansion) at sub-voxel (<1 mm) resolution. We created maps comparing CHR patients who converted to psychosis with those who did not convert (Sun et al. 2009) and maps comparing FEZ patients with healthy controls (Sun et al. 2008). In contrast to the average rate of surface contraction in non-converters, the magnitude of which was less than 0.1 mm per annum, the converters showed greater brain surface contraction in bilateral dorsolateral prefrontal regions and occipital poles, with a maximum magnitude of 0.3 mm per annum. In the between-group comparison, prefrontal regions, especially the right superior frontal gyrus, showed the most prominent differences. Using permutation tests with p-value at 0.05, in the prodromal analysis, only the between-group difference in the right prefrontal region remained significant (p=0.036), while the differences in left prefrontal, left occipital, and right occipital regions showed trends toward significance (p=0.090, 0.051, and 0.056, respectively). No significant results appeared in other regions of interest and rates of surface expansion did not differ by group. In the FEZ analysis, surface contraction occurred in prefrontal regions in both groups, with FEZ patients showing a significantly greater rate of retraction in this region compared with controls (Sun et al. 2008).

These data build on a prior report using lower resolution T2 and proton density dual echo image data on a subset of the same prodromal subjects, in which significant within-group changes in cortical gray matter density were observed only in converters; the magnitude of these changes did not, however, differ significantly from non-converters (Pantelis et al. 2003). In our follow-up study, 2 more converted subjects and 12 more non-converters were involved in the comparison, providing additional statistical power. Furthermore, a new parameter of longitudinal brain change, i.e., brain surface contraction, with resolution at a sub-voxel level, was utilized, in contrast to the previous voxel-based morphometry analysis. In combination with the cortical pattern matching method, which provides a precise brain surface registration, the surface contraction measurement showed an advantage in detecting subtle changes. The maximum group-mean local brain surface contraction was less than 0.3 mm per annum; this suggests that the prior gray matter density measurement was limited by the image voxel resolution. Importantly, however, we have confirmed that rates of surface contraction and rates of reduction in brain tissue are highly correlated at a voxel level across most of the cortical surface, including prefrontal regions. Furthermore, in a separate study of white matter integrity, prodromal patients failed to show the normal increase in fractional anisotropy (FA) with age that was observed in the healthy adolescent control group, and lower
FA in the patient group was predictive of poorer functional outcome at follow-up (Karlgodt et al. 2008).

While we cannot entirely rule out effects of antipsychotic or other neuroleptic medications as a source of these effects, drug treatment is not likely to be a major source of the observed changes, given that the majority of converted subjects and FEZ patients received risperidone (an atypical antipsychotic drug) after onset of psychosis, and atypical antipsychotics appear to be associated with less brain volume reduction compared with typical antipsychotics or even with volume increase (Dazzan et al. 2005; Lieberman et al. 2005b). That the pattern of structural change in the early course of schizophrenia corresponds so closely to that associated with normal development is consistent with the hypothesis that a schizophrenia-related factor interacts with normal adolescent brain developmental processes in the pathophysiology of schizophrenia. The exaggerated progressive changes seen in prodromal and FEZ patients may reflect an increased rate of synaptic pruning, resulting in excessive loss of neuronal connectivity, as predicted by the late neurodevelopmental hypothesis of the illness. Taken together, these findings suggest that regressive developmental processes active during late adolescence and early adulthood that are likely to result in reduced cellular connectivity (such as synaptic pruning and disrupted white matter development) may underlie the emergence and early course of psychotic symptoms. While the results of these studies are provocative in this regard, they are limited primarily by the small numbers of cases included (N’s in the teens to twenties), by the uncontrolled nature of treatments received by the patients, and by heterogeneity of outcomes among converters.

Conclusions

Further large-scale longitudinal studies focusing on biological indicators are needed to determine whether prodromal patients who convert to psychosis show a steeper rate of change in neurobiological risk indicators compared to non-converters and healthy controls and to isolate the brain systems involved (e.g., dorsolateral prefrontal cortex, superior temporal gyrus, hippocampus) across multiple levels of analysis (anatomical, physiological, behavioral). If a steeper rate of change occurs with psychosis onset, this would suggest deviant adolescent brain maturational processes as playing a role and encourage search for molecular mechanisms underlying these changes. On the other hand, if prodromal patients who convert to psychosis show greater deviance on these measures at baseline, but not a differential rate of change over time, this would suggest that adolescent brain maturational processes are likely to be intact in those who convert, but these maturational processes may nevertheless be required for the preexisting neurobiological vulnerability to manifest in psychotic symptoms. In either case, prodromal research is likely to lead to improved theoretical specification of the biological mechanisms subserving psychosis onset, advances that will be crucial to the development of new preventive strategies targeting the specific cellular and molecular processes involved and the specific periods of
development when intervention could conceivably halt or attenuate the underlying pathophysiological deterioration.

Neurobiological measures may or may not also lead to an enhancement of psychosis prediction over and above that associated with clinical and demographic risk indicators. However, even if the contribution to the prediction of psychosis contributed by biological measures is ultimately shown to overlap entirely with that of clinical and demographic measures, such knowledge would in itself be valuable. Biological measures would then be validated as predictive biomarkers in prodromal populations. Such findings, in turn, would be likely to generate future research to determine whether biological measures could be used to ascertain individuals at risk, independent of prodromal symptoms and before substantial clinical and functional deterioration has occurred. Given the heterogeneity of the prodromal population in terms of risk factors and outcomes, testing the unique predictive roles of multiple biological and clinical predictors simultaneously requires very large samples (i.e., N’s in the several hundreds to thousands) and systematically acquired data, which will only be possible in multisite collaborative studies.

As noted above, the existing trials of antipsychotic drugs have essentially found no differences in conversion rates by the end of active treatment or with longer term follow-up between any of the treated groups vs. placebo (McGlashan et al. 2006; McGorry et al. 2002). Based on these considerations, it seems unlikely that any of the currently available pharmacological treatments for psychosis will have substantial prophylactic effects. Thus, without a more detailed understanding of the biological mechanisms underlying onset of psychosis, even if we could predict perfectly who in the population will develop a psychotic illness, we would lack the knowledge needed to target the specific pathways involved and our interventions will remain reactive and palliative.

At the same time, it is clear that some form of treatment needs to be offered to young people at greatest risk. That is, prodromal patients are in high distress and treatment seeking. Therefore, it is ethically necessary to provide (low-risk) psychosocial interventions to address presenting issues. Such treatments could be offered to all patients or the differential effectiveness of different psychological interventions (e.g., cognitive-behavioral therapy versus family-based therapy) could be tested in a randomized study. Psychosocial interventions appear to be well suited to address issues of motivational deficits and functional disability in the psychosis prodrome. Given our present state of knowledge regarding the mechanisms of psychosis onset, a reduction in functional disability would appear to represent a more achievable target in the short term than a reduction in psychosis incidence.
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Schizophrenia as a Cognitive Disorder: Recent Approaches to Identifying its Core Cognitive Components to Aid Treatment Development

Keith H. Nuechterlein, Michael F. Green, and Robert S. Kern

Introduction

In recent years the central role of cognitive deficits in schizophrenia has been increasingly accepted (Gold & Green, 2005; Green & Nuechterlein, 1999), so much so that the cognitive deficits have become very prominent new targets for treatment development (Gold, 2004; Hyman & Fenton, 2003). In this paper we examine factors that led to the conclusion that cognitive factors are core features of schizophrenia and then discuss recent approaches to identifying the cognitive domains and processes that offer promise as treatment targets.

Specifically, we will address the following four key issues:

(1) Why are cognitive deficits increasingly believed to be core features of schizophrenia?
(2) What are the key separable domains of cognitive functioning in schizophrenia from an empirical perspective?
(3) What partitioning of cognitive processes from cognitive neuroscience might bring us even closer to neural underpinnings?
(4) In developing treatments for cognitive deficits in schizophrenia, should we focus on separable cognitive processes or on the generalized cognitive deficit?

Issue 1: Why Are Cognitive Deficits Increasingly Believed to be Core Deficits in Schizophrenia?

Persistence over Time and Clinical State

One key reason as to why cognitive deficits are considered core features of schizophrenia is that they are persistently present over time and even across major
changes in symptomatic states. Longitudinal studies have demonstrated this persistence of cognitive deficits in several phases of the illness, but perhaps most striking is that the key cognitive deficits are present at the first psychotic episode and that performance in most cognitive domains typically changes to only a small degree over the initial years of the illness (Rund, 1998). One example of this tendency is from the study of first-episode schizophrenia patients by Hoff and colleagues (Hoff et al., 1999), which examined patients yearly for a 5-year period. The most prominent finding was that cognitive deficits in six domains were present at the first episode and at each of the yearly follow-ups. While there were small changes over time in some domains, the large deficit in each domain remained present.

While longitudinal studies that examine schizophrenia patients during clinical remission and during psychotic states are not as common, existing evidence suggests that several key cognitive deficits in schizophrenia do persist even during full clinical remission. For example, in a longitudinal study of recent-onset schizophrenia patients who could be examined a full clinical remission and a psychotic state, we found that early perceptual processing and sustained attention continued to be clearly abnormal during full clinical remission. Indeed, as shown in Fig. 1, sustained attention that demanded early perceptual processing showed a deficit with an effect size (Cohen’s $d$) of 1.3–1.7 that did not even change significantly from the remitted to psychotic state (Nuechterlein et al., 1992). Thus, the cognitive deficits are not secondary to psychotic symptoms, but rather persist even in their absence.
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Fig. 1 Attention/vigilance deficits on the degraded-stimulus continuous performance test (CPT) are stable across remitted and psychotic states in recent-onset schizophrenia (adapted from Nuechterlein et al., 1992)
Presence Among First-Degree Relatives

A second key reason that cognitive deficits are believed to be core deficits in schizophrenia is that they are present in attenuated form among first-degree relatives of schizophrenia patients (Gur et al., 2007; Nuechterlein et al., 1998; Snitz, MacDonald, & Carter, 2006). Given that first-degree relatives have a 10-fold increased risk of schizophrenia compared to the general population and would often share some schizophrenia susceptibility genes with their ill family member, this pattern is consistent with the view that cognitive deficits may reflect core aspects of genetic vulnerability to develop this disorder. In Fig. 2, we summarize results of a recent meta-analysis by Snitz et al. (2006) using the comparison for studies that included demographically matched comparison samples. As shown there, first-degree relatives show a deficit on measures that represent several domains of cognition, including processing speed, sustained attention, working memory, verbal memory, visual memory, and reasoning and problem solving, with deficits in sustained attention being among the largest. Also noteworthy is that these cognitive deficits are approximately half the magnitude of those typically found among schizophrenia patients.
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**Fig. 2** Cognitive deficits in first degree relatives of schizophrenia probands compared to demographically matched comparison subjects (adapted from meta-analysis by Snitz et al., 2006)

Cognitive Deficits Predict Onset of Schizophrenia Spectrum Disorder

A third reason as to why cognitive deficits are viewed as core features of schizophrenia is that certain cognitive deficits precede and predict onset of schizophrenia
spectrum disorder. While longitudinal studies that followed childhood high-risk samples into adulthood are not numerous, evidence from the New York High-Risk Study of children born to schizophrenic mothers indicates that immediate memory, gross motor skills, and attention from childhood assessments predict schizophrenia-related psychoses in early adulthood (Cornblatt, Obuchowski, Roberts, Pollack, & Erlenmeyer-Kimling, 1999; Erlenmeyer-Kimling et al., 2000). This relationship is readily evident in Fig. 3, which illustrates that the offspring of schizophrenic mothers who later developed schizophrenia spectrum disorders showed deficits in sustained attention starting at age 12 years (Cornblatt et al., 1999). The performance of these children of schizophrenic mothers who later developed schizophrenia spectrum disorder was distinguished not only from the typical performance of normal comparison children and children born to a parent with a major affective disorder but also from the remaining children born to schizophrenic mothers.
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**Fig. 3** Trait-like deficits in attention/vigilance (CPT-identical pairs version) occur before illness onset and predict schizophrenia spectrum disorder (reprinted from Cornblatt et al., 1999)

**Cognitive Deficits Predict Functional Outcome in Schizophrenia**

Finally, a fourth reason for considering cognitive deficits to be core features of schizophrenia is that they predict everyday work and social functioning and independent living after the onset of schizophrenia. The evidence for this conclusion has accumulated quickly in recent years and involves both cross-sectional and longitudinal analyses and several forms of functional outcome assessment (Green, 1996; Green, Kern, Braff, & Mintz, 2000; Green, Kern, & Heaton, 2004). Indeed, cognitive deficits have been considered to be a rate-limiting factor for everyday functioning in schizophrenia (Green, 1996). A meta-analysis by Green et al. (2000) examined the strength of the relationship between various cognitive domains and functional outcome. As shown in Table 1, a relationship to functional outcome was present for four major cognitive domains that had been sufficiently studied by 2000,
Table 1  Meta-analysis demonstrates that several neurocognitive domains predict functional outcome in schizophrenia (reprinted from Green et al., 2000)

<table>
<thead>
<tr>
<th>Domain</th>
<th>Total sample size</th>
<th>Pooled estimator</th>
<th>Standard error</th>
<th>Effect size(^1)</th>
<th>(P) value(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immediate verbal memory</td>
<td>188</td>
<td>0.40</td>
<td>0.077</td>
<td>medium-large</td>
<td>&lt;0.000001</td>
</tr>
<tr>
<td>Secondary verbal memory</td>
<td>727</td>
<td>0.29</td>
<td>0.039</td>
<td>medium</td>
<td>&lt;0.000001</td>
</tr>
<tr>
<td>Card sorting</td>
<td>1002</td>
<td>0.23</td>
<td>0.033</td>
<td>small-medium</td>
<td>&lt;0.000001</td>
</tr>
<tr>
<td>Attention/Vigilance</td>
<td>682</td>
<td>0.20</td>
<td>0.04</td>
<td>small-medium</td>
<td>&lt;0.000001</td>
</tr>
</tbody>
</table>

\(^1\) Estimates weighted by sample size  
\(^2\) Ratio of pooled estimate of \(r\) divided by its standard error referred to a normal distribution

with immediate verbal memory showing the strongest correlation with functional outcome and secondary verbal memory, card sorting (executive functioning), and attention/vigilance also being very clearly related to the level of everyday functioning. Composite cognitive measures that sum across several cognitive domains have in several studies shown even stronger relationships to functional outcome (Green, Kern et al., 2000; Green, Kern, & Heaton, 2004), probably because many situations in everyday life require a combination of specific cognitive skills to navigate successfully.

**Issue 2: What Are the Key Separable Domains of Cognitive Functioning in Schizophrenia from an Empirical Perspective?**

Given the evidence that cognitive deficits are core features of schizophrenia that endure over time and into clinical remission, apparently serving as a key limiting factor for everyday functioning, they have in recent years become a very prominent new target for treatment development (Hyman & Fenton, 2003). To develop new treatments for the core cognitive deficits in schizophrenia, we need to first identify the key cognitive targets. Identification of cognitive targets raises the question of separable cognitive dimensions or domains in schizophrenia.

One prominent recent approach to identifying the separable cognitive domains in schizophrenia is the one adopted by the initiative supported by the NIMH in the United States called Measurement and Treatment Approaches to Improve Cognition in Schizophrenia, or MATRICS. The MATRICS initiative was contracted to the University of California, Los Angeles (UCLA) to help the field overcome critical barriers to development of new treatments for the core cognitive deficits of schizophrenia (Green & Nuechterlein, 2004; Green, Nuechterlein et al., 2004). Among these barriers from the perspective of the NIMH and the US Food and Drug Administration (FDA) was the absence of a consensus among experts concerning the cognitive targets and the best current method for measuring them in clinical trials. The MATRICS Neurocognition Committee, headed by 2 of us and includ-
ing 12 additional expert psychologists, psychiatrists, and statisticians representing academic, government, and patient advocate perspectives, was charged with finding ways to overcome these barriers. The MATRICS initiative integrated the existing data on cognitive performance in schizophrenia to determine how many separable cognitive domains are present in schizophrenia. It also brought together more than 130 experts in relevant fields to decide how to reliably and validly measure these cognitive domains.

A subgroup of the MATRICS Neurocognition Committee worked to identify the empirically separable cognitive domains in schizophrenia (Nuechterlein et al., 2004). We sought cognitive dimensions that were only weakly intercorrelated and were replicable across several studies. Because so many studies of cognition in schizophrenia focus intensively on only one cognitive domain and do not address the interrelationships among different domains, we viewed evidence from factor analytic studies of cognitive performance in schizophrenia across a number of measures as particularly relevant. We also examined the literature on cognitive dimensions in general community samples as an initial guide to the identification of cognitive domains in schizophrenia.

We identified 13 factor analytic studies of cognitive performance in schizophrenia, including both published analyses and as-yet unpublished results to enhance breadth of sampling (Nuechterlein et al., 2004). The results across studies were tallied, considering the cognitive processes in the measures studied, looking for replication of similar dimensions across studies. When past results were unclear, we completed additional factor analyses with existing data sets to shed light on the empirical separability of cognitive domains.

An example of the consistency of cognitive domains across studies is shown in the next table. In Table 2 we see that seven factor analytic studies of cognitive performance in schizophrenia revealed a dimension of attention/vigilance, which included various versions of the Continuous Performance Test (CPT) as well as some other measures emphasizing attention. Specific measures varied from study to study but the core content of the domain remained the same.

<table>
<thead>
<tr>
<th>Study</th>
<th>Measures</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gold et al.</td>
<td>CPT-IP 2-, 3-, &amp; 4-digit conditions</td>
</tr>
<tr>
<td>Goldberg et al.</td>
<td>Gordon CPT, 1-back, WCST persever. errors</td>
</tr>
<tr>
<td>Green et al.</td>
<td>DS-CPT, Span, Spatial Memory</td>
</tr>
<tr>
<td>Hobart et al.</td>
<td>Gordon CPT vigilance &amp; distractibility</td>
</tr>
<tr>
<td>Kremen et al.</td>
<td>Auditory CPT, Dichotic Listening</td>
</tr>
<tr>
<td>Mirsky et al.</td>
<td>Visual CPT, Auditory CPT accuracy</td>
</tr>
<tr>
<td>Nuechterlein et al.</td>
<td>DS-CPT, 3-7 CPT, Backward Masking</td>
</tr>
</tbody>
</table>

Through this procedure, the MATRICS Neurocognition Committee concluded that there were six replicable domains of cognitive performance in schizophrenia that were sufficiently separable and potentially modifiable to deserve represen-
tation in a consensus cognitive battery designed for clinical trials (Nuechterlein et al., 2004). These cognitive domains are (1) Speed of Processing, (2) Attention/Vigilance, (3) Working Memory, (4) Verbal Learning and Memory, (5) Visual Learning and Memory, and (6) Reasoning and Problem Solving. At the initial MATRICS consensus conference, the assembled experts urged that Social Cognition be added as a seventh domain because its measures were too new in the schizophrenia literature to have been included in the factor analytic studies, yet it appeared to serve as a possible bridge between the traditional nonsocial aspects of cognition and everyday functioning (Green Nuechterlein et al., 2004; Nuechterlein et al., 2004; Sergi, Rassovsky, Nuechterlein, & Green, 2006). Following this recommendation, the MATRICS Neurocognition Committee concluded that the consensus cognitive battery for clinical trials should be structured to include reliable and valid measurement of the seven cognitive domains (Green Nuechterlein et al., 2004; Kern, Green, Nuechterlein, & Deng, 2004; Nuechterlein et al., 2004).

In addition, after hearing expert presentations on the critical features for measures for clinical trials, the MATRICS Neurocognition Committee concluded that the consensus cognitive battery should emphasize measures that (1) had high test–retest reliability, (2) high utility as repeated measures, (3) demonstrated relationships to functional outcome, and (4) demonstrated tolerability for patients and practicality for test administration and scoring (Green Nuechterlein et al., 2004). It was recommended that the entire battery be no longer than 90 min (Kern et al., 2004).

As described in a 2008 article in the American Journal of Psychiatry (Nuechterlein et al., 2008), the MATRICS Neurocognition Committee solicited over 90 nominations of tests for these seven cognitive domains from the group of more than 130 scientists at the first MATRICS consensus meeting and then systematically evaluated the available evidence based on the 4 criteria noted above to determine which 20 tests were the most promising. A direct comparison of these 20 cognitive tests in a new sample of 176 schizophrenia patients was then used to select the best 10 tests for the final MATRICS Consensus Cognitive Battery. The MATRICS Consensus Cognitive Battery was then normed on a community sample from five sites in the United States (Kern et al., 2008). The selected tests are shown in Table 3 and are now available in a convenient kit (www.matricsinc.org). The MATRICS Consensus Cognitive Battery was recommended by NIMH and accepted by the FDA in the

<table>
<thead>
<tr>
<th>Speed of Processing</th>
<th>Verbal Learning</th>
</tr>
</thead>
<tbody>
<tr>
<td>● Category Fluency</td>
<td>● Hopkins Verbal Learning Test-R</td>
</tr>
<tr>
<td>● BACS Symbol Coding</td>
<td>Visual Learning</td>
</tr>
<tr>
<td>● Trial Making A</td>
<td>● Brief Visuospatial Memory Test-R</td>
</tr>
<tr>
<td>Attention / Vigilance</td>
<td>Reasoning and Problem Solving</td>
</tr>
<tr>
<td>● Continuous Performance Test</td>
<td>● NAB Mazes</td>
</tr>
<tr>
<td></td>
<td>Social Cognition</td>
</tr>
<tr>
<td>Working Memory</td>
<td>● MSCEIT Managing Emotions</td>
</tr>
<tr>
<td>● Letter Number Span</td>
<td></td>
</tr>
<tr>
<td>● WMS-III Spatial Span</td>
<td></td>
</tr>
</tbody>
</table>
United States as the standard cognitive battery for clinical trials of potential cognitive enhancers for schizophrenia. Translations of this battery into Spanish (for Spain and also South and Central America), German, Hindi, Russian, and Chinese have been completed and other translations are under way.

**Issue 3: What Partitioning of Cognitive Processes Might Bring Us Closer to Neural Underpinnings?**

While the MATRICS Consensus Cognitive Battery has now been established as the gold standard for clinical trials of cognition-enhancing interventions in schizophrenia, research continues to seek a further parsing of cognitive processes, one that would be more tightly tied to underlying neural processes. Instead of emphasizing empirically separable processes through factor analysis and similar statistical techniques, this approach to identifying cognitive intervention targets draws heavily on cognitive psychology and cognitive neuroscience. This approach encourages the translation of the more differentiated constructs and paradigms of cognitive psychology and cognitive neuroscience into clinical research. Direct collaborations between basic and clinical investigators can greatly aid this process (Gold, Fuller, Robinson, Braun, & Luck, 2007; Luck & Gold, 2008; Nuechterlein, Pashler, & Subotnik, 2006).

One major initiative that is a follow-up to MATRICS and has emphasized this approach is called Cognitive Neuroscience to Improve Cognition in Schizophrenia (CNTRICS), led by Deanna Barch and Cameron Carter and an executive committee that includes the two of us (Barch, Carter et al., 2009; Carter et al., 2008). Although the cognitive domains identified by the MATRICS initiative are empirically separable based on cognitive research in schizophrenia, each domain includes several elementary cognitive subprocesses. The CNTRICS approach seeks to isolate more specific cognitive abnormalities in schizophrenia by examining these elementary cognitive processes. By drawing on developments in cognitive neuroscience, cognitive constructs and paradigms that have relevance to schizophrenia with close ties to neural substrates may be identified (Barch, Carter et al., 2009). Paradigms that measure these constructs can then be developed further in order to make them suitable at a future date for use in clinical trials of cognitive interventions.

An initial CNTRICS consensus meeting between experts in basic cognitive neuroscience, clinical research on cognition in schizophrenia, and animal psychopharmacology focused on the identification of cognitive constructs that have particular promise for future investigations attempting to link cognitive deficits to specific neural circuits. This discussion emphasized the clarity of the cognitive mechanisms involved, the ability to distinguish the construct through functional neuroimaging research, and evidence of links to neural circuits in normal humans or animals (Carter et al., 2008).

This discussion led to a list of cognitive constructs that the CNTRICS group believes are most ready for translation to schizophrenia research at this time (Carter
et al., 2008), as shown in Table 4. It is noteworthy that most of the broad cognitive domains are similar to those identified by the MATRICS initiative, although some domains are added (i.e., Perception) and others are combined (i.e., MATRICS’ Verbal Learning and Visual Learning domains are merged into a Long-Term Memory domain in the CNTRICS list). In addition, however, certain subprocesses within cognitive domains are distinguished.

To illustrate the direction of the CNTRICS partitioning of cognitive constructs, let us use the Working Memory domain. The CNTRICS group distinguished two constructs within this domain that are believed to have promise for further translational development for schizophrenia research. The first one, goal maintenance, is defined as “the processes involved in activating task related goals or rules based on endogenous or exogenous cues, actively representing them in a highly accessible form, and maintaining this information over an interval during which that information is needed to bias and constrain attention and response selection” (Carter et al., 2008). The second construct, interference control, is defined as “the processes involved in protecting the contents of working memory from interference from either other competing representations or external stimuli” (Carter et al., 2008).

After identifying these cognitive constructs, the CNTRICS group selected individual measures of these constructs that have promise for further development into future measures for clinical trials. The issues of test–retest reliability, utility as repeated measures, relationship to functional outcome, tolerability, and practicality that were emphasized in the MATRICS selection process were not considered essential for selection at this point. Rather the emphasis was on the potential to differentiate more elementary component processes that can be studied through functional neuroimaging and other techniques to strengthen ties to neural substrates.

An example of a task selected by the CNTRICS group for its promise for further development is the Expectancy AX-CPT, which is a measure of the goal maintenance construct within working memory (Barch, Berman et al., 2009). This task involves visual presentations of a series of individual letters, with the instructions to press a button each time an “A” is followed by an “X”. In a high proportion of the trials, the A is followed by an X. Goal maintenance in working memory is

<table>
<thead>
<tr>
<th>Perception</th>
<th>Executive Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>● Gain control</td>
<td>● Rule generation and selection</td>
</tr>
<tr>
<td>● Integration</td>
<td>● Dynamic adjustments of control</td>
</tr>
<tr>
<td>Working Memory</td>
<td>Long Term Memory</td>
</tr>
<tr>
<td>● Goal maintenance</td>
<td>● Relational encoding and retrieval</td>
</tr>
<tr>
<td>● Interference control</td>
<td>● Item encoding and retrieval</td>
</tr>
<tr>
<td>Attention</td>
<td>● Reinforcement learning</td>
</tr>
<tr>
<td>● Control of attention</td>
<td>Social/Emotional Processing</td>
</tr>
<tr>
<td></td>
<td>● Affective recognition and evaluation</td>
</tr>
</tbody>
</table>

Table 4 CNTRICS list of cognitive constructs selected as most ready for translation to schizophrenia research (from Carter et al., 2008)
measured by examining the frequency of a particular form of error (pressing to a “B” followed by an “X”), which indicates that the task goal of using the preceding “A” to cue the response to the “X” is not being maintained. Initial support for the utility of this Expectancy AX-CPT to relate to biological systems includes evidence that amphetamine, an indirect D1 agonist, improves goal maintenance in healthy subjects, consistent with the D1 work of Goldman-Rakic (Barch & Braver, 2005). In addition, COMT val/val homozygotes have been shown to have selective goal maintenance deficits on a version of this task (MacDonald, Carter, Flory, Ferrell, & Manuck, 2007).

The approach to schizophrenia cognitive research illustrated by the CNTRICS cognitive constructs and measures has several strengths. A careful delineation of cognition processes that draws on basic cognitive psychology and cognitive neuroscience has excellent potential for isolating cognitive mechanisms in schizophrenia that can be examined through functional neuroimaging and neuropharmacological studies. These paradigms include control conditions that are well suited to finer separation of basic cognitive processes. These approaches may yield very useful measures for clinical trials of cognitive interventions in the future that have stronger links to individual neural circuits.

At this point, however, these paradigms typically have not been optimized for detection of individual differences and cognitive change. Thus, often very limited data are available on the psychometrics of these measures, including test–retest reliability and utility as repeated measures, and many of the measures are too long and difficult to implement to use in large-scale clinical trials. It is also not clear whether these more finely differentiated cognitive measures will show the same substantial link to functional outcome that characterizes more global measures of cognitive domains. Future research will also need to evaluate whether the component processes identified by this approach are highly intercorrelated in schizophrenia or allow separation of several dimensions of cognitive deficit.

**Issue 4: In Developing Treatments for Cognitive Deficits in Schizophrenia, Should We Focus on Separable Cognitive Processes or the Generalized Cognitive Deficit?**

While most investigators have emphasized cognitive domains or their component processes in recent work on cognition in schizophrenia, some have argued that the global or generalized cognitive deficit in schizophrenia should be given more consideration (Dickinson & Harvey, 2009; Keefe et al., 2006). Empirical support comes from evidence that a substantial portion of the variance in the cognitive deficit in schizophrenia is due to the overall level of performance and that a smaller portion is accounted for by the pattern across cognitive domains (Dickinson, Iannone, Wilk, & Gold, 2004; Dickinson, Ragland, Calkins, Gold, & Gur, 2006).
Dickinson and Harvey (2009) have recently provided several thought-provoking examples of biological processes in schizophrenia that might lead to global cognitive deficits. A first one is the relatively broadly distributed gray matter reduction in schizophrenia. This gray matter reduction may reflect less arborization and connectivity in distal dendritic processes and thereby contribute to cognitive dysmetria (Andreasen, Paradiso, & O’Leary, 1998) or disconnection. White matter abnormalities in schizophrenia, which are receiving increased research attention (Bartzokis et al., 2003), are a second suggested possible source of generalized cognitive deficits. Reduced fiber tract coherence and myelin integrity would contribute to slowed processing across cognitive domains. A third possible biological source of global cognitive deficits is failure of integration in neural networks. Research has revealed abnormalities in beta and gamma bands in cortical oscillatory systems in schizophrenia that would be expected to contribute to reduced communication across neural assemblies, thereby affecting many cognitive processes. Finally, Dickinson and Harvey (2009) suggest that schizophrenia may be characterized by energy metabolism abnormalities and inflammatory processes that, similar to the insulin resistance and low-grade inflammation in diabetes, produce a broad range of cognitive deficits.

The suggestion that we should give additional thought to the generalized cognitive deficit in schizophrenia is an intriguing one, given that many investigators have viewed the global cognitive deficit as a nuisance factor that produces psychometric artifacts and obscures more specific deficits in schizophrenia (Chapman & Chapman, 1978; Strauss & Summerfelt, 2003). Considering possible biological sources of global cognitive deficits helps one to conceptualize ways in which a general deficit could be a reasonable outcome of disease processes. It is noteworthy, however, that neuropharmacologists tend to focus on particular cognitive domains as treatment targets, rather than the global cognitive deficit, and also identify domain-specific drug effects.

During the MATRICS initiative, a survey of neuropsychopharmacological experts was completed as part of a consensus meeting on promising molecular targets and mechanisms of action for cognition-enhancing drugs (Geyer & Tamminga, 2004). This survey, coordinated by Robert Kern, Ph.D., of UCLA, included questions that requested nominations for pharmacological mechanisms that were viewed as most likely to succeed in treatment of various cognitive disturbances. The results indicated that the most highly favored molecular target and pharmacological mechanism tended to differ from one cognitive domain to the next. Table 5 illustrates this for the cognitive domains of Attention/Vigilance and of Reasoning and Problem Solving. Neuropsychopharmacological experts clearly viewed alpha-7 nicotinic receptor agonists as the most nominated processing drugs for improving Attention/Vigilance disturbances, with glutamatergic agents being less often nominated. For Reasoning and Problem Solving, dopamine D1 receptor agonists and glutamatergic receptor agonists were viewed as most likely to succeed.

Similarly, when the neuropharmacological experts were asked about the likelihood that treatments targeted to affect specific neural circuits or brain regions would
Table 5  Favorite pharmacological targets for specific cognitive domains (MATRICS June 2003 Survey of Neuropharmacology Experts)

<table>
<thead>
<tr>
<th>Target</th>
<th>Number of nominations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attention/Vigilance</strong></td>
<td></td>
</tr>
<tr>
<td>Alpha-7 nicotinic receptor agonists</td>
<td>28</td>
</tr>
<tr>
<td>Dopamine D1 receptor agonists</td>
<td>13</td>
</tr>
<tr>
<td>Alpha-2 adrenergic receptor agonists</td>
<td>11</td>
</tr>
<tr>
<td>AMPA glutamatergic receptor agonists</td>
<td>8</td>
</tr>
<tr>
<td>NMDA glutamatergic receptor agonists</td>
<td>6</td>
</tr>
<tr>
<td>M1 muscarinic receptor agonists</td>
<td>6</td>
</tr>
<tr>
<td>Metabotropic glutamate receptors</td>
<td>5</td>
</tr>
<tr>
<td><strong>Reasoning and Problem-Solving</strong></td>
<td></td>
</tr>
<tr>
<td>Dopamine D1 receptor agonists</td>
<td>13</td>
</tr>
<tr>
<td>AMPA glutamatergic receptor agonists</td>
<td>8</td>
</tr>
<tr>
<td>NMDA glutamatergic receptor agonists</td>
<td>6</td>
</tr>
<tr>
<td>Alpha-7 nicotinic receptor agonists</td>
<td>5</td>
</tr>
<tr>
<td>Alpha-2 adrenergic receptor agonists</td>
<td>5</td>
</tr>
<tr>
<td>Metabotropic glutamate receptors</td>
<td>4</td>
</tr>
<tr>
<td>Glycine reuptake inhibitors</td>
<td>3</td>
</tr>
</tbody>
</table>

If specific cognitive deficits are to be treated, what is the likelihood of success for treatments that are targeted to affect specific neurotransmitter receptors/systems?

![Bar chart showing the likelihood of successful treatments for specific cognitive domains](image)

**Fig. 4** MATRICS June 2003 survey of neuropharmacology experts: Likelihood of successful treatments for specific cognitive domains

Successful improve specific domains of cognitive functioning versus global cognitive deficits, they were more optimistic about improvements in specific cognitive domains. Their distributions of responses can be seen in Figs. 4 and 5.
If global cognitive deficits are to be treated, what is the likelihood of success for treatments that are targeted to affect specific neural circuits or brain regions?

Fig. 5 MATRICS June 2003 survey of neuropharmacology experts: Likelihood of successful treatments for global cognitive deficits

Summary and Implications

Cognitive deficits are now widely recognized as a core feature of schizophrenia due to their persistence across time and clinical states, presence among first-degree relatives, predictive validity for illness onset, and relationship to functional outcome. This increasing recognition of the core nature of cognitive deficits and their relative resistance to change with traditional treatments has resulted in their emergence as a major target for new treatment development.

The MATRICS initiative identified seven separable cognitive domains in schizophrenia by emphasizing factor analytic methods for identifying cognitive dimensions. The most promising measures in each of these domains for reliable and valid measurement of cognitive change in a relatively brief assessment were selected by a panel of experts and directly compared within schizophrenia patients. The resulting MATRICS Consensus Cognitive Battery to allow standardized measurement of these deficits has been accepted by the US NIMH and FDA for use in clinical trials of potential new cognition-enhancing treatments.

The CNTRICS initiative is an ongoing attempt to develop measures of fine-grained cognitive processes with close ties to neural systems. This approach has excellent promise for developing future measures that will be very helpful in treatment development, but these measures require additional research and development to be appropriate for typical clinical trials.

While most investigators are emphasizing separable cognitive domains or even more fine-grained cognitive distinctions among deficits in schizophrenia, some have argued that the global or generalized deficit should be the major intervention target. Pharmacological and cognitive remediation approaches to schizophrenia have not yet resolved whether targeting the global cognitive deficit or differentiated cognitive processes will yield more effective interventions. Neuropharmacological experts
tend to think that treatments for specific cognitive domains are more likely to be successful.

Given the rapid developments that are currently occurring in this area of schizophrenia research, the next few years should be an exciting period for addressing additional issues concerning cognitive deficits in schizophrenia and hopefully for developing cognitive interventions that truly improve everyday functioning in schizophrenia.
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Cognitive and Social Processes in Psychosis: Recent Developments

Daniel Freeman

In general I’m paranoid about almost everything. Every nice compliment or comment I get given I take it as sarcasm, or I think the person will go away and laugh at me behind my back. Or sometimes if I walk over to people and they snigger or jerk a bit, I get worried they’re plotting against me. I get worried about going to the shop, being followed. When I walk past people, I always get the feeling they’re watching my back. Or they will throw something at me.

Ryan

I feel as if people that are close to me are trying to poison me, and every time I go to dinner they are giving me more of the poison and soon it will kill me. I know they wouldn’t do it but the feeling is so strong that I feel as if they are. I even feel dizzy whilst eating the food and thinking of the poison. I can’t be at home on my own as I feel scared that a ghost, an object or a person is going to kill me. I feel as if someone is going to break into my place and stab me. I feel a horrible feeling in my back where I am going to be stabbed, I hear voices telling me I ain’t worth nothing, they tell me people are going to die.

Katherine

Introduction

These two personal accounts contain key aspects of paranoia: the individuals are making judgements about other people; the decision-making is influenced by fear, worry, and unusual ‘feelings’; and danger is anticipated. This is consistent with an emerging body of psychological research that implicates – in the context of the social world – reasoning processes, negative affect, and anomalous internal
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experiences in the occurrence of delusions. In this chapter the advances in the cognitive and social understanding of psychosis will be illustrated with reference to the clinically important experience of persecutory delusions, where arguably the progress has been most rapid. The initial application of this theoretical knowledge to clinical practice via an interventionist causal model approach will be described.

**The Cognitive Approach**

A hallmark of the best cognitive studies is a clear focus on the phenomenon to be explained. Experiences such as delusions and hallucinations have drawn most attention recently, rather than diagnosis. Often these experiences are looked at individually (sometimes called ‘the single-symptom approach’). There is recognition that there may be overlap in causal mechanisms, but, nonetheless, even statistical analyses with patient groups – where there is a bias to see co-occurrence of symptoms (Maric et al., 2004) – indicate a degree of independence for single psychotic experiences (Peralta & Cuesta, 1998; Vázquez-Barquero, Lastra, Nuñez, Castaneda, & Dunn, 1996). Delusions and hallucinations, for example, simply are different subjective experiences. Putting the experiences centre stage has helped to highlight two issues of conceptualisation with important implications for research: psychotic experiences are multi-dimensional and on a continuum of severity in the general population.

Debates on defining delusions (e.g. Strauss, 1969; Garety, 1985; Olmanns, 1988), factor-analytic studies of patients’ experiences (e.g. Kendler, Glazer, & Morgenstern, 1983; Harrow, Rattenbury, & Stoll, 1988; Garety, Everitt, & Hemsley, 1988), and evidence concerning treatment response (e.g. Mizrahi et al., 2006; Trower et al., 2004) all point to one conclusion: delusions are complex multi-dimensional experiences. For instance, assessing the presence of a delusion may best be accomplished by considering a list of characteristics or dimensions, none of which is necessary or sufficient, that with increasing endorsement produces greater agreement on the presence of a delusion (Olmanns, 1988). The more a belief is implausible, unfounded, strongly held, not shared by others, distressing, and preoccupying, the more likely it is to be considered a delusion. So it is not simply the content of a delusion that needs to be explained but also the other elements that make up the experience, each of which is dimensional. The important implication for research is that multiple questions need to be asked about paranoid experience: what causes a thought of unfounded paranoid content, what causes the thought to become held as a belief, why does resistance to change occur, how does the thought become distressing, and why does it impact on day-to-day life? It is plausible that different factors are involved in the different dimensions of delusional experience. For example, the factors that lead a person to have a particular thought may be different from those that lead to strong belief conviction, which may in turn differ from the factors that make the thought preoccupying and distressing. The recent cognitive approaches to persecutory delusions make plausible connections to the experiences
reported by patients. The explanations often have face validity. For example, that a cognitive style of seeking few data before reaching a decision (‘jumping to conclusions’) will lead to rapid acceptance of unlikely ideas (Garety et al., 2005). This is an important step before empirical testing.

Increasingly accepted is the view that psychotic symptoms are on a continuum with normal experience (e.g. Strauss, 1969; Chapman & Chapman, 1980; Claridge, 1997; van Os, Linscott, Myin-Germeyns, Delespaul, & Krabbendam, in press). Delusions in psychosis would represent the severe end of a continuum, but such experiences would be present, often to a lesser degree, in the general population. Moreover, severe delusions would be related to milder, attenuated forms of the experience. For example, a clinical persecutory delusion about government attempts to kill the person would be considered related to non-clinical delusions about neighbours deliberately trying to distress the person that would in turn be considered as related to everyday suspicions and mistrust about the intentions of others. This view is based on three lines of empirical evidence showing the following: delusional ideation is not confined to psychotic groups (e.g. van Os, Hanssen, Bijl, & Ravelli, 2000; Freeman, Garety, Bebbington, Smith et al., 2005); non-clinical and clinical psychotic experiences have the same risk factors (‘aetiological continuity’; Myin-Germeyns, Krabbendam, & van Os, 2003); and the risk of clinical disorder is raised by the earlier presence of low-level symptoms (Poulton et al., 2000; Chapman, Chapman, Kwapił, Eckbold, & Zinser, 1994). Complete discontinuity between clinical and non-clinical experiences is therefore unlikely, although the exact nature of a paranoia spectrum remains to be established. The important implication for researchers is that studying non-clinical delusional ideation can inform the understanding of clinical phenomena, just as studying anxious or depressive states can inform the understanding of emotional disorders.

Cognitive Studies of Persecutory Ideation Using Virtual Reality

The recent virtual reality studies have the advantage of addressing a little-discussed spectre that accompanies the study of paranoia: justified suspicions. Paranoia is unfounded (or exaggerated) fear but it can be difficult to rule out perceived threats that are grounded in reality (Freeman, 2008a). Although never researched, the accuracy of questionnaire or interview methods will be related, to a degree, to the actual content of persecutory thoughts assessed. Physically impossible beliefs (e.g. there is a persecutor who has killed or removed the whole brain of the individual) are evidently less likely to be true than more plausible beliefs (e.g. the neighbours are trying to get the individual to move away). To confuse the issue further, paranoid thinking is, understandably, more likely following a real experience of victimisation (e.g. Johns et al., 2004; Gracie et al., 2007), and paranoid thinking may lead others into conspiratorial-type reactions, such as exclusion (Lemert, 1962). Justified suspicions are more likely to be a difficulty when studying non-clinical populations.
The personal accounts that head this chapter illustrate that paranoid fears concern perceived threats from others and misinterpretations of their behaviours. In essence, the social world is central to the experience. However, it is nearly impossible to give individuals exactly the same everyday experience in order to compare paranoid responses, or to be certain, within a given social situation, of the intentions of the putative persecutors. Moreover, people with paranoid thoughts often act differently with others (e.g. timidly) and thereby elicit different reactions. The solution developed was to exploit interactive computer-generated environments (virtual reality). Even though individuals in virtual reality know the environment is artificial, reactions similar to those in the real world are triggered (Sanchez-Vives & Slater, 2005; Freeman, 2008b). By presentation of exactly the same neutral social situation to individuals, any paranoid thinking that occurs will be known to be unfounded. No matter what a person does, the characters will remain neutral in their responses.

Recent virtual reality studies have confirmed that persecutory ideation is not confined to individuals diagnosed with severe mental illness, that it is understandable in terms of cognitive factors, and that the cognitive factors apply across the spectrum of paranoia severity (Freeman et al., 2003; Freeman, Garety, Bebbington, Slater et al., 2005; Freeman, Pugh, Antley et al., 2008; Freeman, Gittins et al., 2008; Freeman et al., submitted). In the first large-scale study, 200 members of the general population were recruited – screening out anybody who had a history of severe mental illness – for a study of ‘reactions in virtual reality’ (Freeman, Pugh, Antley et al., 2008). Each participant spent 5 min in a simulation of a London underground train ride (see Fig. 1). The train carriage was populated by about 15 neutral computer

Fig. 1 Pictures of the tube train virtual environment
characters, which were animated using recordings of real people via the technique of optical motion capture. Even though all the participants were presented with the same virtual environment, there were striking differences in interpretation. Some people were very positive: ‘It was nice – much nicer than a real experience – people aren’t so forthcoming with their feelings in a real situation. Thought they were pretty friendly.’ But others had more paranoid reactions: ‘There was an aggressive person – intention was to intimidate me and make me feel uneasy. When he reacted like that I turned round and backed away.’ The most common interpretation of the tube ride, as would be expected, was that it was neutral (e.g. ‘No one had any particular feelings about me’). There were also a significant number of positive interpretations of the characters (e.g. ‘I felt very safe in their company’). However, a significant minority had paranoid thoughts about the computer characters. The occurrence of persecutory thoughts was assessed using the State Social Paranoia Scale (Freeman et al., 2007). There was appreciable endorsement of the scale items such as ‘Someone was hostile to me’, ‘Someone had it in for me’, and ‘Someone stared at me in order to upset me’. One in four of these non-clinical participants had significant endorsement of the scale items. Confirming the validity of the experimental procedure, individuals who had paranoid interpretations in virtual reality were significantly more likely to report having paranoid thoughts in day-to-day life.

The study also informed the theoretical understanding of paranoia. Before entering virtual reality, the participants completed a battery of tests based on a cognitive model of persecutory delusions (Freeman et al., 2002, 2006; Freeman & Freeman, 2008). In the model, it is explicitly acknowledged that there are multiple causes of paranoid thinking, but the following are identified as particularly important: affective processes, especially anxiety, worry, and interpersonal sensitivity; anomalous experiences, such as hallucinations and perceptual anomalies; reasoning biases, particularly jumping to conclusions and belief inflexibility; and social factors, such as adverse events and environments. In the virtual reality study, paranoid thinking was strongly predicted by higher levels of anxiety, depression, worry, everyday worries, catastrophic worry, interpersonal sensitivity, negative ideas about the self, negative ideas about others, cognitive inflexibility, perceptual anomalies, and loneliness associated with their family situation. The presence of perceptual anomalies distinguished the occurrence of paranoid thinking from social anxiety in VR (Freeman, Gittins et al., 2008). The results indicate a strong affective component to paranoid experience but also the importance of anomalies of experience and reasoning biases.

But do these findings with a non-clinical general population sample relate to clinical delusions seen in people diagnosed with psychosis? In order to examine this issue, three groups along the spectrum of paranoia were recruited: 30 individuals with persecutory delusions in the context of a nonaffective psychotic illness; 30 individuals with high levels of non-clinical paranoia; and 30 individuals with low levels of paranoia (Freeman et al., submitted). The levels of paranoia were validated by using the virtual reality train ride; the three groups significantly differed from each other in the expected directions. A number of factors from the psychological model were then examined across this paranoia spectrum. As levels of paranoia increased across the three groups, there were significant increases in anxiety, worry,
interpersonal sensitivity, depression, anomalies of experience, and trauma history. This indicates a remarkable consistency in the occurrence of dose–response relationships for the model factors across the paranoia spectrum. The only exception was that the clinical group showed a strong bias in reasoning, while the two non-clinical groups did not differ, which is consistent with the evidence that reasoning difficulties specifically contribute to higher levels of belief conviction rather than simply the occurrence of paranoid thoughts (Garety et al., 2005; Freeman, Pugh, & Garety, 2008). This research clearly shows evidence of aetiological continuity across the paranoia spectrum and it is consistent with a series of studies that has examined single psychological variables across a hypothesised positive symptom continuum (Van Dael et al., 2006; Janssen et al., 2006; Vermissen et al., 2008).

The Cognitive Understanding of Persecutory Delusions

The findings of the virtual reality studies support an emerging research literature. At a cognitive level of explanation, persecutory delusions can broadly be considered as arising from an interaction of internal anomalous experience, negative affect, and reasoning. For a detailed review of the literature, see Freeman (2007).

Internal Anomalous Experience

The American psychologist Brendan Maher (1974) emphasises that delusional ideas spring from unusual internal experiences. He notes that ‘the delusional belief is not being held “in the face of evidence normally sufficient to destroy it,” but is being held because of evidence powerful enough to support it’. Delusions may be attempts by individuals to make sense of their experiences; odd experiences may lead to odd ideas. Supportive of this view, many people with psychosis have clearly anomalous experiences such as hallucinations, thought insertion, and replacement of will, and also a range of more subtle perceptual and attentional alterations in experience (e.g. McGhie & Chapman, 1961; Bunney et al., 1999) and, often, periods of arousal (e.g. Docherty, Van Kammen, Siris, & Marder, 1978; Hemsley, 1994). Non-clinical delusional ideation has been found to be associated with low-level perceptual anomalies such as changes in levels of sensory intensity, distorted sensory experience, and sensory flooding (e.g. Bell, Halligan, & Ellis, 2006; Freeman, Dunn et al., 2005). Kapur (2003) has highlighted the importance of aberrant feelings of salience in delusion formation, which is particularly of note since in this account the abnormal experience itself concerns processes of meaning ascription. A tradition in German psychiatry is to study anomalies of experience (‘basic symptoms’) for which ‘delusions may provide new elaborative contexts to understand the dislocated or overly salient perceptual fragments’ (Uhlhaas & Mishara, 2007). Explanations for the occurrence of anomalies of experience include dopamine dysregulation (e.g. Kapur, Mizrahi, & Li, 2005), core cognitive dysfunction (e.g. Hemsley, 1994),
impairment in early-stage sensory processing (e.g. Butler & Javitt, 2005), illicit drug use (e.g. Henquet, Di Forti, Murray, & van Os, 2008), and hearing impairment (e.g. Thewissen et al., 2005).

**Negative Affect**

Anxiety and associated processes are likely to be central to understanding paranoia, as indicated in the virtual reality studies. Both persecutory and anxious thoughts concern the anticipation of threat; fears of physical, social, or psychological harm are apparent in anxious thoughts (e.g. Eysenck & van Berkum, 1992; Wells, 1994) and in persecutory thoughts (Freeman & Garety, 2000; Freeman et al., 2001). Anxiety, via threat anticipation, may lead to thoughts of a paranoid content. Anxiety has repeatedly been found to be associated with paranoid thoughts (e.g. Martin & Penn, 2001; Johns et al., 2004) and persecutory delusions (e.g. Freeman & Garety, 1999; Startup, Freeman, & Garety, 2007). Furthermore, anxiety is predictive of the occurrence of paranoid thoughts (e.g. Freeman et al., 2003; Freeman, Garety, Bebbington, Slater et al., 2005) and of the persistence of persecutory delusions (Startup et al., 2007; Harrow, Jobe, & Astrachan-Fletcher, 2008). Threat anticipation and paranoia have been found to be strongly associated (Bentall, Rowse et al., 2008; Bentall et al., in press). Several other anxiety-related processes have been linked to paranoia. For example, a worry cognitive style in individuals with persecutory delusions is associated with more catastrophic delusion content, higher levels of distress, and with paranoia persistence (Freeman & Garety, 1999; Morrison & Wells, 2007; Startup et al., 2007; Bassett, Sperling, & Freeman, in press).

Depression-related processes may also be important. Negative ideas about the self may be a first step in thinking about being a vulnerable target for others to mock, exploit, or harm. This may be especially likely when generally negative ideas about other people are also held, for example, that people are mostly bad, selfish, or devious. Fowler et al. (2006) found that in a non-clinical population of over 700 students, paranoia was associated with negative beliefs about the self, negative beliefs about others, and less positive beliefs about others. A related study of 100 patients with psychosis found that the severity, preoccupation, and distress of persecutory delusions were associated with negative beliefs about the self, negative beliefs about others, and low self-esteem (Smith et al., 2006). Richard Bentall and colleagues argue that self-esteem is central to understanding persecutory delusions (Bentall, Kinderman & Moutoussis, 2008; Thewissen, Bentall, Lecomte, van Os, & Myin-Germeys, 2008). The findings are consistent with repeated demonstrations that affective problems are associated with the positive symptoms of psychosis (e.g. Norman and Malla, 1994; Guillem, Pampoulva, Stip, Lalonde, & Todorov, 2005) and longitudinal evidence that low self-esteem predicts the development of the positive symptoms of psychosis (Krabbeand, Janssen, Bijl, Vollebergh, & van Os, 2002). The importance of affect in the development of paranoia is also highlighted by recent work on stress and psychosis. In particular, Myin-Germeys and colleagues provide evidence that increased emotional reactivity (increase in
negative affect, decrease in positive affect) to stress underlies delusions and hallucinations (see reviews by Myin-Germeys & van Os, 2007; van Winkel, Stefanis, & Myin-Germeys, 2008).

**Reasoning**

If delusions are incorrect – or perhaps, more importantly, *uncorrected* – beliefs, then judgemental or reasoning processes are implicitly implicated in their cause. A number of researchers have tried to identify biases or deficits in reasoning in individuals with delusions. The most convincing empirical evidence is that a significant proportion of individuals with delusions are hasty in their data gathering (they ‘jump to conclusions’), which is hypothesised to lead to the rapid acceptance of beliefs even if there is limited evidence to support them (e.g. Garety et al., 2005; van Dael et al., 2006; Moritz, Woodward, & Lambert, 2007; Broome et al., 2007). The bias has been found in studies that recruited individuals who all had persecutory delusions (Startup, Freeman, & Garety, 2008; Freeman et al., submitted). As expected, jumping to conclusions is specifically associated with degree of conviction in delusional ideas (Garety et al., 2005; Freeman, Pugh & Garety, 2008). It has also been plausibly suggested that individuals with persecutory delusions have a judgemental style of blaming other people for negative events (rather than the situation or themselves) (Bentall, Corcoran, Howard, Blackwood, & Kinderman, 2001). The research evidence here is more inconsistent (e.g. Lyon, Kaney, & Bentall, 1994; Martin & Penn, 2002; Langdon, Ward, & Coltheart, in press), which may be due to difficulties assessing the concept (e.g. Combs, Penn, Wicher, & Waldheter, 2007) or because the greater influence on attributional style is actually mood state. Finally, it should be noted that individuals with persecutory ideation are by definition misreading the intentions of other people and that theory of mind (ToM) dysfunction has been proposed as the cause (Frith, 1992, 2004). The empirical evidence indicates that ToM difficulties are apparent in people with a diagnosis of schizophrenia but that they may be most associated with negative symptoms and incoherent speech rather than paranoia (see reviews by Garety & Freeman, 1999; Brüne, 2004; Sarfati, Hardy-Baylé, Besche, & Widlöcher, 1997; Harrington, Siegert, & McClure, 2005; Freeman, 2007). The largest study of ToM in schizophrenia is by Greig, Bryson, and Bell (2004) and it best addresses the question of ToM and individual psychotic symptoms. A total of 128 out-patients with schizophrenia were assessed on the ability to understand hints. It was found that theory of mind performance was associated with thought disorder.

**Combining the Factors**

How do these factors combine to produce persecutory delusions? In essence, the anomalies of experience make the person feel *different* and in need of an
explanation. Typically, individuals vulnerable to paranoid thinking try to make sense of internal unusual states by drawing in negative, discrepant, or ambiguous external information. For example, a person may go outside feeling in an unusual state and, rather than label this experience as such (e.g. ‘I’m feeling somewhat odd and anxious today, probably because I’ve not been sleeping well’), the feelings are instead used as a source of evidence, together with the facial expressions of strangers in the street, that there is a threat (e.g. ‘People don’t like me and may harm me’). But why a suspicious interpretation of experiences? The internal and external events are interpreted in line with previous experiences, knowledge, memories, and emotional state, and therefore the origin of persecutory explanations lies in such factors (see Fig. 2). Emotion is key, especially anxiety. Suspicious thoughts often occur in the context of emotional distress, frequently triggered by stressful events (e.g. difficult interpersonal relationships, bullying, isolation). The theme of anxiety is the anticipation of danger and it is the origin of the threat content in persecutory ideation. Paranoid thoughts are often an anxious, ruminative extension of negative ideas about the self and others. Moreover, it is unsurprising that paranoid thoughts

---

Fig. 2 Outline of factors involved in persecutory delusion development
pass through the mind, since the decision whether to trust or mistrust is at the heart of all social interactions. The persecutory ideas are most likely to reach delusional intensity when there are accompanying biases in reasoning such as reduced data gathering (‘jumping to conclusions’) (Garety & Freeman, 1999), a failure to consider alternative explanations for experiences (Freeman et al., 2004), and a strong confirmatory reasoning bias (Freeman, Garety, McGuire & Kuipers, 2005). When reasoning biases are present, the suspicions are more likely to become near certainties; the threat beliefs become held with a conviction unwarranted by the evidence and may then be considered delusional.

The Impact of Social Factors

The cognitive perspective on persecutory delusions can help make sense of recent advances in the epidemiological understanding of psychosis. Two illustrative examples are taken here: victimisation and urbanisation.

A number of studies link trauma and psychosis (see Larkin & Morrison, 2006). For instance, Janssen and colleagues (2004) in a longitudinal survey of 4,000 adults in the general population found that a history of childhood abuse increased the risk of subsequent development of psychotic symptoms by over 10 times. In a cross-sectional study, victimisation events were associated with a twofold increase in the likelihood of paranoid thoughts (Johns et al., 2004). In a survey of over 10,000 Australians, all types of trauma, but especially rape, were associated with delusional ideation, and a dose–response relationship was found (i.e. those who had been exposed to a greater number of different types of trauma were more likely to report delusions) (Scott, Chant, Andrews, Martin, & McGrath, 2007). How might such trauma increase the likelihood of paranoia? There is evidence that the effect of victimisation events may be mediated by levels of anxiety, depression, negative ideas about the self and others, and stress sensitivity (Gracie et al., 2007; Freeman & Fowler, 2008; Glaser, van Os, Portegijs, & Myin-Germeys, 2006). In other words, it is by the affective route that victimisation has its (non-specific) impact on paranoia.

McGrath (2007) has highlighted ‘the surprisingly rich contours of schizophrenia epidemiology’. An impressively consistent literature now shows that the occurrence of psychosis is increased in urban environments (e.g. van Os, 2004; Sundquist, Frank, & Sundquist, 2004; Marcelis, Navarro-Mateu, Murray, Selten, & van Os, 1998; Kirkbride et al., 2006). For example, in a longitudinal study of 4.4 million people in Sweden those people living in the most densely populated areas had 68–77% greater risk of developing psychosis than those in the least populated areas (Sundquist et al., 2004). The cognitive impact of a deprived urban environment on individuals with persecutory delusions was examined in the Camberwell Walk Study (Elliot, Freeman, & Garety, 2008). Thirty patients with persecutory delusions were randomised to a 10-min exposure to a deprived urban environment or to a brief mindfulness relaxation task. After exposure, assessments of symptoms, reasoning, and affective processes were taken. Spending time in an urban environment made the participants more anxious and more paranoid. Compared with relaxation, walking in the main shopping street of Camberwell made patients think more negatively
in general about themselves and other people and increased the jumping to conclusions reasoning bias. Work examining the psychological impact of social factors related to psychosis is at a very early stage, but, intriguingly, urban environments may well affect several factors identified by cognitive research.

**Developing Treatments: An Interventionist Causal Model Approach**

Interventions that target single factors identified by the theoretical literature have two benefits: they test the causal role of the factor and they may show the efficacy of a new therapeutic technique. This research method has been termed an ‘interventionist causal model approach’ (Woodward, 2003; Kendler & Campbell, in press). It has rarely been applied to psychosis, although there are exceptions (e.g. Trower et al., 2004). It is timely to take this approach to the theoretical advances in understanding paranoia. An example draws upon the findings noted earlier of a connection between worry and paranoia (Freeman & Garety, 1999; Startup et al., 2007; Morrison & Wells, 2007; Freeman, Pugh, Antley et al., 2008; Bassett et al., in press). In a recent study, the worry cognitive style in people with persecutory delusions was targeted (Foster, Startup, Potts, & Freeman, submitted). Twenty-four individuals with persistent persecutory delusions and high levels of worry were randomly assigned to receive a four-session cognitive behavioural worry intervention or treatment as usual. The worry intervention, drawing upon the generalised anxiety disorder literature (e.g. Borkovec, Ray, & Stober, 1998; Dugas & Ladouceur, 1998), was specifically designed not to target the content of delusions. The main prediction was that the worry intervention would reduce both worry and paranoia distress compared with treatment as usual. In this open-label evaluation, assessments of worry and paranoia were conducted at baseline, at 1 month (end of treatment), and at 2 months. The worry intervention achieved a statistically significant reduction in worry, which was maintained at 2-month follow-up (effect size = 1.1). A significant reduction in delusional distress was also reported (effect size = 1.4). There was an indication that the worry intervention may reduce the frequency of paranoid thoughts (effect size = 0.6). Changes in levels of worry were associated with changes in levels of paranoia. A larger and more rigorous examination is needed, but the results support a causal role for worry in paranoia and show encouraging efficacy for a very brief intervention. In similar early-stage research, a 45-min reasoning intervention has been shown to increase data gathering with potential effects on levels of delusion conviction (Ross et al., in press), and the interventionist model is being applied to recent findings of an association between insomnia and paranoia (Freeman et al., in press). This work is part of a (substantial) process of developing a new multi-component cognitive-behavioural intervention that draws upon the marked progress over the last 5 years in the cognitive and social understanding of persecutory delusions.
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The Impact of Early Intervention in Schizophrenia

Alison R. Yung, Eoin J. Killackey, Barnaby Nelson, and Patrick D. McGorry

Introduction

Schizophrenia and other psychotic disorders are serious and potentially fatal illnesses that typically emerge during the sensitive developmental period of adolescence and emerging adulthood. For over 100 years, these disorders have been viewed pessimistically, characterized by high levels of stigma and neglect. However, the last two decades have seen the rise of “the early intervention movement” that advocates rapid access to care and comprehensive treatment in the initial stages of disorder. The basis of this strategy is that the first few years of illness represent a “critical period” (Birchwood et al. 1989, 1998), during which treatment will be most effective and may prevent future deterioration and secondary morbidity. This chapter examines the impact of and evidence related to early intervention.

What Is “Early Intervention”?

Schizophrenia usually begins with a prodromal phase, characterized by non-specific symptoms at first, followed by the gradual acquisition of positive psychotic-like experiences and often negative symptoms and deterioration in functioning, before the development of a full-blown first psychotic episode. Unfortunately, there often follows a period of time between the onset of the first psychotic episode and engagement in effective mental health care. This is referred to as the duration of untreated psychosis (DUP) (McGlashan 1999; Norman and Malla 2001). The length of the DUP depends on help-seeking patterns and service systems and can be prolonged, for example, up to 52 weeks (Loebel et al. 1992). Upon reaching a treatment service, acute management can begin, with an important aim of reducing distress and positive psychotic symptoms. This acute phase is then followed by the recovery phase, in which broader issues such as re-engagement with family, peers, vocation and
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education can be addressed, as well as attention to treatment maintenance and relapse prevention. This brief (and simplistic) summary of the onset phases of schizophrenia underlines that there are three key foci for potential intervention. These are as follows:

1. the prodromal stage;
2. the period of untreated psychosis; and
3. the first episode of psychosis and the recovery phase.

“Early intervention” refers to early detection and intervention in any of these stages.

The aim of early intervention is to provide timely treatment, thus decreasing the disruption to the young person’s life and preventing the development of chronic disabilities. Because symptoms and disability have already begun, early intervention in schizophrenia means early secondary prevention using the traditional primary, secondary and tertiary preventive framework. However, intervention in the prodromal phase can also be seen as indicated prevention, using the universal, selective and indicated prevention developed by the World Health Organization in 1994 (Mrazek and Haggerty 1994). The definition of indicated prevention is interventions targeted at individuals manifesting precursor signs and symptoms who have not yet met full criteria for diagnosis. As Mrazek and Haggerty (1994) note,

The identification of individuals at this early stage, coupled with the introduction of pharmacological and psychosocial interventions, may prevent the development of the full-blown disorder.

**Impact of Early Intervention**

**Focus 1: The Prodromal Phase**

**Detection of “The Prodrome”**

In psychotic disorders, an early prepsychotic stage is known to exist, one in which much of the collateral psychosocial damage is known to occur (Yung and McGorry 1996). This earliest stage could, in retrospect, be termed the “prodrome”, i.e., the precursor of the psychotic stage. However, since we can only apply the term “prodrome” with certainty if the definitive psychotic stage does indeed develop, terms such as the “ultra-high risk” (McGorry et al. 2003) or “clinical high risk” (Cornblatt et al. 2002) stage have been developed to indicate that psychosis is not inevitable and that false-positive cases also occur. This symptomatic yet prepsychotic stage is the earliest point at which preventive interventions for psychosis can currently be conceived (Mrazek and Haggerty 1994). Intervening during this prodromal phase may ameliorate, delay or even prevent onset of fully fledged disorder.
The challenge in detecting such a stage prospectively is first to define the clinical frontier for earliest intervention and “need for care”, which represents the boundary between normal human experience and pathology. Second, a set of clinical and other predictors need to be defined, which identify a subgroup at imminent risk for psychotic disorder. This is a complex task and the main issues involved have been covered in many recent publications (Yung et al. 1996, 2003, 2004b; Cornblatt et al. 2001; Warner 2005; Haroun et al. 2006; Olsen and Rosenbaum 2006). A practical operational definition of a prepsychotic “at-risk” or “ultra-high risk” (UHR) mental state, which could be shown to confer a substantially high risk of full-blown psychotic disorder within a 12-month period, was then developed and tested in the early 1990s (Yung et al. 1996, 2003). This has captured the attention of the field and has been the focus of much subsequent research, focusing on prediction, treatment and neurobiological aspects.

The initial study of the predictive validity of the UHR criteria found that they identified a group at high risk of transition to psychotic disorder (Yung et al. 2003), with a transition rate of over 40%. Subsequently other research centres have used similar criteria and found transition rates of 9–54% (Olsen and Rosenbaum 2006) with an average of 36.7% within 1 year (Ruhrmann et al. 2003). The largest sample to date (n = 291) of UHR or “prodromal” individuals has recently been published (Cannon et al. 2008). This study found a transition rate of 35% over two and a half years, with an estimated relative risk of 40% compared to the incident rate of psychotic disorders in the general population.

**Intervention in the UHR Stage**

People have problems before they have diagnoses (Macmillan and Shiers 2000).

UHR individuals are clearly symptomatic and in need of some kind of help. They usually report sustained subjective and behavioral change, such as distress, social withdrawal and difficulties in relationships and educational and vocational performance, over many weeks, months or years. A point to emphasize is that the need for clinical care in these young people precedes, often by a long period, the capacity to diagnose a clear-cut DSM IV psychotic disorder.

Following advances in identification of the UHR or prodromal group, researchers began to investigate the possibility of intervening in these individuals. The aims of this “prodromal” intervention were first to prevent or delay transition to psychosis and second to treat current problems, such as comorbid depressive or anxiety symptoms or syndromes. A further aim was to ensure that should transition to schizophrenia or another psychotic disorder occur the individual is already well engaged with treatment and DUP is therefore minimized. In addition, non-traumatic entry into an early intervention programme could be facilitated, possibly avoiding the need for in-patient treatment (Yung et al. 2004a).

Psychotherapy and pharmacotherapy have been the main forms of intervention in UHR/prodromal clinics. Psychotherapy (usually cognitive in orientation (Morrison}
et al. 2004; Yung et al. 2004a)) can be targeted specifically at positive symptoms, or at comorbid syndromes or symptoms such as depression or anxiety. Similarly, pharmacotherapy can be targeted at mood or anxiety disorders, which frequently are present in people presenting to pre-onset clinics (Svirsksis et al. 2005; Rosen et al. 2006), or specifically at subthreshold psychotic symptoms, and could include the use of low-dose antipsychotic medication (McGorry et al. 2002).

To date, three treatments trials have been published. These indicate that specific intervention, both psychological and pharmacological, may benefit individuals in terms of reducing the risk of transition from UHR state to full-threshold psychotic disorder or at least delaying or attenuating onset. The first randomized trial, conducted in Melbourne, Australia, at the PACE (Personal Assessment and Crisis Evaluation) Clinic between 1996 and 1999, aimed to determine whether a combination of up to 2 mg risperidone plus cognitive therapy (CT) \( (n = 31) \) was more effective than supportive counselling alone \( (n = 28) \) in preventing or delaying the onset of psychosis (McGorry et al. 2002). Significantly more people in the supportive counselling group developed a psychotic illness by the end of the 6-month treatment period \( (36 \text{ vs. } 9.7\%, \ p = 0.03) \). However, this difference was no longer significant at the end of the 6-month no-treatment follow-up \( (36 \text{ vs. } 19.4\%, \ p = 0.24) \), although individuals in the combined treatment group who were fully compliant with antipsychotic medication during the treatment phase were significantly less likely to develop psychosis over the follow-up period than the supportive counselling group. Members of both groups reported symptom improvement at the end of the 6-month follow-up phase and this was maintained when they were followed up 3–4 years later (Phillips et al. 2007). A number of limitations of this study have been noted (McGorry et al. 2002), including small sample size and lack of blind randomization to treatment group. In particular it was felt that treatment was not provided for long enough.

The PRIME (Prevention through Risk Identification Management & Education) North America study compared 12-month treatment with an antipsychotic (olanzapine, 5–15 mg daily, \( n = 31 \)) with 12 months of placebo treatment \( (n = 29) \) (McGlashan 2003; McGlashan et al. 2006). At the end of the treatment phase, 16% of the olanzapine group developed a psychotic episode compared to 38% of the placebo group, a trend level difference \( (p = 0.08) \), and the olanzapine group reported greater improvement in level of positive psychotic symptoms than the placebo group. After a second 12-month period during which neither group received treatment, the difference in the transition rate remained. However, the participants who took olanzapine reported significantly greater weight gain over the treatment phase than the placebo group \( \text{mean} = 8.79 \text{ kg, SD} = 9.05 \text{ compared to mean} = 0.30 \text{ kg, SD} = 4.24 \). McGlashan and colleagues (2006) admit that recruitment was slower than anticipated and the study did not have sufficient power to fully assess the efficacy of the active treatment in preventing transition to psychosis or impact on symptom severity.

Finally, a trial conducted at Early Detection and Intervention Evaluation (EDIE) in Manchester, United Kingdom, reported that only 6% of UHR participants who received cognitive therapy \( (n = 37) \) for 6 months developed a psychotic disorder
compared to 22% of individuals who did not receive any active psychological or medical treatment \((n = 23)\) (Morrison et al. 2004). A logistic regression analysis indicated that CT was associated with significantly lower likelihood of developing psychotic disorder than no treatment \((p = 0.028)\). This difference remained significant after another 6 months when no treatment was provided, suggesting that CT significantly reduced the likelihood of developing psychosis over a reasonably short follow-up period. Over a 3-year period, CT was associated with a significantly lower rate of transition to psychosis (when baseline cognitive factors were controlled for) and significantly reduced the likelihood of being prescribed antipsychotic medication (Morrison et al. 2007).

In a further development, a study has recently been completed, which examined the effect of eicosapentanoic acid (EPA) (fish oil) in the UHR group. This randomized control trial compared fish oil with placebo. At 3-month follow-up, 1 (2.6%) of 38 individuals in the EPA group and 8 (21.1%) of 38 in the placebo group developed psychotic disorder (chi-square exact \(p = 0.028\)). At 6-month follow-up, 11 (28.9%) of 38 individuals developed psychotic disorder in the placebo group, while no further transitions occurred in the EPA group (chi-square exact \(p = 0.002\)) (Amminger et al. 2007).

One of the criticisms of intervention in the UHR phase is that people will be mislabelled, potentially stigmatized and exposed to treatments that they did not need because they were not going to develop psychosis (“false positives”) (Bentall and Morrison 2002; Warner 2005). This is particularly a criticism targeted at interventions using antipsychotic medication. Morrison et al. (2004) specifically address this criticism in their choice of using only a psychological intervention, which they argue is less likely to lead to deleterious side effects than pharmacotherapy. While criteria for identification of those at risk of psychosis continue to detect large numbers of false positives, even the leading proponents of UHR/prodromal intervention advocate cautious use of medication, as do guidelines for treatment in this phase (Yung et al. 2004a, 2007b; International Early Psychosis Association et al. 2005; McGlashan et al. 2007).

Future research needs to focus on the continued improvement of the accuracy of predictive tools reducing the false-positive rate as much as possible and the development of knowledge about which interventions are required at what stage so as to reduce the exposure of people to unnecessary iatrogenic damage.

**Focus 2: Reducing Duration of Untreated Psychosis**

The controversy surrounding the importance of treatment delay in relation to poor outcome in schizophrenia seems to have been largely resolved following the publication of some key systematic reviews (Marshall et al. 2005; Perkins et al. 2005) and recent longitudinal research (Melle et al. 2004; Emsley et al. 2007). These studies have now established that longer DUP is both a marker and independent risk factor for poor outcome. The Early Treatment and Identification of Psychosis (TIPS) study
in Scandinavia (Johannessen et al. 2005) examined the effect of early intervention – and a corresponding reduction in DUP – amongst two samples of patients with first-episode psychosis who were recruited from the same healthcare district in Norway but at different time periods. A historical control sample \((n = 43)\) was assessed during the period 1993–1994, before the establishment of a community awareness programme and a system for early detection of psychosis, while an experimental first-episode sample \((n = 118)\) was assessed during 1997–2000, after the interventions (community awareness programme and early detection system). The authors compared the 1-year clinical outcomes and course of illness variables between the groups (Larsen et al. 2007).

At first assessment, the mean DUP for the early detection group was significantly lower than in the historical control group (28.2 weeks compared to 114.2 weeks), showing that a community awareness campaign about psychosis coupled with an early psychosis outreach team could reduce DUP (Johannessen et al. 2005). The study found that reducing DUP led to early benefits in reducing suicidal risk and severity of illness at initial treatment. At 1-year follow-up, there were no significant differences between the groups, however, in terms of the clinical course of illness (e.g., proportion in remission, relapse or continuously psychotic) or positive symptoms. However, there was evidence of sustained benefits in terms of negative symptoms, even after adjusting for age and premorbid functioning (Larsen et al. 2007). The rate of suicide plans or attempts was significantly lower in patients in the early detection programme compared to those with standard treatment even after adjusting for known predictors of suicidality (Melle et al. 2004). The TIPS investigators acknowledged that their findings could be due to a lead time bias and that a longer period of follow-up would be necessary to exclude or confirm this possibility (Larsen et al. 2007). However even if this were the case, the change in the introduction into psychiatric services, which for many FEP patients is a highly traumatic experience, is still an important clinical finding. The reduction in DUP in the early detection group meant that these patients had milder symptoms at the time of first treatment and therefore could be significantly more often treated as outpatients rather than having to be admitted.

Another study that examined the impact of education about psychotic disorders coupled with an early detection programme was the Lambeth Early Onset Crisis Assessment Team (LEO CAT) study (Power et al. 2007a,b). This study evaluated the effectiveness of a brief general practitioner (GP) education programme (approximately 25 min duration) combined with the introduction of an early detection assessment team (LEO CAT) compared with no GP education programme and standard local mental health services (no access to LEO CAT) in reducing delays to access treatment. A total of 46 clusters of GP practices in the London borough of Lambeth were randomized, with 23 in the intervention group and 23 in the control group.

The study found that significantly more GP practices exposed to the early detection intervention referred their patients directly to mental health services compared with control GP practices (86.1 vs. 65.7%). Furthermore, fewer patients in the intervention practices experienced long delays (over 6 weeks) between first contact with
the GP and being assessed by mental health services (13.9 vs. 37.1%). However, the overall mean DUP between the intervention and control groups did not differ significantly. Notably, this lack of difference in total DUP was due to the majority of DUP occurring before the patients reached the GPs. An important point from this study is that a brief, one-off GP education campaign plus the introduction of an accessible early detection team can reduce the delay between initial GP assessment and referral to specialist mental health services. In contrast, the long DUP before reaching GPs was still a problem. It may be that an intensive, targeted public education campaign, such as developed by the TIPS programme, is required to decrease this initial delay in help seeking.

Another finding apparent from the TIPS study was that although DUP is a malleable risk factor, it accounts for a relatively modest amount of outcome variance. This underlines the importance of not only treatment access in the first episode of psychosis but also the need for high-quality treatment during the early years of illness.

**Focus 3: The First Episode of Psychosis and the Recovery Phase**

The principles of early intervention continue after an individual has accessed treatment for a first episode of psychosis. That is, a preventive focus needs to be taken to reduce the trauma of initial presentation, enhance the therapeutic alliance and to vigorously treat the acute phase. In the recovery phase, the prevention or reduction of secondary morbidity is a focus, as well as attention to family, peer and vocational issues.

**Acute Phase**

Currently there are highly effective, if still imperfect, treatments to reduce symptoms and promote recovery of the first psychotic episode, and the probability of acute symptomatic recovery is high (70–90% depending on sampling and definition of response) (Lieberman et al. 1993; Robinson et al. 1999; Emsley et al. 2007). The International Clinical Practice Guidelines in Early Psychosis (International Early Psychosis Association et al. 2005) recommend the use of atypical antipsychotics as first-line therapy, because of better tolerability (a crucial issue in drug-naive first-episode patients) and reduced risk for tardive dyskinesia. The large multicentre European First Episode Schizophrenia Trial (EUFEST) (Kahn et al. 2008) supported this recommendation. This study found that while most patients responded well to both typical and atypical medications, with no significant efficacy differences, discontinuation rates and tolerability were clearly superior for atypical agents. This was true even when contrasted with very low-dose haloperidol. However, some atypicals have a particularly high risk of weight gain and metabolic problems and these risks need to be carefully managed and prevented wherever possible. A recent paper (Perez-Iglesias et al. 2008), however, suggests that weight gain is a problem in the
first year of therapy for first-episode patients on both typicals and atypicals, with the key difference being the rate at which it develops.

Although the acute positive symptoms of a first episode of psychosis tend to respond well to antipsychotic medication, there is a risk of relapse, especially if individuals disengage with care or are non-adherent to medication (Tauscher-Wisniewski and Zipursky 2002; Emsley et al. 2007). Thus, services need to include out-reach components, which can recognize young people at risk of dropping out (Schley et al. 2008). There have been two trials that have used a randomized design to access the effectiveness of outcomes of intensive specialized first-episode services. The OPUS trial in Denmark randomly assigned 547 patients to either an integrated treatment in which they were provided with 2 years of service or a standard treatment (Thorup et al. 2005). The integrated treatment provided was intense and assertive and covered a wide range of domains including family therapy and social skills training. Caseload was 1:10. The control condition was treatment at a standard service in which caseloads were higher (1:25). The results from the study indicated that the integrated treatment had beneficial effects on symptomatic and functional outcome at 1 and 2 years (Petersen et al. 2005; Thorup et al. 2005) as well as a perceived reduction in family burden (Jeppesen et al. 2005). The more assertive nature of the early intervention model is reflected in the finding that patients receiving integrated treatment had an average of 77 contacts over the 2 years compared to 27 in the standard treatment group (Petersen et al. 2005; Thorup et al. 2005).

The second trial was the Lambeth Early Onset (LEO) trial (Craig et al. 2004). The LEO trial randomized people in Lambeth (South East London, England) presenting for a first-episode psychosis (or a second episode where there had been failure to engage previously) to either receive treatment from standard services or from a new early intervention service. It was found that there was a beneficial effect of the early intervention on re-admissions, relapses and drop-outs. However, when adjustments were made the relapse rate became non-significant. Further analysis of this study showed that the intervention group was more compliant with medication, spent more time engaged in educational or vocational pursuits, and established or re-established relationships better than the control group (Garety et al. 2006). The LEO trial shows that early intervention can achieve gains in both clinical and functional aspects of early psychosis.

**Recovery Phase**

The prevention or reduction of secondary problems requires the recognition of possible comorbidities and of the social impact of the onset of psychosis. Comorbidities include substance use disorders, smoking, forensic problems, social anxiety, depression and suicide. The social impact includes peer relationships, which tend to be crucial but fragile during this phase of life, the family network, educational and vocational trajectories and the evolution of the self and social identity. Early intervention in all these areas may increase the chances of a more complete functional recovery in the wake of symptom resolution. Clinical resources and skill are required to tackle these psychosocial challenges. Merely treating the psychotic
symptoms during the acute phase leaves most of the therapeutic work undone, yet this is what often occurs if inadequate tenure of care is provided during this phase (McGorry and Yung 2003), which Birchwood et al. (1998) has referred to as “the critical period” – up to 5 years after the first treated episode. Such band-aid treatment of the acute phase with minimal specialist aftercare misses this key preventive opportunity.

Two psychosocial strands of management that have been investigated are that of family and vocational interventions.

**Family Interventions**

Since most first-episode patients live with their families (Edwards et al. 1994; Davis and Schultz 1998), it is important that family members are involved in management. Furthermore, family members of individuals with psychotic disorders, including those with first-episode psychosis, often report distress, including feelings of anxiety, depression and economic strain (Addington et al. 2003). Thus family interventions in early psychosis have two aims: to improve the management of the patient with the disorder and to reduce stress on the family members. Involving parents in the management plan, especially within programmes that offer family psychoeducation and support, has been found to reduce relapse rates (Falloon et al. 1984; McFarlane and Cunningham 1996; Cassidy et al. 2001; Dyck et al. 2002; McFarlane 2002), decrease length of hospital stay (Cassidy et al. 2001) and increase medication compliance (Lehman and Steinwachs 1998; Pitschel-Walz et al. 2001; Robinson et al. 2002). Indeed, the efficacy of family interventions in reducing relapse is now considered an evidence-based intervention (Lehman and Steinwachs 1998; Addington et al. 2005). There is also evidence that family interventions can reduce distress in family members of first-episode patients (Addington et al. 2005). The OPUS early intervention trial found that relatives of patients in the integrated treatment group (which included a family psychoeducation component) felt less burdened and were significantly more satisfied with treatment than relatives in standard treatment (Jeppeisen et al. 2005).

**Vocational Interventions**

Rates of unemployment are high in first-episode psychosis, averaging between 40 and 50% (Killackey et al. 2006). For those who develop schizophrenia, unemployment rates are in excess of 75% (Marwaha and Johnson 2004). This is despite gaining competitive employment being the number one aim of people with serious mental illness (Secker et al. 2001). To date, there have been two reported studies of evidence-based employment interventions in first-episode psychosis. Rinaldi et al. (2004) conducted a non-randomized trial of individual placement and support (IPS) in London. They found that this intervention led to unemployment decreasing from 55 to 5%. Killackey et al. (2008) conducted the first RCT of IPS in first-episode psychosis in Melbourne, Australia. They found that in the group that received IPS, 85% had a positive vocational outcome – defined as getting a job, enrolling in a
course, or both – compared to 23% in the control condition. Furthermore, there was a significant reduction in the IPS group in the use of welfare benefits as opposed to no reduction in the control group. Another trial of IPS from North America is due to report soon (Nuechterlein, personal communication). The evidence to date strongly supports IPS as a form of vocational intervention in FEP. Vocational recovery is important as it leads to social and economic inclusion in a way that very few other interventions can. Consequently, the consensus statement of the International First Episode Vocational Recovery (iFEVR) group supports the use of IPS in FEP (iFEVR Group 2008).

**Further Issues**

Within the early intervention movement, there are two further questions that need addressing: how long should treatment in specialized early intervention services continue and how cost-effective are early intervention services?

In relation to tenure of treatment, although early psychosis programmes have been shown to improve outcome in the short term (OPUS, LEO), there is evidence that gains may not be sustained over the longer term if specialized services are withdrawn. The 5-year outcome data from the OPUS study have recently been published. After 2 years of access to an early intervention service, patients received standard care for the next 3 years. The outcome data showed that many of the gains in outcome evident at 2 years had been eroded by 5 years (Bertelsen et al. 2007). These findings, coupled with the high rate of relapse in young people with psychosis (Emsley et al. 2007), have led some to suggest that a longer continuity of care within first-episode programmes is warranted. Clearly, the tenure of treatment required in optimal early psychosis services warrants further investigation. It could be that if a longer period of more specialized care were provided, then the favourable difference in outcome that was established between early intervention and treatment as usual, as seen in the OPUS trial over the first years, could be maintained (McGorry et al. 2008).

Regarding the question of cost-effectiveness, some preliminary data addressing this issue are now available. The Parachute project (Cullberg et al. 2006) compared an early intervention model of service with both an historical control and a prospective control. Although there were no differences in patient cost between the programmes in the second and third years of the project, in the first year the total costs of the early intervention condition were significantly lower than the prospective control condition ($11,614 vs. $23,192 $p<0.05). This was mainly due to lower in-patient costs as the early intervention model was more focused on treatment in the community. This was also found earlier by an early psychosis programme in Melbourne (Mihalopoulous et al. 1999, 2007). A recent report by an independent economics firm in Australia found that the potential savings to the health system in Australia if early intervention was routinely available would be AUD$210,000,000 per year (Access Economics 2008). This saving does not include the saving that would also accrue if
some of the newer interventions that show great promise such as vocational intervention (Killackey et al. 2008) were also included. Clearly, more studies are needed to draw firm conclusions about cost-effectiveness of early psychosis services, but these preliminary data are promising.

**Future Directions – Clinical Staging**

With the advent of UHR (prodromal) detection and treatment, we have seen the frontier of early intervention pushed further distal from the end state of schizophrenia. Can intervention occur even earlier?

Currently there is no aetiopathological basis for diagnosing psychotic disorders. They can therefore only be diagnosed by the presence of characteristic symptoms or combinations of symptoms. In addition, we have no known risk factors that predict onset of psychotic disorder with any specificity. Thus, primary prevention is presently out of our reach. But can we detect the prodrome even earlier than our present system of relying mainly on attenuated psychotic symptoms? German researchers attempted to do this through their concept of “basic symptoms” – subtle subjectively noted changes in experience and behaviour (Gross 1989; Huber and Gross 1989; Klosterkotter 1992). These basic symptoms are theorized to be more closely related to the underlying schizophrenic-disease process than positive psychotic symptoms and are thought to form the psychopathological base from which Schneiderian first-rank symptoms develop (Yung et al. 2007a; Schultze-Lutter et al. in press). They are therefore seen as occurring earlier than attenuated psychotic symptoms. The Cologne Early Recognition (CER) study (Klosterkotter et al. 2001) sought to investigate the validity of these basic symptoms for the prediction of schizophrenia. In this study, 385 patients who were thought to be in the prodromal phase of schizophrenia were prospectively followed up after an average 9.6 (±7.6) years. Nearly half (49.4%) of the sample of 160 who were contacted at follow-up had developed schizophrenia. Only two patients who subsequently developed schizophrenia had not reported any basic symptom at baseline. Thus the presence/absence of any basic symptom predicted later presence/absence of conversion to schizophrenia in 78.1% correctly. Hence the basic symptoms concept and methodology may represent a strategy for diagnosing and intervening even earlier in psychotic disorders. Surprisingly, until recently the basic symptoms have had limited impact in Anglophone psychiatry. However, since the growth of the UHR/prodromal field, they are beginning to have some influence and are now being more widely researched through the EPOS study (Klosterkotter et al. 2005), are included in the CAARMS instrument (Yung et al. 2005), a specialized tool for assessing the UHR group and are now more readily assessable through a specific instrument (Schultze-Lutter et al. 2004).

An alternative to the basic symptoms approach to earlier detection and intervention would be to attempt to identify the prodrome of psychotic disorder through the earliest signs of change from premorbid mental state and functioning. The earliest
clinical stages of psychotic disorder are non-specific and overlap phenomenically with the initial stages of other disorders. For example, it has been shown that the prodromal phase of schizophrenia is indistinguishable from that of major depression (Hafner et al. 2005). Yet individuals do seek help for these symptoms and syndromes, even though a DSMIV diagnosis may not be possible at this early stage and considerable disability may already be present (Angold et al. 1999; Cosgrave et al. 2007). The idea would be to detect such help-seeking young people and offer them appropriate non-stigmatizing health care, without the expectation of a high rate of transition to psychotic disorder. That is, the aim would not be to expect a high degree of specificity but to detect individuals in need of treatment, some of whom may be at risk of psychotic disorder, some of whom may be at risk of a non-psychotic disorder and some of whom would spontaneously recover. Interventions would need to be benign and targeted at non-specific symptoms and could include, for example, supportive therapy, neuroprotective agents such as fish oil or exercise. This approach is consistent with the clinical staging model (McGorry 2007; McGorry et al. 2007).

Clinical staging differs from conventional diagnostic practice in that it defines the extent of progression of disease at a particular point in time, and where a person lies currently along the continuum of the course of illness. The differentiation of early and milder clinical phenomena from those that accompany illness extension, progression and chronicity lies at the heart of the concept. It enables the clinician to select treatments relevant to earlier stages and assumes that such early interventions will be both more effective and less harmful than treatments delivered later in the course. Using this model to treat help-seeking individuals before onset of frank disorders would solve many of the second-order issues raised by the early psychosis reform process, such as diagnostic uncertainty despite a clear-cut need for care.

The aim of developing a system for detecting a range of mental problems in young people and treating them would be to provide cheap and non-toxic interventions to prevent worsening of problems. At the same time, young people who are identified through such systems could be assessed regarding potential markers of schizophrenia or other disorders. A clinical staging model, which allows the relationship of biological markers to stage of illness to be mapped, may help to validate the boundaries of current or newly defined clinical entities, distinguish core biological processes from epiphenomena and sequelae, and enable existing knowledge to be better represented and understood.

Conclusion

The growth of the early intervention movement has seen the advent of preventive thinking in relation to psychotic disorders. This has required a shift in the way schizophrenia and other psychotic disorders are viewed. Rather than seeing them as having inevitably poor prognoses with deterioration in social and functional outcome as the norm, more recent concepts and strategies, backed up by evidence, view
the course of these disorders as much more fluid and malleable. As the International Early Psychosis Association states,

Comprehensive programmes for the detection of early psychosis and in supporting the needs of young people with early psychosis carry the important function of promoting recovery, independence, equity and self-sufficiency and of facilitating the uptake of social, educational and employment opportunities (International Early Psychosis Association et al. 2005).

It is hoped that continued optimism can be backed by further evidence and translation of evidence into practice. There are now hundreds of early intervention programmes worldwide, of varying intensity and duration, which focus on the special needs of young people and their families. International clinical practice guidelines and a consensus statement have been published (Edwards and McGorry 2003) and clinical practice guidelines for the treatment of schizophrenia now typically have a major section on early psychosis (National Institute of Clinical Excellence 2003; Royal Australian and New Zealand College of Psychiatrists Clinical Practice Guidelines Team for the Treatment of Schizophrenia and Related Disorders 2005). The International Early Psychosis Association (www.iepa.org.au), an international organization which seeks to improve knowledge, clinical care and service reform in early psychosis, has been in existence for over 10 years. This association has over 3,000 members from over 60 different countries and has held 6 international conferences, stimulating and capturing a large volume of research and experience. In 2008, responding to the widespread international momentum, the US National Institute of Mental Health announced a new funding initiative to study and promote the development of better services for patients with first-episode psychosis (www.nimh.nih.gov). However, while this large international investment in early intervention is promising, many countries have made no progress at all and others have achieved only sparse coverage (McGorry et al. 2008). Governments worldwide need to recognize the public health importance of untreated and poorly treated mental disorders.
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The Cross-Sectional and Longitudinal Architecture of Schizophrenia: Significance for Diagnosis and Intervention?
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Introduction

In the course of revising the current psychiatric classification systems, one of the major questions relates to the classification of schizophrenia. While cross-sectional issues of the pathogenesis of schizophrenia are duly reviewed in other chapters of this book, recent discussions have put aspects of the longitudinal time course of schizophrenia into their focus. Considering the onset of schizophrenia, initial prodromal symptoms have been characterized but yet yield a low sensitivity and specificity with progression rates to full-blown schizophrenia or “psychosis” in general (including affective disorders) ranging from approximately 15 to 40% in different studies. Thus, the question arises whether such findings warrant the inclusion of a novel “prodromal state” into the mental disorders chapter of the International Classification of Diseases (11th revision, hence ICD-11) or the Diagnostic and Statistical Manual issued by the American Psychiatric Association (5th revision, hence DSM-V). What may be the new diagnostic and therapeutic strategies to be employed in the obviously prognostically very important early stages of schizophrenia? Once schizophrenia has fully developed, cognitive dysfunctions like reduced attention and impairments of working memory play a major role in the determination of the further disease course in particular considering functional disabilities. This suggests these factors to be prime targets for novel therapeutic approaches. But can schizophrenia be regarded as a cognitive disorder and may the pathophysiological processes be regarded as exerting their pathogenetic actions on predefined and functionally discernible brain modules? Finally, social cognition has turned out to be a central determinant of functions of daily living including such important aspects as vocational functioning and integration into society. All these aspects were covered in the presentations of the session on “Psychopathology, cognition, outcome” at the 6th Symposium on the Search for the Causes of Schizophrenia in Sao Paulo, Brazil.
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in February 2009. This chapter will review the central ideas of the contributions in this session and will emphasize aspects of the time course of schizophrenia starting with the (potential) prodromal syndrome, followed by a discussion of the role of cognitive dysfunctions with an emphasis on social cognition in schizophrenia and novel preventive and therapeutic approaches based on such findings.

**Diagnosis and Classification: From Description to Function, to Brain Modules – and Beyond?**

Already Emil Kraepelin in 1920 claimed that the “patterns of mental disorders” were the “natural response of the human machinery,” which could be traced back to the “interplay of preformed mechanisms of our organism” due to the disturbance of “identical areas” (Kraepelin 1920). Today, in the course of revising ICD-10 and DSM-IV, similar ideas are being proposed, which take the shape of “disorder clusters” as a novel means of structuring the classification of mental disorders. For instance, Andrews and coworkers (unpublished) suggested defining a neurocognitive cluster (including such disorders as delirium, dementias, amnestic and other cognitive disorders), a developmental cluster (mental retardation, learning, motor skill and communication disorders, pervasive developmental disorders), a psychosis cluster (including schizophrenia, bipolar disorders, and schizotypal personality disorder), an emotional cluster (encompassing depression, anxiety disorders, post-traumatic stress disorder, and dissociative and somatoform disorders), and an “externalizing cluster” (with substance use disorders and impulse control disorders among others). The underlying guiding principle is that mental disorders – which are of a complex nature – may be decomposed into different symptom complexes that may have different neural substrates and etiological factors. A disorder like “schizophrenia” may then be decomposed into a cluster of “positive symptoms,” “negative symptoms,” “cognitive symptoms,” and “mood symptoms” (Hyman and Ivleva 2008). Many non-affected relatives may have minor symptoms or correlated structural and functional deficits, giving the clusters a dimensional characteristic. The current task is to define such clusters and validate them in field trials. For the cognitive symptoms, several initiatives are underway to define the most relevant cognitive domains, identify the clinical tests available for their assessment, and investigate the neural basis of these functions. The definition of neural circuits for disorder domains is still in its infancy, but several basic cognitive functions can be assigned to specific interconnected brain areas, like the amygdalae and their connections for the recognition of fearful facial expressions, or the hippocampus with its connections to the anterior cingulate and the dorsolateral prefrontal cortex for memory functions (Tamminga 2008). Viewing such functionally specified “modules” of the brain, a modular concept of psychiatric classification may be constructed in which these basic functional brain units become the targets of pathophysiological effects of genetic or environmental factors (Murphy and Stich 2000; Zielasek and Gaebel 2008). Recent applications of functional network analyses have
shown disturbed hierarchical organizations of brain networks in schizophrenia and the assessment of modularity has become one of the parameters of such network analyses (cf. Bullmore and Spoons 2009, and references therein). While Kraepelin’s idea was focused on anatomically localizable, functionally specified brain areas, today’s neuroscience informs us that the localization of functionally specified brain areas is possible, but that their connectivity with other brain areas is of similar importance and that such networks are dynamical in nature.

Regarding the application of such principles to schizophrenia, it appears that schizophrenia is composed of a psychotic core found in all patients supplemented with varying additional symptom clusters like negative symptoms, cognitive impairments, reality distortion, disorganization, and affective symptoms. These may, however, become the leading factors for social disintegration in the course of the disorder. Several different ways are theoretically possible to “deconstruct” psychotic disorders (recently reviewed by Gaebel and Zielasek 2008), and the main issue here will be to define selection criteria and design field trials to validate such “clusters.”

The cross-sectional architecture of schizophrenia in such a modular approach would necessitate the assessment of all relevant modular dysfunctions leading to a profile of disturbances of functional brain circuits (here termed “modules”). These different modules would be affected in different degrees and each clinical syndrome or “cluster” may be composed of a different set of disturbances. Figure 1 gives an example of such a profile in the case of severe delusions of persecution and auditory hallucinations. Obviously, the pattern would be quite different in a hebephrenic patient with a “deficit syndrome,” in which motor, social cognitive, or affective modules would be preferentially affected (cf. arrows in Fig. 1). Most importantly, such a cross-sectional architecture would not be stable over time, due to either the natural disease course or the effects of therapeutic measures. This may also influence

![Fig. 1 Cross-sectional architecture of “schizophrenia” in a modular approach. An example of the cross-sectional architecture of a psychotic syndrome with severe delusions of persecution and auditory hallucinations, with the height of each bar denoting the degree of disturbance of the respective module. A putative “psychosis cluster” would mainly involve elements of basic cognition and perception. Alternatively, in a severe hebephrenic syndrome, modules comprising the deficit syndrome including social dysfunctions would be more severely affected](image)
Fig. 2 Modular dysfunction, clinical diagnosis, and treatment decisions. Mental disorders are conceived of as a pattern of dysfunctions of functionally defined neural networks (“modules”). The y-axis gives the degree of functioning, with “100%” denoting normal function. In the first graph, the function of module A is slightly impaired (i.e., not 100% functional), but this does not lead to clinically detectable signs or symptoms (the clinical threshold is denoted by the upper dotted line). Module B is more severely impaired and its dysfunction may be clinically detected, but its dysfunction does not yet reach a degree to warrant therapy (note the lower dotted line, which indicates the treatment threshold). Modules C–G are most markedly dysfunctional and have fallen below the treatment threshold. With time (z-axis), the pattern of affected modules may change (second graph in time) and successful treatment or the natural course of the disorder may lead to full functional recovery (top line indicating that all modules have regained full functionality).

the continuous reassessment of treatment decisions, which may change over time given that the pattern of affected modules varies with time. Also, there may be a significant difference between a clinical threshold (i.e., the degree of disturbance of a module that makes its dysfunction clinically detectable) and a treatment threshold (i.e., the degree of disturbance of a module that makes treatment necessary). Thus, both the pattern of affected modules and the points where treatment decision have to be made are of a dynamic nature and need to be reassessed continuously during the disease course (Fig. 2).

Cognitive Function as a Criterion for Diagnosis, Course, and Prognosis?

The importance of cognitive functions as major determinants of functional outcomes in schizophrenia was addressed by Nuechterlein in this conference and may be summarized as follows: Cognitive impairments in schizophrenia are stable across
different stages of the disorder including periods of remissions; they can even be detected in non-affected first-degree relatives. Cognitive impairments are good predictors of the functional outcome in schizophrenia and they may also be suitable to predict the clinical course both before (e.g., Brewer et al. 2005, Lencz et al. 2005, Keefe et al. 2006, Whyte et al. 2006) and after the onset of schizophrenia (e.g., Wölwer et al. 2008). However, the neuropsychological tests usually used are not sensitive and specific enough to warrant their use for individual predictions. Several separable cognitive domains of functional importance have been identified by the MATRICS initiative (Nuechterlein et al. 2008). By drawing from developments in cognitive neuroscience, the CNTRICS initiative is currently in the process of selecting elementary cognitive paradigms with close ties to neural substrates as putative additional treatment targets in schizophrenia (Carter et al. 2008). Not surprisingly, the latter include domains of visual perception, working memory, attention, executive control, long-term memory, and social/emotional processing. In contrast to this deconstructionist approach, Dickinson and Harvey (2008) have suggested focusing on the generalized or more global cognitive deficit in schizophrenia. Neural network integration, reduced arborization and connectivity in distal dendritic processes, reduced fiber tract coherence, and myelin abnormalities may all be determinants of such generalized cognitive impairments.

An important question is how cognition and functional outcome are linked. Social cognitive processes appear to be of central importance concerning this relationship. Recent studies have shown that a two-factor model using both social cognition and basic cognition (often termed “neurocognition”) better explains observational data than a one-factor model of “general cognition” (Sergi et al., 2007), and that social cognition qualifies as a separable factor in addition to factors representing basic cognition (Allen et al. 2007). A recent workshop organized by the National Institutes of Mental Health has defined relevant terms in this area and identified suggestions for future research (Green et al. 2008). Despite social and basic cognition seeming to be separable factors, they are not independent of each other. Schmidt et al. (2008) reported a shared variance of about 50% between basic cognitive and social cognitive impairments. There is accumulating evidence that social cognitive processes mediate the impact of basic cognition on functional outcome, e.g., Schmidt and coworkers found that social cognition explains approximately 17% of the functional outcome impairment in schizophrenia, whereas the direct impact of basic cognition on functional outcome explained only about 9% (see also Addington et al. 2006, Sergi et al. 2006). In a similar type of analysis, Bowie and coworkers (2006, 2008) developed models predicting real-world behavior with data from specific neuropsychological and functional capacity measures in schizophrenia. Neuropsychological functioning showed a high degree of correlation with functional capacity, which in turn showed a high degree of correlation with work skill performance, community activities and interpersonal activities. More specifically, certain outcome measures were best correlated with some specific cognitive domains, for example, only processing speed and measures of attention/working memory predicted social competence, and the latter domain was directly related to work skill performance. Symptoms were directly related to outcomes, with fewer relationships
with competences. Thus, it appears feasible to identify the relative contributions of symptoms and specific cognitive domains to predefined functionally relevant outcome measures. This information will be very useful to identify those cognitive domains that may be prime targets to achieve improvements in “real-world behavior.”

Given the before-mentioned importance of cognitive functions for fulfilling one’s everyday role in family and community life, an important question is how far schizophrenia may be conceptualized as a cognitive disorder, with the acute delusional or hallucinatory delusions being consequences of such cognitive dysfunctions. But how specific are cognitive dysfunctions for schizophrenia as compared to affective disorders? Recent reviews by Buchanan et al. (2005) and Keefe and Fenton (2007) indicate that the patterns of cognitive dysfunctions in schizophrenia and affective disorders are not so much different regarding the areas of cognition that are affected, but rather the severity of dysfunction is more pronounced and more stable in the course of schizophrenia than in major depressive disorders or in euthymic bipolar disorder. Thus, due to their importance for functional outcome, cognitive factors were proposed to be included in the future definition of schizophrenia (Keefe and Fenton 2007; Keefe 2008, and discussion therein).

A second question addresses the issue whether the appearance of cognitive dysfunctions may serve as a predictor for future illness manifestation, and may qualify as a determinant of future illness progression. Keefe and coworkers (2006) showed that the total cognitive capacity is most impaired in patients with first-episode schizophrenia, followed by those at a high risk of developing schizophrenia who later develop schizophrenia, as compared to those not progressing to frank schizophrenia. Likewise, other studies have shown that the degree of impairments in memory functions in high-risk individuals may predict the subsequent transition to manifest psychosis (Brewer et al. 2005, Lencz et al. 2005, Whyte et al. 2006). But how may the link between functional outcome and cognitive function be constructed? Obviously, normal psychophysiological function depends on a physiological balance of neurotransmitters and neuroanatomic integrity. This sustains normal basic cognitive functions like attention, memory, and other types of information processing, which are the building blocks of integrative complex cognitive functions like abstract mental representations, volition, or social cognition. Several models have been proposed to explain psychotic symptoms with disturbed cognitive functions, like cognitive neuropsychiatric models of persecutory delusions (Blackwood et al. 2001; Freeman 2007) or Kapur et al.’s (2003) model of aberrant salience. Couture and coworkers (2006) extended these approaches to formulate a conceptual model of social cognition and functional outcome. Freeman and coworkers (this conference) investigated the cognitive and social processes underlying psychotic phenomenology focusing on persecutory delusions. Virtual reality studies provide novel experimental evidence that individual factors play a very important role in determining the “meaning” of social situations and that internal anomalous experiences, negative affects like anxiety, and reasoning biases (for example, jumping to conclusions or failure to consider alternatives) may all be involved in a complex and inter-individually variable combination. Social factors like traumatic experiences
or an urban development add to these cognitive factors. Thus, a range of triggers like major (critical?) life events may lead to anomalous experiences. These, combined with reasoning biases and emotional dysfunctions like increased worry, may misguide a (physiological!) search for meaning into a pathologic persecutory (threat) belief. Most importantly, interventions that target such contributing factors are being developed and initial evidence indicates that, for example, a “worry intervention” may reduce distress in psychotic individuals. These approaches may lead to the development of a multi-component behavioral intervention in the future.

Considering the potential for treating separable cognitive domains in schizophrenia, recent meta-analyses showed a significant reduction in positive symptoms after cognitive-behavioral interventions in schizophrenia (Zimmermann et al. 2005), but only mild improvements in cognitive functions following the administration of antipsychotic medication (Woodward et al. 2005). Cognitive remediation programs produce modest improvements in cognitive performance and – when combined with psychiatric rehabilitation – also improve functional outcome (McGurk et al. 2007). Such cognitive remediation programs differ with regard to the scope of cognitive domains addressed, i.e., whether the program focuses on only one cognitive domain like affect recognition or whether several subcomponents are addressed in parallel. Considering social cognition, impairments in the recognition of facial affect have been shown to be remediable by domain-specific, “focused” programs (e.g. Training of Affect Recognition, TAR, Wölwer et al. 2005) as well as by “broader” social cognitive skills training (SCST, Horan et al. 2009) addressing affect perception, social perception, attributional style, and Theory of Mind. The fact that the SCST improves affect recognition independently both of changes in basic cognitive functions and of other social cognitive functions may indicate that facial affect recognition is a separable cognitive domain (Horan et al. 2009). Importantly, practice effects in training programs must be considered in the analysis of putative domain-specific therapeutic (in particular drug-related) effects (Goldberg et al. 2007), which poses an additional challenge to trial designers. The more the knowledge gained about the neural networks underlying the relatively basic but still complex cognitive functions such as affect recognition or memory, the more likely it becomes that novel targets not only for training programs but also for pharmacological interventions will be identified. A recent review by Gray and Roth (2007) listed several neurotransmitters, their receptors and metabolic pathways including dopamine, nicotine, serotonin, and gamma-aminobutyric acid (GABA) among the most promising candidates. Some clinical studies lend reason to cautious optimism that novel domain-specific cognitive therapies will be developed in the near future and may lead to clinically meaningful improvements for patients with schizophrenia. Still, several conceptual questions as discussed by Keith Nuechterlein in this conference are currently open and need to be clarified in carefully designed clinical studies:

1. Will it be preferable to target specific cognitive functions or rather a generalized cognitive deficit in schizophrenia trials?
2. What are the therapeutically most relevant cognitive functions and what is the biological basis of their dysfunction in schizophrenia?
3. Can we develop therapies that specifically target social cognition or other cognitive functions based on their neurobiological underpinnings?

**Time for Early Diagnosis, Early Intervention – and Prevention?**

Given this progress on the role of cognitive dysfunctions in the pathogenesis of schizophrenia, a critical analysis is warranted of the question whether it is time to consider early diagnosis and early prevention for those who are at an increased risk of developing schizophrenia. The early illness course of schizophrenia is characterized by a premorbid and a prodromal phase, characterized by unspecific (e.g., impairments in concentration, sleep disturbances, restlessness, depressed mood) or more specific symptoms (e.g., ideas of reference, impression of being controlled, perceptual disturbances). Such pre-psychotic symptoms may be elements of a dynamic process in which symptoms come and go, in which coping strategies may limit the clinical effects of such symptoms and in which the threshold of clinical detection may be passed in both directions several times over time. In a modular approach to mental disorders, this may be depicted as in Fig. 3. But what is the meaning of a “prodromal syndrome” considering schizophrenia? It may be a sub-threshold illness variant with certain determinants for a progressive disease course, which may be amenable to treatment. Alternatively, it may be a comorbid disorder independent of the genuine schizophrenia disease process (this is suggested by the frequent affective symptoms in the prodromal phase, which may be part of an
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**Fig. 3** Subclinical symptoms, prodrome, risk status – a dynamic process? During the prodromal illness state, the function of one or several modules may be impaired without reaching the threshold of clinical signs or symptoms, but may be detectable by specific clinical tests. Also, coping strategies may successfully limit the development of impairment of modules leading even back to normal function. Also, the pathological hyperfunction of modules may play a role, like acoustic perception modules with spontaneous activity leading to acoustic hallucinations
underlying comorbid affective disorder). Prodromal symptoms may also be mere indicators of vulnerability, and may be completely unrelated to the disease process. They may also be part of a physiological stress reaction that occurs due to the separate underlying schizophrenia process leading to cognitive disturbances like persecutory misinterpretations of environmental signals. Together with epidemiological studies, the identification of the elements of a prodromal state may also lead to the definition of an “early” and a “late” prodromal state (Bechdolf et al. 2005; Ruhrmann et al. 2007). Both psychological and pharmacological interventions appear to be moderately effective in preventing progression to manifest schizophrenia in these early stages of the disorder. However, while previous studies had shown rather high spontaneous conversion rates in the range 30–40% (Cannon et al. 2008; Klosterkötter et al. 2008), a recent study from Australia showed a conversion rate of only 16% even in “ultra-high risk” individuals (Yung et al. 2008, and this conference). Given these epidemiological discrepancies, the factors governing the progression need to be identified and may encompass genetic factors, psychological factors, social factors, and a history of substance abuse. As an example, cognitive disease course predictors in high-risk persons were identified including memory functions and sustained attention (Brewer et al. 2005; Lenz et al. 2006; Keefe et al. 2006; Whyte et al. 2006), but it remains to be determined whether therapeutically addressing these dysfunctions is of any functional efficacy. Generally, one of the central questions is whether future studies should focus on a reduction in functional disability in prodromal states rather than on a reduction of the progression rate to schizophrenia and whether biological measures can increase sensitivity and specificity of the prediction (Cannon 2008). Recently published Italian guidelines for early intervention in schizophrenia clearly state that due to scarce evidence, recommendations for interventions targeting prodromal (non-psychotic) persons cannot be given, but that early intervention programs are highly recommended for the early psychotic phase. Needs-orientation of these services and independence of the traditional mental health services were recommended (DeMasi et al. 2008; Gaebel and Riesbeck 2008).

How can the predictive sensitivity and specificity of prognostic features in prodromal schizophrenia be increased in order to reliably identify those individuals who are at risk of developing the full clinical picture? In this context, it is interesting that some genetic factors seem to indicate a rather high conversion rate, but larger field trials are necessary to show whether such information is already sensitive enough on a population level to warrant inclusion in preventive trials (Hall et al. 2006; Keri et al. 2009). While the neuregulin 1 gene apparently is a risk factor for an extended or intermediate phenotype, current research is focusing also on the COMTval158met polymorphism and its predictive validity including its effects in neuroimaging studies (“imaging genetics”; Lawrie et al. 2008). Neuroimaging is also considered as a means to improve the prediction of disease progression. Cortical volume loss – most pronounced in the right prefrontal area – was found to be associated with psychosis onset (Sun et al. 2009), and white matter volume changes were shown in people developing psychosis (Walterfang et al. 2008). Furthermore, once the disorder has progressed to the first manifest episode of schizophrenia, cortical volume loss was
found to be positively associated with a poorer clinical course (Wobrock et al., in press). Further studies are needed to verify that such changes are also detectable on the individual and not just a group comparison level, and are sufficiently sensitive and specific to be useful for individual counseling in high-risk persons. In a positron emission tomography study, Howes et al. (2009) recently showed that elevated striatal dopamine function is associated with prodromal signs of schizophrenia and neuropsychological impairment. This novel approach may yield important new links in the intricate chain of events between morphology, function, and outcome in the early stages of schizophrenia, but currently only in the framework of clinical studies.

Given the many open questions regarding the optimal definition of the prodromal state, it appears unlikely that “prodromal schizophrenia” is already sufficiently characterized on a diagnostic level to warrant inclusion as a novel diagnostic category in the incipient revised psychiatric classification systems. The most relevant problems preventing inclusion so far are the heterogeneity of disorders prodromal states may transit to and the high number of false-positive classifications occurring on the basis of the current definition criteria. Beyond the theoretical and methodological implications of these two major problems, a premature inclusion of prodromal states as a new diagnostic category would also face the problem of stigmatizing people who never may transit to a mental disorder. Thus, the ethical issue arises as to how to avoid stigmatizing healthy high-risk individuals with a “prodrome label” on the one hand, but on the other hand also to provide counseling and clinical follow-up visits for those prodromal individuals without a psychiatric diagnosis but in high distress.

More research is warranted to quickly resolve such open scientific questions in this important area. In the meantime, McGorry and coworkers suggested including prodromal states into clinical staging for psychotic disorders by defining disease stages, corresponding target populations, and potential interventions. The proposed prodromal stages range from a genetic risk in first-degree relatives, when information and skills training may be most important, to ultra-high-risk individuals in which more specific therapeutic interventions may be warranted (McGorry et al. 2008, and this conference). Following such a staging scheme may hopefully lead to earlier, safer, and more effective interventions.

**Conclusions**

Currently, discussions about the reclassification of schizophrenia in DSM-V and ICD-11 focus on the role of the prodromal syndrome and its putative inclusion as a new diagnostic category, and the importance of cognitive dysfunctions for functional outcome and how to assess them. The inclusion of the prodromal states as novel diagnostic entities, however, appears to be premature given the high number of false-positive classifications (resulting in insufficient positive predictive values of the current diagnostic criteria), the heterogeneity of transitions from the
same prodromal states into different mental disorders, and the problem of early stigmatization.

Much more research is needed to demonstrate which modules of brain functions are affected in schizophrenia, how this pattern changes over time, how therapeutic interventions alter the disease course, and which prognostic factors are best for predicting disease progression. The importance of cognitive dysfunctions for the functional outcome is becoming increasingly realized and it therefore appears likely that cognitive domains will be included into the definition of schizophrenia. Other clusters or dimensions of symptoms like affective disturbances may also become included.

Considering the exploitation of these novel findings for an improvement of our therapeutic armamentarium in schizophrenia, several options in the fields of both pharmacotherapy and psychotherapy appear. Studies are needed to clarify whether targeting specific cognitive domains (tailored to individual impairments) or general cognitive and/or functional impairments will be more efficacious and cost-effective. Functional outcome assessments will probably play a more important role in the future supplementing classical outcome measures like the severity of psychotic symptoms or relapse/remission rates. Thus, the diagnosis and therapy of schizophrenia will become increasingly sophisticated for the better of our patients with schizophrenia and those at risk for developing schizophrenia.
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Part V

Schizophrenia and Other Psychotic Disorders: Boundaries and Similarities
Continua or Classes? Vexed Questions on the Latent Structure of Schizophrenia

Richard J. Linscott, Mark F. Lenzenweger, and Jim van Os

Introduction

Continuum and its various forms, synonyms, and antonyms frequently appear in the literature on schizophrenia, typically with two main referents. One concerns the nature of the signs or symptoms of the disorder and their relationships to normal psychological experience. For example, some speak of the phenotypic psychosis continuum comprising culturally normal experiential phenomena, subclinical experience, and clinically significant psychosis. Certainly, it seems that there is a phenomenological continuum of psychotic experience (van Os et al., 2008). The second concerns the latent structure of the population: A population has a continuous structure if its members comprise one group, and a class structure if its members comprise two, three, or more commingled types. Our focus here is on this latter sense of continuum.

Anecdotally, the prevailing view seems to be that the latent structure of schizophrenia is continuous. That is, if we take a view of schizophrenia that is broader than the construct the World Health Organization (2004) or the American Psychiatric Association (2000) describes and that encapsulates liability, the prodrome, and benign outcomes, there is no qualitative difference distinguishing individuals who are and are not affected by schizophrenia. A narrower version of this same view is that there is no latent boundary between affective and nonaffective psychosis, or dividing different psychosis phenotypes.

There is a small cohort of studies from the 1970s and 1980s that is often cited in support of this viewpoint, as a basis for rejecting the notion of a class boundary between affective and nonaffective psychosis (e.g., Kendell and Gourlay, 1970; Brockington et al., 1979; Kendell and Brockington, 1980). However, the
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1 By latent we mean the underlying structure, unobserved and unobservable, but inferred. Latent contrasts with manifest, which is the directly observed phenotype or endophenotype variable. See also Meehl (2004).
influence of these studies appears to outweigh their merit. In the first of these studies (Kendell and Gourlay, 1970), discriminant function scores were computed from clinical ratings obtained from a mixed sample of patients with affective psychosis or schizophrenia. The scores generated a trimodal distribution that was interpreted as inconsistent with a class distinction between schizophrenia and affective psychosis. A replication study in the same paper yielded the same conclusion.

The principal difficulty with this and similar papers is that the analysis approach that was used—seeking evidence of bimodality—is not suited to address the question of the latent structure of a population. First, when the latent structure is discontinuous, bimodality will not necessarily result (Murphy, 1964; Maxwell, 1971). Second, bimodality can arise in situations in which the latent structure is continuous, such as where logistic functions underlie the probability of phenotype expression (Grayson, 1987).

This early cohort of studies also gives rise to a broader implication: Statistical methods that are used to arrive at interpretations about latent structure subsequently may be found not to be suitable for addressing such questions. This has certainly been the case for the bimodal criterion. It is also the case for cluster analytic methods (Golden and Meehl, 1980; Cleland et al., 2000; Beauchaine and Beauchaine, 2002; Ruscio and Ruscio, 2004). Moreover, it may turn out to be the case for contemporary methods that, at this point in time, appear to work quite well. With this proviso in mind, we recently suggested there are two statistical approaches that may serve to model or test, respectively, hypotheses about the latent structure of schizophrenia (Linscott et al., 2009): factor mixture modeling (FMM; also called item-response mixture modeling) and coherent cut kinetic (CCK) methods (Meehl, 1973; Muthén and Asparouhov, 2006).

Briefly, FMM may be conceived of as the combination of two modeling methods: factor analysis and latent class analysis (Fig. 1). In factor analysis, latent continuous variables, or factors, account for observed variance among items. In latent class analysis, latent categorical variables representing classes account for observed variance among people. When combined in FMM, analyses can shed light on whether variance in data is best described in terms of latent classes, latent factors, or both (Muthén and Asparouhov, 2006).

![Fig. 1](image_url)  
*Fig. 1*  
Idealized depictions of (A) a latent factor structure identified by factor analysis, (B) a latent class or mixture structure with zero within-class covariance, and (C) a hybrid involving latent classes, each with distinct within-class factors
In contrast, CCK methods involve scrutinizing observed data for anomalies that are inconsistent with a latent continuous structure. For example, one of the most frequently used CCK methods, maximum covariance analysis, is based on a statistical theorem that covariance between two variables measured on a sample comprising two subsamples is a function of the covariances within the respective subsamples and the sizes and degree of separations of the subsamples. In practice, this means that latent structure can be evidenced by predictable patterns of covariance across subsamples in an ordered series. Conformity with a flat pattern favors a dimensional interpretation; conformity with a peaked pattern favors a class interpretation (Meehl, 1995; Waller and Meehl, 1998).

FMM and CCK methods are quite distinct in their mechanics. An important commonality is that these can each be used to contrast competing hypotheses about latent structure, especially dimensional vs. categorical hypotheses. Importantly, both approaches are constrained by their sensitivity to design and psychometric limitations. CCK methods are limited in that a single analysis cannot distinguish latent structures with more than two groups; the indicators (whether clinical ratings, self-report, or objective performance measures) must be monotonically related; and the primary results are graphical, requiring subjective judgments of shape. FMM is limited in that distinguishing among competing latent models is achieved by examining the fit of distributions that are composed using hypothetical latent structures, rather than by observing phenomena in the data that are indicative of latent structure (Linscott et al., 2009); alternative models can be indistinguishable in fit; the primary statistical results, although numeric, also require subjective appraisal; and they present a complex interpretive challenge, similar to that faced in factor analysis (Meehl, 1979). Given these limitations, CCK and FMM are complementary methods.

The primary reason we regard CCK and FMM methods as providing pertinent evidence is that these methods are unbiased, contrasting continuous and class hypotheses such that the resulting evidence can favor either of these alternatives (Meehl, 2004; Muthén and Asparouhov, 2006). In contrast, there are many studies of clinical features of schizophrenia in which latent class (Linscott et al., 2009) or factor (Peralta and Cuesta, 2001) analyses have been used to test ideas about the heterogeneity of schizophrenia. Those using factor analysis are, in essence, seeking to resolve heterogeneity through the identification of latent continua and those using latent class analysis, through the identification of latent classes. However, used in isolation, factor analysis cannot serve to discount a latent class structure, and latent class analysis cannot serve to discount a latent continuous structure. In short, factor analysis can (and always will) only find dimensions in data and latent class analysis, including cluster analysis, can (and always will) only find evidence for latent classes in data.

**Review Aims and Method**

Our objective is to determine whether there is a body of evidence that is inconsistent with the prevailing view that the latent structure of schizophrenia—broadly
defined so as not to exclude liability—is continuous. We sought four sets of CCK- or FMM-derived evidence. First, we sought evidence from analyses of clinical features of schizophrenia that make up Criterion A in DSM-IV. Second, we sought evidence from analyses of biological liability and, third, psychometric liability for schizophrenia. Fourth, we sought evidence from analyses of putative endophenotypes of schizophrenia, such as eye movement dysfunction.

In order to obtain an unbiased sample of research, we searched MEDLINE (1950 to December 2008) content for papers that contained any reference to schizophrenia spectrum disorders or schizotypy (search terms: schizophrenia$, schizotypy$, psychosis, psychotic, and schizotypy$, where term truncation is indicated by the $ suffix), and reference to class or a synonym of class (search terms: class, kind, category, type, subtype, taxa, taxon, taxonomic, taxonomic, categorical, categorical, continu$, discontinu$, discrete, or mixture), and reference to latent or one of its synonyms (search terms: latent, underlying, structure, structural, hidden, or unobserved$). This search yielded 1,222 papers, and 863 papers when limited to non-review human research. The latter were systematically reviewed, first by reading the titles and then, as necessary, the abstracts, to identify pertinent original research. Citations in pertinent original research were also searched for reference to other potentially relevant papers, which were appraised in the same manner as outlined above.

In reviewing this research, we have divided the papers into four subsets: those concerned with criterion symptoms of schizophrenia, those concerned with biological risk, those concerned with psychometric risk, and those concerned with putative endophenotypes of schizophrenia.

**Discontinuity in Clinical Features of Schizophrenia**

Whereas the first CCK methods were described and implemented in the mid- to late 1960s (Meehl, 1973), FMM has emerged only recently, within the last 10 years. Not surprisingly, then, nearly all the research we identified as pertinent involved the application of CCK methods. From what we can determine, the first study to approximate a contrast of continuum and class latent models using measures of clinical features of schizophrenia was reported by Kendell and Brockington (1980). It is not clear whether Kendell and Brockington were aware of the similarity between their statistical approach and CCK methods, and their approach was more rudimentary than that which Meehl described in 1973. Nevertheless, the Kendell and Brockington paper provides a useful orientation to the logic of CCK methods and so we review this in somewhat more detail than other studies.

Kendell and Brockington (1980) proposed that latent discontinuity between schizophrenia and affective psychosis would be evidenced by a nonlinear relationship between continuous measures of symptoms and measures of outcome. To test for nonlinearity, they divided a mixed psychosis sample \( n = 127 \) into 10 subgroups ordered on a continuous symptom index. Then, outcome indices, including measures of clinical outcome and social and occupational functioning, were plotted against subgroup position. They reasoned that nonlinear variation in outcome across
the ordered subgroups—more specifically, a sigmoid relationship—would constitute evidence of a latent class boundary. In contrast, if the latent structure were continuous, there would be a linear relationship between symptom ratios and outcome.

Figure 2 shows two hypothetical simulations illustrating these alternatives. The first simulation has a discontinuous structure, with 42% belonging to a schizophrenia class and a group effect size in the order of \( d = 2.0 \). Here, the mean correlation between symptom and outcomes in the mixed sample was \( r = 0.50 \). In the second, a correlated dimensional data set was simulated. The second simulation has correlated indicators (mean \( r = 0.55 \)) but a continuous structure. Analyses of both simulations proceeded as Kendall and Brockington (1980) specified, by dividing the respective samples into 10 ordered subgroups (ordered on a symptom scores, with low scores indicating affective psychosis and high scores indicating schizophrenic psychosis) and plotting mean outcome against each group (Fig. 2).

![Fig. 2 Kendell and Brockington’s (1980) kinetic cut method using ordered symptom subgroups. (A) Discontinuous simulation (\( n = 130 \), with 42% falling in the schizophrenia class): there is a nonlinear relationship between symptoms and outcome as subsample composition shifts from being pure affective psychosis (AP) to pure schizophrenia (SZ). (B) Continuous simulation (\( n = 130 \)): there is a linear relationship between symptoms and outcome. (C) Observed global outcomes reported by Kendall and Brockington (1980, \( n = 127 \)). Each plot shows mean outcomes for ordered subgroups. Error bars are standard deviations. The line in B is a least squares regression line and the curves in A and C are Lowess-smoothed averages.](image)

One of Kendall and Brockington’s (1980) results is shown in Fig. 2. On this basis, Kendall and Brockington concluded that the evidence did not demonstrate discontinuity, that there was no significant departure from linearity among the relationships between the outcome variables and the symptomatology index. However, although the logic was sound, the steps they took in their analysis were insufficient in two important respects. First, there was no consideration of the likely outcome of the procedure given the competing latent models. Kendall and Brockington did not simulate continuous and discontinuous data to determine the degree of departure from linearity associated with each model, nor did they consider the effects of the sample parameters on the analysis (e.g., effect of sample size, indicator validity, and taxa ratios). Second, the analysis ended somewhat prematurely, after only considering the distribution of means.
Kendell and Brockington’s (1980) results are sufficient, given certain assumptions, to allow supplementary analysis of their data. In their results (Kendell and Brockington, 1980, p. 328), 6 plots are presented showing each of the 10 symptom subgroup means and errors on 6 outcome indices. If it is assumed that the symptom subgroups are of approximately equal size (about 13 people per group) and that the errors are standard deviation for each subgroup, two additional results can be considered, both of which are based on the same analysis logic and only use the results they reported.

First, the logic underlying Kendell and Brockington’s analysis also underpins the CCK method, mean above minus below a cut (Meehl and Yonce, 1994). This procedure works in essentially the same way, except that the y-axis gives the mean outcome difference between those above and below the cut, and the sliding cut takes steps of $n = 1$. When the underlying structure is continuous, differences in outcomes across changing symptom ratios will tend to be flat or dish shaped (Fig. 3). In contrast, when the underlying structure is discontinuous, differences in outcomes will tend to be peaked, with the peak occurring at the point that best separates two latent classes. The observed curve for global outcome data reported by Kendell and Brockington (1980) has a clear peak: it is neither flat nor dish shaped (Fig. 3).

![Fig. 3 MAMBAC curves for (A) discontinuous and (B) continuous simulations ($n = 130$) and for (C) global outcome data reported by Kendell and Brockington (1980). Curves are Lowess-smoothed averages. AP = affective psychosis; SZ = schizophrenia](image)

The second supplementary result requires a small extension of Kendell and Brockington’s logic: If the underlying structure is discontinuous and if within the latent classes outcome is not correlated with symptomatology, there will be a predictable pattern of variance across the ordered symptomatology subgroups. Specifically, variance will maximize as the ratio of the two latent classes approaches 1:1 and minimize at the extremes where the class composition is almost pure (0:1 or 1:0). An increase in variation should occur as symptom ratios approach 1:1 because between-class variance would make increasingly substantial contributions to the subgroup variance. If the latent structure is continuous, variance across the ordered subgroups should be constant. This logic approximates that which underlies the CCK method, maximum covariance analysis (Meehl, 1973). This second analysis
was performed on the simulated data and the observed data, which yield a peaked maximum covariance curve (Fig. 4).

Although results from both these supplementary CCK analyses yield evidence consistent with the presence of a latent class boundary, the evidence is not strong for two reasons: First, there are multiple analysis limitations in these supplementary results: the analyses are ad hoc; additional corroborating statistical analyses cannot be performed; and it is not clear whether selected ranges of the y-axes are appropriate. Second, the symptom scores are discriminant function scores based on the provision of a diagnostic gold standard. Consequently, the CCK results simply corroborate that the discriminant analysis was effective in identifying a discriminating score. Interpreting these supplementary data as evidence of a latent class boundary would require the assumption that the diagnostic gold standard was accurately aligned with a latent class boundary and constitute a critical logical error. A significant advantage of CCK and FMM methods is that these can be applied where no gold standard is available (Meehl, 1973). Moreover, in an exploratory context, it is critical that such gold standards can be set aside.

Other studies of clinical symptoms have appeared only recently. Blanchard et al. (2005) provided a comprehensive analysis of negative symptom ratings on patients with schizophrenia-spectrum disorders with a view to testing the theory that the deficit syndrome has a latent class structure with a prevalence of 30%. Evidence from two CCK methods (maximum covariance analysis and mean above minus below a cut) converged to support the predicted structure, with an observed prevalence between 28 and 36%. However, two sample characteristics complicate the interpretation of this finding.

As with any analysis method, CCK and FMM are not intelligent systems. These detect anomalies in observed variance or recreate variance patterns, respectively, regardless of the source of the observed variance. Consequently, any systematic error variance in the observed data could resemble a meaningful latent class boundary. In the Blanchard et al. (2005) study, participants were patients in a 24-month multisite treatment outcome study (Schooler et al., 1997) and the indicators were
the average of negative symptom ratings obtained at baseline and 6 months into the intervention. Evidence indicates there were both significant site effects and treatment effects in the outcome data (Schooller et al., 1997). Although Blanchard et al. (2005) demonstrated the resulting latent class was not associated with any of the treatment conditions included in the original study, the observed latent class boundary may reflect variance introduced by site differences or by response vs. non-response to treatment. Unfortunately, it is not possible to disentangle these competing accounts of their findings.

Cuesta et al. (2007) conducted CCK analyses on reality distortion, disorganization, and negative factor scores obtained from SANS and SAPS ratings on 660 consecutively admitted patients who exhibited one or more psychotic symptoms at admission. In earlier research on the same sample, index psychosis and affective symptoms comprising more than a dozen indicators were subject to latent class analysis and yielded evidence for a five-class structure: a general schizophrenia class (prevalence = 42%) and classes characterized as psychotic with poor insight (19%), schizo-manic (17%), schizo-depressive (12%), and mixed psychotic-cycloid (10%) (Peralta and Cuesta, 2003). Unfortunately, the results from the CCK analyses were ambiguous, allowing neither a class nor a continuum interpretation (Cuesta et al., 2007). The primary cause of this ambiguity appears to have been the inclusion of what Meehl refers to as, parataxonic indicators in the analyses, that is, indicators that were not monotonically related, thereby violating the assumptions of the CCK analysis methods they used (Meehl, 1999). In Cuesta et al. (2007), whereas disorganization and negative factor indices were positively correlated \( r = 0.31 \), each of these was negatively correlated with reality distortion \( r = -0.07 \) and \( -0.15 \), respectively. Given a two-group mixture (e.g., Fig. 1), it is readily understandable that indicators that are sensitive to a two-class mix will be monotonically related. Consequently, a better strategy in the case of this data set would have involved separating the CCK analysis of the items contributing to the reality distortion factor from the CCK analysis of items comprising the negative and disorganized factors. Alternatively, CCK methods could have been used to validate one or more of the class boundaries implied by the results of the earlier latent class analysis by focusing on those indicators found to have discriminated one of the five classes from the remaining four (Meehl, 1979; Linscott et al., 2009).

Disorganization features have been analysed in isolation in two reports. An abstract from Morris Bell (1997) described three studies of cognitive disorganization using 6 items from the PANSS and samples sizes of around 400. Maximum covariance analyses were reported to yield evidence of latent class structures in the three samples. However, as full reports were never published (personal communication, Jan 18, 2008), it is difficult to evaluate the quality of these studies. Also, Blanchard et al. (2005) conducted limited CCK analyses on BPRS disorganization ratings on the same patients described earlier. In contrast to the relatively clear results obtained on the negative symptom indicators, disorganization ratings yielded ambiguous results and were not fully reported.

We found no studies of Criterion A symptoms in which investigators employed FMM in an exploratory fashion. The study that came the closest to doing so involved
reanalyses of hallucination and delusion ratings from two large epidemiological data sets, the National Comorbidity Survey and the Netherlands Mental Health Survey and Incidence Study (Shevlin et al., 2007a; see also Shevlin et al., 2007b). The critical limitation of these reanalyses was that the analysis model incorporated the assumption that any latent classes would be ordered along a single underlying dimension. That is, the analysis did not involve a contrast of continuum vs. class explanations. Consequently, it is no surprise that the classes they identified—four in all, labeled psychosis-like, intermediate, low, and normative—were consistent across the two samples and were interpreted as arising from a single underlying continuum.

**Discontinuities in Biological Risk for Schizophrenia**

Two reports described taxometric analyses of biological risk groups. The first of these involved analyses of data from the New York High-Risk Project, participants in which included offspring of schizophrenia \((n = 55)\), major affective disorder \((n = 38)\), and control \((n = 92)\) parents (Erlenmeyer-Kimling et al., 1989). Indicators were performance measures of attention, motor control, visuomotor integration, and intelligence, and these were analyzed using a forerunner to maximum covariance analysis (Golden, 1982). The results from the analysis were consistent with a latent class structure with a class-of-interest prevalence of 0.26, of whom 61% were offspring of parents with schizophrenia. The class prevalence varied with parent diagnosis, with the highest prevalence being among offspring of parents with schizophrenia (0.55), followed by affective disorder (0.32) and control (0.08) group offspring. Equivalent data from a replication sample (with \(n = 46\), \(n = 39\), and \(n = 65\), respectively), described in the same report, produced similar results, with an overall prevalence of 0.18.

The second study of biological risk followed an analysis of data from the Copenhagen High Risk Project (Tyrka et al., 1995). In this, social withdrawal, social anxiety, flat affect, passivity, poor prognosis, and peculiarity indices from 311 healthy offspring of normal mothers \((n = 104)\) or mothers with schizophrenia \((n = 207)\) were subject to the CCK method, maximum covariance analysis. The results suggested the combined sample had a latent class structure, with the clinically interesting latent class comprising approximately 49% of the sample, 81% of whom were offspring of mothers with schizophrenia; 58% of offspring of mothers with schizophrenia were in the latent class.

A continuum model of schizophrenia cannot readily explain these findings. This notwithstanding, there are significant problems with these studies that may compromise the validity of the results. First, the study samples both comprised participants drawn from two sources, the distinction between which might have engendered an artifactual latent class boundary. This is particularly the case in the Tyrka et al. (1995) sample. Whereas high-risk offspring had mothers with schizophrenia, the control offspring had no recorded family history of psychiatric disorder spanning
two prior generations. This artificial gap in the gene–environment baggage carried by the respective subsamples might have given rise to the appearance of a latent class boundary in the mixed data set. Alternatively, a gap such as this might have distorted or obscured a genuine latent class boundary.

The second problem concerns Tyrka et al. (1995) only. Here, the primary variables, or indicators, used in the analysis were selected on the basis of their sensitivity to offspring heritage. Indicators that were not sensitive to heritage were excluded from the analysis. Whereas indicator validity is a critical issue in the design of taxometric (FMM and CCK) studies, it is reasonable to argue that indicator validity should not be determined on the basis of sensitivity to those subgroups that are to be included in the taxometric analysis. A better strategy might have been to determine indicator validity on the basis of sensitivity to offspring heritage but to conduct the CCK analysis only with offspring of the mothers with schizophrenia. Given that fewer than 60% of those in the biological risk group were classified as being in the class of interest and given evidence on the heritability of schizophrenia (Gottesman, 1991), it would be reasonable to predict a taxonic outcome in this situation also.

**Discontinuities in Psychometric Risk for Schizophrenia**

The majority of reports we identified concern psychometric risk for schizophrenia (Table 1). The earliest of these studies was the first published application of CCK methods to the problem of the liability for schizophrenia. Golden and Meehl (1979) examined the latent structure of select MMPI item ratings obtained from nonpsychotic male psychiatric in-patients. In separate analyses, the items were demonstrated to distinguish schizophrenia and healthy respondents. Two analyses using distinct indicators yielded convergent evidence of a latent class boundary and a class-of-interest prevalence of approximately 0.40. The authors’ tentative assertion that the study provided evidence of a schizoid taxon has been strongly corroborated by a body of evidence comprising 12 subsequent published reports (Table 1) as well as several unpublished works or theses (Lowrie and Raulin, 1990; Brenner and Raulin, 1994; Brenner et al., 1995; Lowrie and Raulin, 1996; MacFarlane, 1996; Whitehead, 2005). Specific replication of Golden and Meehl (1979) was reported by Whitehead (2005) who obtained responses from an unselected sample of psychiatric patients on a direct (cf. criterion keyed) measure of psychometric risk. In contrast to Golden and Meehl (1979), Whitehead (2005) did not exclude patients with psychosis. Maximum covariance analysis yielded clear evidence of a latent class boundary with a prevalence of approximately 0.30.

The modal methodology in this body of research involved collecting self-report responses on a schizotypy questionnaire from a convenience sample of undergraduate participants. There is also relatively limited diversity in the assessment instruments that have been used, with 8 of 14 investigations in these 12 reports relying primarily on one or more of the Chapmans’ scales (Chapman et al., 1976, 1978; Eckblad and Chapman, 1983; Mishlove and Chapman, 1985). Only one study used
<table>
<thead>
<tr>
<th>First author (year)</th>
<th>Sample (n)</th>
<th>Measures (items)</th>
<th>Analysis (indicators)</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Golden and Mechl (1979)</td>
<td>Male in-patients, without psychosis (221)</td>
<td>MMPI Schizoidia Scale (7)</td>
<td>MAMBAC (7 items)</td>
<td>T, 0.37</td>
</tr>
<tr>
<td>Lenzenweger and Korfine (1992)</td>
<td>Undergraduates (1,093)</td>
<td>MMPI schizoid (113)</td>
<td>MAXCOV (3 factors)</td>
<td>T, 0.40</td>
</tr>
<tr>
<td>Korfine and Lenzenweger (1995)</td>
<td>Undergraduates (1,646)</td>
<td>Perceptual aberration (35)</td>
<td>MAXCOV (8 items)</td>
<td>T, 0.10</td>
</tr>
<tr>
<td>Lenzenweger (1999)</td>
<td>Undergraduates (429)</td>
<td>Perceptual aberration (35), magical ideation (30), referential thinking (34)</td>
<td>MAXCOV (3 scales)</td>
<td>T, 0.13</td>
</tr>
<tr>
<td>van Kampen (1999)</td>
<td>Primary health care patients (2,118)</td>
<td>4DPT pre-schizophrenic personality, insensitivity (16)</td>
<td>MAXCOV (7 items)</td>
<td>T, 0.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4DPT pre-schizophrenic personality, introversion (16)</td>
<td>MAXCOV (7 items)</td>
<td>T, 0.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4DPT pre-schizophrenic personality, neuroticism (16)</td>
<td>MAXCOV (7 items)</td>
<td>T, 0.40</td>
</tr>
<tr>
<td>Blanchard et al. (2000)</td>
<td>Undergraduates (1,526)</td>
<td>Social anhedonia (40)</td>
<td>MAXCOV (4 factors)</td>
<td>T, 0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MAXEIG (4 factors)</td>
<td>T, NR</td>
</tr>
<tr>
<td>Meyer and Keller (2001)</td>
<td>Students and employees (809)</td>
<td>Perceptual aberration (35)</td>
<td>MAXCOV (6 items)</td>
<td>T, 0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Magical ideation (30)</td>
<td>MAXCOV (8 items)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Physical anhedonia (50)</td>
<td>MAXCOV (7 items)</td>
<td>T, 0.13</td>
</tr>
<tr>
<td>First author (year)</td>
<td>Sample (n)</td>
<td>Measures (items)</td>
<td>Analysis (indicators)</td>
<td>Result</td>
</tr>
<tr>
<td>---------------------</td>
<td>------------</td>
<td>------------------</td>
<td>-----------------------</td>
<td>--------</td>
</tr>
<tr>
<td>Keller et al. (2001)</td>
<td>Undergraduates (1,103)</td>
<td>SPQ perceptual aberration (9)</td>
<td>MAXCOV, (7 items)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SPQ odd speech (9)</td>
<td>Mixed Rasch and LCA (7 items)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SPQ social anxiety (8)</td>
<td>MAXCOV, (7 items)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SPQ constricted affect (8)</td>
<td>MAXCOV (7 items)</td>
<td>T, 0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SPQ positive schizotypy</td>
<td>MAXCOV (4 scales)</td>
<td>A, 0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SPQ negative schizotypy</td>
<td>MAXCOV (3 scales)</td>
<td>T, 0.11</td>
</tr>
<tr>
<td>Horan et al. (2004)</td>
<td>Undergraduates (1,560) (^a)</td>
<td>Social anhedonia (40)</td>
<td>MAXCOV (4 factors)</td>
<td>T, 0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Magical ideation (30)</td>
<td>MAMBAC (2 factors)</td>
<td>A, 0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social anhedonia, magical ideation (70)</td>
<td>MAXCOV (8 items)</td>
<td>T, 0.22</td>
</tr>
<tr>
<td></td>
<td>Undergraduates (2,574)</td>
<td>Social anhedonia (40)</td>
<td>MAXCOV (6 factors)</td>
<td>T, 0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Magical ideation (30)</td>
<td>MAMBAC (2 scales)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perceptual aberration (35)</td>
<td>MAMBAC (2 factors)</td>
<td>A, 0.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Magical ideation, perceptual aberration (65)</td>
<td>MAXCOV (8 items)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social anhedonia, magical ideation, perceptual aberration (105)</td>
<td>MAXCOV (3 scales)</td>
<td>D</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>First author (year)</th>
<th>Sample (n)</th>
<th>Measures (items)</th>
<th>Analysis (indicators)</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linscott et al. (2006)</td>
<td>High school children (387)</td>
<td>Magical thinking, hallucinatory tendency, self-reference, perceptual aberration (26)</td>
<td>MAXCOV (4 scales)</td>
<td>T, 0.13</td>
</tr>
<tr>
<td>Fossati et al. (2007)</td>
<td>High school children, without history of mental disorder (929)</td>
<td>SPQ, STA, and SS Schizophrenism (123)</td>
<td>MAXEIG (4 scales)</td>
<td>T, 0.07</td>
</tr>
<tr>
<td></td>
<td>Undergraduates, without history of mental disorder (803)</td>
<td>SPQ, STA, and SS Schizophrenism (123)</td>
<td>L-MODE (4 scales)</td>
<td>T, 0.09</td>
</tr>
<tr>
<td>Linscott (2007)</td>
<td>Undergraduates (1,543)</td>
<td>TPSQ-positive schizotypy (66)</td>
<td>MAXCOV (6 scales)</td>
<td>T, 0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TPSQ hypohedonia (33)</td>
<td>MAXEIG (6 scales)</td>
<td>T, 0.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MAXCOV (6 scales)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MAXEIG (6 scales)</td>
<td>D</td>
</tr>
</tbody>
</table>
Table 1 (continued)

<table>
<thead>
<tr>
<th>First author (year)</th>
<th>Sample (n)</th>
<th>Measures (items)</th>
<th>Analysis (indicators)</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rawlings et al. (2008)(^c)</td>
<td>Undergraduates, university staff, subject pool participants, and respondents to advertising (1,073) (^f)</td>
<td>Perceptual aberration (35)</td>
<td>MAXEIG (4 scales)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Magical ideation (30)</td>
<td>MAMBAC (4 scales)</td>
<td>A, 0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MAXEIG (4 scales)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Social anhedonia (40)</td>
<td>MAMBAC (4 scales)</td>
<td>T, 0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MAXEIG (4 scales)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Physical anhedonia (59)</td>
<td>MAMBAC (4 scales)</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>MAXEIG (4 scales)</td>
<td>D</td>
</tr>
</tbody>
</table>

Note: 4DPT = Four-Dimensional Personality Test; A = ambiguous structure; D = dimensional (nontaxonic) structure; LCA = latent class analysis; L-MODE = latent modes analysis; MAMBAC = mean above minus below a cut; MAXCOV = maximum covariance analysis; MAXEIG = maximum eigenvalue analysis; MMPI = Minnesota Multiphasic Personality Inventory; SPQ = Schizotypal Personality Questionnaire (Raine, 1991); SS = Schizotypy Scale (Venables et al., 1990); STA = Schizotypal Personality Scale (Claridge and Broks, 1984); T = taxonic class structure; TPSQ = Thinking and Perceptual Style Questionnaire (Linscott and Knight, 2004).

\(^a\) Of these, 845 participants (54.2%) came from the Blanchard et al. (2000) sample.

\(^b\) High correlations among indicators suggests redundancy and violation of MAXCOV assumptions.

\(^c\) Sampling methodology introduced significant systematic bias. Indicator construction method suggests redundancy and violation of MAXCOV assumptions.
both CCK- and FMM-type methods of analysis (Keller et al., 2001). The majority of these studies are free of major threats to their internal validity.

Two exceptions deserve brief mention. First, Fossati et al. (2007) examined the latent structure of total scores on three schizotypy measures in two samples, one comprising university students and the other adolescent school children, using maximum covariance analysis (Table 1). A significant limitation of this study was that the scale total scores were highly correlated (mean $r = 0.65$). Given their hypothesis there is a latent class structure with a prevalence of 0.10, and given class effect sizes on indicators that are in the order of $d = 2.0$, the expected correlation among indicators is just $r = 0.36$ (Meehl, 1992). Consequently, the assumption of conditional independence (or, zero nuisance covariance) was likely to have been substantially violated, undermining the result of the CCK method they used by elevating covariance across the sample. An alternative more conventional approach, involving the identification of moderately correlated subscale or item scores, might have provided a sounder test of the hypothesis.

Second, Rawlings et al. (2008) presented a reanalysis of data from four Chapman scales collected for the development of the Oxford-Liverpool Inventory of Feelings and Experiences (Claridge et al., 1996; Claridge, 1997). One vital problem with study was the introduction of systematic bias in the sampling method. Participants comprised a mix of undergraduates and professional staff at two universities, general public who were members of an experimental participant pool, and respondents to advertisements seeking people for a study of out-of-body experiences. Advertisement respondents constituted 38% of the sample. A second vital problem affected indicator selection, which consisted of random within-scale item pooling without any minimization of indicator redundancy. This strategy likely resulted in significant violation of conditional independence. Beauchaine et al. (2008) discuss other important problems with this study.

These two studies aside, results from undergraduate samples were remarkably consistent and substantially in favor of a latent class model of liability for schizophrenia (Table 1). This was the case for indicators of both positive and negative features of schizotypy (Fig. 5). Of 16 unambiguous findings based on positive indicators, 11 were interpreted as evidence of a latent class boundary, with a median prevalence of 0.105, and 5 as evidence of a latent continuum. Of 10 unambiguous findings from negative indicators, one was interpreted as evidence of a latent continuum, with the remainder evidence of a latent class with a median prevalence of 0.085.

These studies are not without limitations. Despite significant encouragement to use indicators that span multiple modes of assessment (e.g., Meehl, 1973), virtually all of these studies relied on a single mode, namely self-report. Similarly, many studies relied on just one analysis method, typically maximum covariance analysis. Often, studies focused on narrowly defined indicators, such as perceptual aberration, and few studies sought to validate any classes that were identified using independent measures.

One unresolved question arising from this research is whether positive and negative features of liability indicate the same latent class. Horan et al. (2004) attempted
**Fig. 5** Class-of-interest prevalence estimates, and dimensional interpretations, from studies of psychometric risk in undergraduate and school children samples. (Estimates base on the mean-above-minus-below-a-cut CCK method are excluded as this procedure tends to over-estimate prevalence. Results from Fossati et al. (2007) and Rawlings et al. (2008) are excluded for reasons specified in the main text.) The horizontal marker indicates median estimates. A = ambiguous result, not included in calculation of median

to address this question in two studies and their results provide some evidence that classes identified by positive and negative indicators are neither independent nor redundant, with an overlap that is somewhat greater than chance (Linscott, 2007). The parataxonic correlations Cuesta et al. (2007) observed among their three factors are consistent with the notion that positive and negative indicators tap distinct latent classes, as is evidence of similar nonmonotonic relationships among other self-report measures (Chapman et al., 1982; Linscott, 2007).

**Discontinuities in Schizophrenia Endophenotypes**

A notable body of research has examined the latent structure of a small number of putative schizophrenia endophenotypes, including ventricular enlargement (Harvey et al., 1990; Daniel et al., 1991), disturbances in eye movement (Gibbons et al., 1984; Sweeney et al., 1993; Pauler et al., 1996; Ross et al., 1996, 1997, 2002; Rubin and Wu, 1997), impaired memory (Lo et al., 2002), impaired attention (Erlenmeyer-Kimling et al., 1989), or a combination of these (Lenzenweger et al., 2007) in patients with schizophrenia, affective disorder, or other psychoses, in their biological relatives, or in general population samples. Unfortunately, only two of these studies have used CCK or FMM: Erlenmeyer-Kimling et al. (1989), which was described above, and Lenzenweger et al. (2007).

Lenzenweger et al. obtained data on sensitivity of attention, measured with a continuous performance test, and pursuit gain and catch-up saccades, measured with an eye-tracking task, from a self-selected general population sample (n = 294). Maximum covariance analysis and finite mixture modeling both supported a latent class
model, with a class-of-interest prevalence of 0.27. Importantly, given the indicators, the liability status of this class was validated with two independent measures: self-reported features of schizotypal personality and family history of schizophrenia among first-degree relatives.

Discussion

The notion that schizophrenia, broadly construed, is on a continuum with normality affects research methodology, clinical practice, thinking about schizophrenia, and the direction of research. Our objective in this review was to seek evidence that might challenge this notion, purposively setting a standard of evidence that, if met, would cast doubt on the adequacy of a continuum model.

Evidence from studies of criterion symptoms of schizophrenia is, generally speaking, quite weak. Whereas this research could be interpreted as favoring a latent class viewpoint, serious methodological limitations suggest this research should be viewed with caution (Linscott et al., 2009). In contrast, studies of biological and psychometric risk and studies of putative endophenotypes provide a significant challenge to the continuum viewpoint. Several consistencies emerged. First, the majority of findings favor a latent class interpretation. Second, the estimates of the size of the latent class are high in studies of psychiatric patients and offspring of probands with schizophrenia and low in studies of general population and undergraduate samples. Third, evidence of taxonicity was not restricted to a particular measurement methodology. Finally, the level of replication of findings from studies of psychometric risk is very high (Beauchaine et al., 2008).

The evidence is consistent with a boundary that lies well beyond the clinical syndrome, presumably capturing related disorders, prodromal states, and trait liability. However, this interpretation comes with several important qualifications. First, although there are consistencies despite methodological variability, the methodological variability is not great and only the self-report-based evidence is well replicated. Moreover, the methodological variability only exists between studies. No studies have ventured to include indicators from a multilevel multimodal battery of measures (cf. Meehl, 1973). In the absence of within-study variability in measurement, doubts persist about the potential contribution of psychometric or measurement artifacts, on the one hand, and about the clinical relevance of the findings on the other (Linscott et al., 2009). That is, whereas a multilevel multimodal battery would simultaneously preempt concerns about measurement artifacts and clarify interpretation by linking clinical phenotypes, endophenotypes, exploratory measures, and latent structure, this approach has not yet been used despite early recommendations (Meehl, 1973).

Second, while the concept of a dichotomous class may be appealing and makes intuitive sense, it can be shown that common phenotypes are unlikely to be entirely dichotomous in nature if their origin is multifactorial. For example, diseases caused by a single dominant gene defect that is fully penetrant may exist as a truly dichotomous phenomenon. If nothing else influences the expression of the genetic defect,
the disease in question will have the same distribution as the genetic defect itself. However, in the case of multifactorial traits, such as the behavioral phenotype of schizotypy, where multiple interacting causes contribute to the phenotypic distribution, it can be shown, using statistical simulations, that the most likely distribution is half-normal (van Os et al., 2009). It may be argued that it would still be possible that multiple interacting factors contribute to an underlying continuous abnormality that, when a certain threshold is reached, gives rise to a dichotomous behavioral phenotype. Although this may be possible, it is unlikely given the fact that the biological and cognitive abnormalities associated with (the genetics of) schizotypy and schizophrenia have all been demonstrated to behave as linear risk indicators without evidence of threshold effects (Jones et al., 1994a,b). Therefore, to the degree that etiology dictates that the schizotypy phenotype must be continuous, it cannot be excluded that CCK and related statistical methods pick up a class where the phenotype exists as a severely skewed but continuous phenotype.

Third, the consistency between findings from studies measuring negative and positive features of psychometric risk should not be mistaken as evidence that the latent classes are one and the same. It is equally the case—given the design limitations of the available literature—that the evidence is consistent with the existence of distinct positive and negative latent risk taxa (Horan et al., 2004; Linscott, 2007). Indeed, the common observation of nonmonotonic associations between positive and negative markers of risk (Chapman et al., 1982; Cuesta et al., 2007; Linscott, 2007) is consistent with a three-group latent structure, comprising two risk groups and a large normative group (Meehl, 1999).

Finally, there is relatively little evidence on the validity of the latent class (or classes) of interest. More importantly, prospective evidence on the outcomes associated with class membership is particularly weak. There is some evidence from prospective biological high-risk cohorts that class-of-interest membership is associated with high rates of schizophrenia-spectrum disorders (Tyrka et al., 1995) and need for care (Erlenmeyer-Kimling et al., 1989). However, there is no prospective data from taxometrically defined psychometric risk groups. This notwithstanding, there is evidence that quantitative measures of psychometric risk are associated with schizophrenia-spectrum outcomes (Chapman et al., 1994; Poulton et al., 2000).

Professor Doug Melton (personal communication, February 19, 2009) often comments that one of the key hurdles to the advancement of research into neurological disorders is the dependence of research on participants who can only be identified once symptoms emerge. If a disorder has an early-life developmental etiology, the benefits of research into the end stages of the disorder are clearly constrained. Biological high-risk studies and research into prodromal states provide important means of moving beyond this constraint in the context of schizophrenia. However, given only a small minority of patients with schizophrenia have a parent with schizophrenia (Gottesman, 1991), a substantial proportion of the disease burden falls outside risk groups defined by inheritance. Similarly, prodromal research requires symptomatic help seekers and so is also constrained. In this context, psychometric methods for identifying liability for schizophrenia offer an important window for research into the causes of schizophrenia. If it is the case that liability is
continuously distributed in the general population, with no nonarbitrary boundary, venturing beyond the clinical syndrome carries the risk that research could become bogged down in personality variables and other individual differences (McGrath, this volume). In contrast, significant methodological efficiencies would be afforded if one or more natural boundaries exist.

Given the limitations of the available evidence, the growing recognition that DSM classes do not correspond to natural disease boundaries (e.g., Cannon, this volume), and the methodological significance of a nonarbitrary liability, it is time for more comprehensive analyses of continuum vs. class viewpoints. Three types of studies are required. Sound epidemiological general population studies are required to determine whether the latent class evidence obtained in psychometric risk studies can be corroborated using meaningful multilevel multimodal assessment batteries. Second, taxometric analyses of theoretically meaningful variables collected from unselected help seekers (i.e., samples unmodified by diagnosis- or symptom-related service parameters or inclusion and exclusion criteria) should be used to examine questions about the totality or unity of psychosis or about conceptual divisions between classes of schizophrenia (e.g., deficit vs. nondeficit). Third, where any evidence for latent class boundaries is found, prospective validation of the class of interest is essential.

Finally, in undertaking research in this area, design is critical. As mentioned, the statistical methods used in the literature we have reviewed are not intelligent systems, somehow only divining the latent structure of the theoretical notion the researcher is thinking about. In early studies, researchers devoted particularly careful attention to many—although not all—design issues beyond the technical application of the statistical procedures themselves: indicator selection, indicator validity, and the many issues involved in setting sample recruitment and composition protocols. It is concerning that this has not been the case generally, particularly in some of the more recent studies (e.g., Fossati et al., 2007; Rawlings et al., 2008). However, serious design-related oversights are not specific to CCK and FMM research. We recently suggested that similar serious design issues were so prevalent among research into Criterion A features of schizophrenia using latent class analyses that the body of literature itself provided no reasonable test of the latent structure of these features (Linscott et al., 2009).
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Integrating the Epidemiology and Pathogenesis of Schizophrenia from the Street to the Striatum: Integrating the Epidemiology and Pathogenesis of Schizophrenia

Robin M. Murray, Marta Di Forti, and Oliver Howes

Research into schizophrenia has proceeded in a patchwork manner as if isolated portions of a giant jigsaw were being completed with little thought as to how these might contribute to the whole picture. For example, investigations into the two major pathogenic theories of schizophrenia, namely the dopamine hypothesis and the neurodevelopmental hypothesis, proceeded for many years in parallel with little cross-talk. Only recently have there been attempts to integrate the two theories, with our group concluding that dopamine dysregulation is the final step in a complex developmental cascade that starts early in life and ends with the onset of full-blown psychosis (Murray et al., 2008a).

The neurodevelopmental hypothesis originally supposed that variants of developmental genes interacted with early neurological insults to produce developmental deviance and ultimately schizophrenia. As a result of epidemiological studies this hypothesis has been modified to include the pathogenic effects of abuse of certain drugs and also of chronic social adversity; therefore, it is perhaps now more appropriately termed the developmental hypothesis (Howes et al., 2004).

Unfortunately, there has been no such productive interchange between epidemiologists and dopamine theorists. Given the central role that dopamine dysregulation appears to play in the proximal pathogenesis of psychosis (Howes and Kapur, 2009), one inevitably must consider the causes of this dysregulation. We have elsewhere briefly outlined some of the evidence that various established risk factors for schizophrenia impact on the dopamine system (Di Forti et al., 2007). A logical extension of such reasoning is to consider whether the epidemiology of schizophrenia may be explained on the basis of what we know about the pathophysiology of dopamine. This chapter will address this question. However, first we will briefly review the modern view of how dopamine dysregulation underlies psychotic symptoms.
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Striatal Dopamine as the ‘Wind of Psychotic Fire’

The ‘classical’ dopamine hypothesis of schizophrenia was proposed over 30 years ago and states that schizophrenia is associated with an exaggerated dopaminergic function in the central nervous system (Snyder, 1976). We now know that this is a synaptic excess of dopamine: patients with schizophrenia show elevated baseline striatal availability of dopamine (Abi-Dargham, 2004; Howes et al., 2007) and increased release of dopamine in the striatum following amphetamine challenge (Laruelle et al., 1996; Breier et al., 1997; Abi-Dargham et al., 1998; Laruelle and Abi-Dargham, 1999a, b). Furthermore, the degree of dopamine release is directly related to the severity of symptoms, particularly psychotic symptoms (Laruelle et al., 1999).

Recently we have begun to understand how excessive release of dopamine facilitates the development of the classic positive symptoms of psychosis, hallucinations, and delusions. Building on the evidence that dopamine normally mediates the attachment of salience to ideas and objects, Kapur et al. (2005) proposed that heightened dopaminergic neurotransmission leads to aberrant assignment of salience to normal external and internal stimuli and that delusions arise from attempts to explain this. Until recently this remained only a theory. However, now Murray et al. (2008b) have shown that first-episode psychotic patients show less ability than controls to distinguish between motivationally salient stimuli as opposed to neutral stimuli, i.e., they showed rapid reactivity even to stimuli that predicted no reward. Furthermore, fMRI demonstrated that the patients showed smaller differences than controls in midbrain activation in response to stimuli that either predicted the possibility of reward or did not. Thus the patients showed both behavioral and physiological evidence of abnormality in dopamine-based reinforcement learning and provide empirical support for Kapur’s theory.

When does this dopaminergic dysregulation develop? We know that it occurs before the onset of frank psychosis and that there is excess release of dopamine from the striatum in individuals who are at ultra high risk of psychosis, as well as those experiencing their first psychotic episode (Howes et al., 2009). This suggests that, somewhere around their late teens, patients develop an abnormality of the dopamine system such that there is an exaggerated release of dopamine to normal stimuli.

We will now proceed to discuss how what we know about the epidemiology of schizophrenia might be related to the pathophysiology of dopamine.

Age of Onset and Gender Distribution

The most striking epidemiological characteristics of schizophrenia are (a) its predominant onset between late adolescence and early 30s and (b) the fact that it is more common and more severe in men. This distribution is paralleled by that of minor psychotic symptoms in the general population. Verdoux and Van Os (2002) who studied this latter showed a predominance of delusional ideas in young people,
especially males. Is it possible that young men are particularly vulnerable to development of psychotic symptoms both mild and severe because of the characteristics of their dopamine systems?

The age of onset distribution of schizophrenia fits well with what we know regarding the age-related activity of dopamine neurones. It is well established that there are significant reductions in pre- and post-synaptic markers during normal aging with losses in dopamine receptors and transporters (Reeves et al., 2002). The significance of this for the motor system is evident in the fact that Parkinson’s disease is mainly a disorder of later life. However, until recently little attention had been paid to the effects on behavior. Now Dreher and colleagues (2008) have investigated the neurofunctional consequences of this age-related dopaminergic decline. Using FluroDOPA PET and event-related fMRI, they showed that normal aging induces functional changes in the dopamine-based reward system and, in particular, in the relationship between subcortical dopamine availability and pre-frontal activity in reward processing (Dreher et al., 2008).

Gender differences in schizophrenia were the cause of much speculation in the 1990s. Two main theories were proposed to explain the early onset in males and male preponderance and severity. The first noted that schizophrenia is at least in part a neurodevelopmental disorder and that all neurodevelopmental disorders are more common in men (Castle and Murray, 1991). The second proposed that young females were spared schizophrenia by the antidopaminergic effects of estrogen (Hafner et al., 1993). However neither of these theories is satisfactory.

A more immediately relevant notion arises from recent evidence that men have a more positive subjective response to the effects of amphetamine. Munro et al. (2006) confirmed this in the course of a PET study examining the magnitude of displacement of raclopride binding following an amphetamine challenge. Importantly men showed robustly greater dopamine release in the ventral striatum and indeed in three out of four other striatal regions. The primary conclusion of the authors was that this greater effect on reward might explain why men are more likely to abuse drugs. However, they did also note the earlier onset and greater severity of schizophrenia in men though they did not suggest any mechanism underlying this. If indeed psychotic symptoms arise out of a dopaminergic disturbance of the normal process of attribution of salience, then could it be that males with their more reactive striatal dopamine system might be more prone to both the onset of disturbance and of its persistence.

**Abuse of Drugs**

Abuse of some but not all drugs is associated with schizophrenia-like psychosis. **Stimulants:** Amphetamine-induced psychosis was clearly described in the 1950s (Connell, 1958), and more recently the psychosis associated with methamphetamine use has been more fully examined in recent years by Chen et al. (2003). These investigators reported that methamphetamine users with psychosis presented a clinical picture that closely mimicked the positive symptoms of schizophrenia. How
does abuse of amphetamine or methamphetamine lead to psychosis? Repeated use of stimulants has been shown to result in sensitization of the dopaminergic system in healthy volunteers (Boileau et al., 2006). Furthermore there is evidence for cross-sensitization (Boileau et al., 2007). For example, ketamine, a stimulant that induces psychotic-like symptoms, increases the dopamine release to levels seen in patients with schizophrenia when given with amphetamine but not when given alone (Kegeles et al., 2000, 2002). These findings are consistent with the idea that in individuals who have a ‘sensitive striatal dopaminergic system,’ arising from either genetic reasons or through early environmental damage, repeated use of stimulants may induce sensitization of the dopamine system, to a point that it becomes dysregulated and results in disordered salience and ultimately psychosis.

Cannabis: There are now a number of longitudinal prospective studies that indicate that the use of cannabis leads to an increased risk of schizophrenia-like psychosis or psychotic symptoms (Andréasson et al., 1987; Arseneault et al., 2002; Fergusson et al., 2005). Several reviews and meta-analyses have been carried out, reaching the conclusion that heavy use of cannabis is a contributory cause of schizophrenia in a dose-responsive manner (Arseneault et al., 2004; Henquet et al., 2005; Murray et al., 2007).

Does cannabis or its main psychoactive ingredient tetrahydrocannabinol (THC) affect striatal dopamine? As yet only one published study has examined this following a challenge dose of THC. Bossong et al. (2009), using the PET and raclopride displacement paradigm in seven healthy males, noted significant displacement of raclopride compatible with THC having provoked the release of endogenous dopamine. These data suggesting that the psychotogenic effects of THC are mediated by dopamine are compatible with the findings of Caspi et al. (2005) who showed that those adolescent cannabis users who carry the val allele of the catechol-O-methyltransferase (COMT) gene are more likely to subsequently develop psychosis than those with the met allele; COMT, of course, is responsible for the breakdown of dopamine in the pre-frontal cortex.

Susceptibility Genes

Schizophrenia is highly heritable but identifying susceptible genes has proved far from easy. So far the evidence suggests the operation of many genes of small effect. Two particular types of susceptibility genes have recently been associated with schizophrenia. First are neurodevelopmental genes, such as neuregulin, dysbindin, and DISC 1 (Harrison and Owen, 2003; O’Donovan et al., 2008; Sullivan, 2008). Second, genes associated with dopamine regulation such as the COMT gene just mentioned and dopamine DRD3 have been reported as possibly implicated. Talkowski (2008) has suggested that possibly a number of small effects operating at different points in the dopamine system may act together to produce susceptibility.

Should this be the case then one might expect that the relatives of people with schizophrenia would share some of the dopaminergic abnormalities demonstrated by their affected kin. Indeed this seems to be the case. Finnish research has shown
that the first-degree relatives of people with schizophrenia show an increased capacity to synthesize dopamine in the caudate and the putamen (Huttunen et al., 2007).

**Obstetric Events**

Many studies have also shown that early environmental ‘insults,’ especially obstetric complications, such as hypoxia, are more common in people with schizophrenia than in the general population (Cannon et al., 2002), and there is increasing evidence that an interaction between genetically predisposed individuals and obstetric events may occur (Schulze et al., 2003) and that those patients who have suffered obstetric events are particularly to have decreased volume of the hippocampus (Stefanis et al., 1999).

Such early environmental factors may impact on the development of the dopamine system. For example, hippocampal lesions made in neonatal rats result in increased striatal dopamine levels in post-pubertal rats (Alquicer et al., 2004).

Animal studies indicate that perinatal damage leads to a labile dopaminergic system vulnerable to sensitization. Moore et al. (1999) suggested that developmental disruption of the hippocampus cortex can result in dysregulation of the dopaminergic inputs to the striatum, increasing the response to novelty, mild stress, or psychotomimetics.

**Social Adversity**

There has been a resurgence of interest in the effects of social adversity on risk of schizophrenia.

**Childhood:** Childhood trauma such as physical or sexual abuse, or emotional neglect is reported to be associated with a significant, although relatively moderate, increase in risk of later developing schizophrenia (Morgan and Fisher, 2007). Animal studies indicate that environmental effects post-natally may modulate striatal dopaminergic systems and that this may depend on gene–environmental interactions. For example, isolation rearing elevates striatal dopaminergic turnover in mice and is associated with deficits in pre-pulse inhibition (Eells et al., 2006b). The effects of isolation rearing on pre-pulse inhibition can be reversed by depleting dopamine levels in the nucleus accumbens (Powell et al., 2003). Maternal separation has similar effects on young rats, leading to alterations in striatal dopaminergic function (Hall et al., 1999).

**Later Effects:** It is well known that the incidence of schizophrenia is increased among migrants and minority populations (Harrison, et al., 1988; Bhugra, 2000; Selten et al., 2001). The incidence of schizophrenia among people from non-white ethnic minorities has been investigated by comparing neighborhoods where they constituted a smaller or larger proportion of the total population (Boydell et al., 2001). The incidence ratio of schizophrenia increased significantly as the proportion of minorities in the local population fell, from 2.4 in areas where the
Developmental Cascade towards Schizophrenia
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minorities formed a larger proportion of the local population to 4.4 in the areas where they formed a smaller proportion. This suggests that social isolation and the lack of social support for people living in an alien environment may be factors contributing to schizophrenia. Such population-based data are supported by animal studies that show that social isolation, social stress, subordination, or defeat are also associated with changes in the dopaminergic system (Shively, 1998; Iovivich et al., 2000, 2001). Hence, not only certain drugs of abuse but also certain types of social adversity could induce dopamine sensitization, disordered salience, and ultimately psychosis.

Of course such factors presumably operate particularly on those with a susceptible genotype. The nur1 gene is required for terminal differentiation of dopamine neurons and abnormalities in it have been associated with schizophrenia (Castillo et al., 1998; Chen et al., 2001). Mice heterozygous for the Nurr-1 null genotype show additional effects of isolation rearing. Isolation disrupted pre-pulse inhibition and reduced markers of pre-frontal cortical dopamine in Nurr-1 null heterozygotes compared to wild-type isolation-reared mice, whereas the group raised with Nurr-1 null heterozygotes did not show alterations in pre-frontal dopamine markers (Eells et al., 2006a).

Conclusion

In most medical disorders what is known about epidemiology maps directly onto theories of pathogenesis. This has not been the case for schizophrenia. However,
now that we know the main risk factors for schizophrenia and that dopamine-driven
dysfunction of the process of attribution of salience underlies some of the positive
symptoms of psychosis, the way is open to attempt to attempt to link the two, as
outlined in Fig. 1.

Of course, it is likely that there are many steps in between risk factors and the
dopamine system, involving, for example, GABA and glutamate systems. However,
the evidence that we have briefly discussed suggests that there is merit in setting
up hypotheses to test the relationship between identified risk factors and striatal
dopamine regulation.
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Cannabis: A Clue or a Distraction in the Search for ‘Causes’ of Psychosis?

John McGrath and Louisa Degenhardt

Introduction

Has cannabis been a distraction for the process of finding causes for schizophrenia or has it been a useful clue along the path to discovery? Good science is all about looking for clues, going down various pathways and then backing out if we come to a dead end. Sometimes we realize we have taken a wrong path in time to change directions quickly. Often it takes decades before we learn of our mistakes. However, it is important to note that regardless of what future researchers think about cannabis as a risk factor for psychosis, setting up and rejecting hypotheses is a defining feature of the scientific process. Rejecting a hypothesis is not an occasion for derision or hubristic scorn.

Cannabis rated only two brief mentions in the index of the proceedings of the 4th Search for the Cause of Schizophrenia meeting (Gattaz and Hafner 1999). At the meeting 5 years later, it was accorded an entire chapter (Witton et al. 2004). Over the past 4 years, studies that examine cannabis use as a potential cause of schizophrenia have continued to accumulate. It has remained a focus of research and a trigger for intense public debate. It could be argued that it has been a distraction for some – in particular politicians and social commentators. Politicians have eagerly examined the evidence linking cannabis and adverse mental health outcomes in order to justify changes to (or the maintenance of) the legal status of cannabis. However, it is doubtful whether changing the legal status of the drug would affect levels of cannabis use (Hall and Degenhardt 2003, 2006). Some might regard this distraction in a negative sense – as a futile waste of time. One man’s clue is another man’s distraction.
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A Glut of Narrative and Systematic Reviews

In recent years the field has been well served by narrative or systematic reviews of the association between cannabis use and risk of schizophrenia (Hall et al. 2004; Macleod et al. 2004; Fergusson et al. 2005; Degenhardt and Hall 2006; Murray et al. 2007b; Hall and Degenhardt 2008). Several papers have integrated the data using meta-analytic techniques (Henquet et al. 2005a; Semple et al. 2005; Moore et al. 2007). The conclusions of these reviews have been consistent: on balance, the best available epidemiological evidence suggests that the regular use of cannabis is associated with an increased risk of later schizophrenia and related disorders. As part of the revision of the Global Burden of Disease, the Expert Group on Mental Disorders and Illicit Drug Use once again reviewed the evidence linking cannabis as a risk factor for psychosis and, in particular, reviewed the multiple reviews conducted in recent years (Degenhardt et al. 2008). The summary table from this most recent review is shown in Table 1.

Table 1 Global Burden of Disease revision: summary of two systematic reviews investigating cannabis use as a risk factor for psychosis (Degenhardt et al. 2008)

<table>
<thead>
<tr>
<th>Study</th>
<th>Study type</th>
<th>Adjusted pooled estimate (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moore et al. (2007)</td>
<td>Searched Medline, Embase, CINAHL, PsycINFO, ISI Web of Knowledge, ISI Proceedings, ZETO, BIOSIS, LILACS and MEDCARIB from their inception to September 2006, searched reference lists of studies selected for inclusion, and contacted experts Studies were included if longitudinal and population based Seven studies were included (some multiple papers) (Andreason et al. 1987; Tien and Anthony 1990; Arseneault et al. 2002; van Os et al. 2002; Zammit et al. 2002; Fergusson et al. 2003, 2005; Caspi et al. 2005; Henquet et al. 2005b; Wiles et al. 2006). Data extraction and quality assessment were done independently and in duplicate</td>
<td>Ever used pooled AOR 1.41 (CI 1.20–1.65) 'heavy' use pooled AOR 2.09 (1.54–2.84)</td>
</tr>
<tr>
<td>Arseneault et al. (2002)</td>
<td>The research strategies used were computerized Medline and PsycLIT searches; cross-referencing of original studies; and contact with other researchers in the field Studies (Arseneault et al. 2002; van Os et al. 2002; Zammit et al. 2002; Fergusson et al. 2003) that included a well-defined sample drawn from population-based registers or cohorts and used prospective measures of cannabis use and adult psychosis</td>
<td>Pooled AOR 2.34 (1.69–2.95)</td>
</tr>
</tbody>
</table>

Note: AOR: pooled adjusted odds ratio; CI: confidence interval; HR: hazard ratio.

Multiple attempts have been made to explore the potential role of issues such as residual confounding, reverse causality, and a range of other methodological biases. For some, constant regurgitation of the primary data has not been sufficient to convince them that the association between cannabis is a causal agent of psy-
chosis. Some of these concerns have been outlined in commentaries or letters to the editor that have followed target articles (Anthony and Degenhardt 2007; Macleod et al. 2007; Perkonigg et al. 2008). This leads us to ask: What further evidence do we need to consider the evidence sufficient and how do we define a cause?

What Is a Cause?

Mervyn Susser (1991) wrote an influential paper 18 years ago titled ‘What is a cause and how do we know one? A grammar for pragmatic epidemiology’. In this article, the criteria made popular by Hill (1965) were refreshed and pragmatic definitions were provided to guide researchers. Many of the commentators on the topic of cannabis and psychosis have allocated the evidence to these headings (Witton et al. 2004; Degenhardt and Hall 2006). Apart from the epidemiological evidence, there is an ever-growing body of neurobiological evidence implicating cannabis in neurobiological pathways associated with schizophrenia (Murray et al. 2007b).

Commentators acknowledge that the application of causal criteria to evidence is not a straightforward process (Rothman and Greenland 2005) and belief systems related to competing epidemiological theories can cloud the debate. These issues have contributed to a debate around the interpretation of the association between cannabis and psychosis. Because observational data are prone to important errors, some commentators with a more cautious temperament do not interpret the cannabis evidence as ‘sufficient’ to warrant giving it the label of a ‘risk factor’ or a ‘component cause’ of schizophrenia.

A recent review process has brought these issues into sharp relief. As part of the revision of the Global Burden of Disease (Murray and Lopez 1996; Murray et al. 2007a), estimates of the prevalence of cannabis use and dependence have been compiled from around the world (Calabria et al. 2008), which will progressively be made available in reports and peer-reviewed publications. Material related to this exercise can also be found at the following website: www.gbd.unsw.edu.au. As part of this process, Comparative Risk Assessments (CRA) are being undertaken exploring the potential to avert disability by reducing or eliminating various risk factors associated with the outcome of interest (Degenhardt et al. 2008). Such exercises have been particularly valuable in modelling the potential impact of tobacco and alcohol use on morbidity and mortality, but no such global estimates have ever been made for cannabis use. Considerable discussion has occurred about whether there is sufficient evidence to justify undertaking a CRA for cannabis as risk factor for psychosis (Degenhardt et al. under review).

Why Might Cannabis Use Be Associated with Schizophrenia?

It is useful to define the ways in which cannabis use could be a ‘cause’ of psychosis (Degenhardt 2003; Arseneault et al. 2004). The strongest form of causal link is that
heavy cannabis use causes a psychosis that would not otherwise have occurred, that is, that cannabis use increases the incidence of psychosis.

A second hypothesis is that cannabis use is a contributory cause: it might precipitate psychosis in vulnerable individuals and is one factor among many (including genetic predisposition and other unknown causes) that act together to cause psychotic disorders. The evidence suggests that it is more likely that cannabis use precipitates psychosis in vulnerable persons. This is consistent with other lines of evidence suggesting that there is a complex constellation of factors leading to the development of psychosis (i.e., the stress–diathesis model of schizophrenia) and with studies suggesting that gene–environment interactions may provide some explanation of the association (Degenhardt 2003; Arseneault et al. 2004).

**Does Cannabis Use Influence the Prevalence of Psychotic Symptoms?**

Leaving aside the issue of whether or not cannabis use leads to an increased incidence of the clinical diagnosis of schizophrenia, let us rephrase the question from a different perspective. Does cannabis use cause isolated psychotic symptoms (e.g., delusions and hallucinations)? Several large population-based studies have reported an unexpectedly high prevalence of psychotic-like experiences among cannabis users (Eaton et al. 1991; van Os et al. 2000; Krabbendam et al. 2004; Hanssen et al. 2005; Scott et al. 2007b). A recent systematic review of population-based prevalence studies of subclinical psychotic experiences found a median prevalence rate of around 5% (van Os et al. 2008). This same study undertook a meta-analysis of risk factors and reported that cannabis use was associated with a twofold risk of endorsing psychotic-like experiences.

**Does Cannabis Use Influence Remission from Psychosis?**

For those with established schizophrenia, there is robust evidence that cannabis use is associated with reduced remission (and thus, persistent psychotic symptoms) (Linszen et al. 1994; Ferdinand et al. 2005; Henquet et al. 2005b; Degenhardt et al. 2007; Zammit et al. 2008). Thus, from the perspective of active psychosis in the community, increased cannabis use could increase the point prevalence of psychosis via two mechanisms. It could lead to an increased incidence of symptoms (subclinical or clinical) and it could also decrease remission of people with established psychotic disorders. As a consequence, the higher prevalence of psychotic symptoms and disorders translates into a greater disease burden, as measured by personal suffering, disability adjusted life years (DALYs), and demands on services (Saha et al. 2008).
Different Levels of Proof Are Required for Different Scenarios

Within any developing science, hypotheses flux in and out of fashion. Sometimes the literature reflects more the opinion of influential researchers rather than the objective data (McGrath 2005). History tells us that data can be wrong, and as new data accumulate we must remain vigilant to revise cherished hypotheses. It is entirely feasible that cannabis per se does not contribute to the risk of developing schizophrenia.

The uncertainty around the quality of data derived from observational epidemiology is cause of some angst within our field at the moment. Put bluntly, observational epidemiology can get it wrong – very wrong on occasions (Davey Smith and Ebrahim 2001; Smith 2001). With respect to cannabis, the findings from prospective longitudinal studies may still be vulnerable to residual confounding. The best way to deal with both known and unknown confounding is to use randomized controlled trials to explore the impact of an exposure on the health outcome of interest. Clearly, this strategy cannot be used to explore the association between cannabis and psychosis. Thus, we must have realistic expectations for this field. The evidence will never reach the ‘beyond reasonable proof’ level required in many criminal procedures. In the absence of this level of evidence we have no choice but to fall back on more relaxed evidential criteria, such as the thresholds used in civil courts. At this level, evidence is judged on ‘balance of probability’ or ‘preponderance of evidence’ criteria. Reassuringly, similar criteria have been recommended for the interpretation of the evidence for susceptibility genes for schizophrenia (Sullivan 2008).

Few, if any, commentators in the field believe that the evidence linking cannabis as a cause of schizophrenia is proven beyond reasonable doubt. Most, but not all, commentators would rank the current aggregation of epidemiological and biological evidence as somewhere between ‘moderate’ and ‘strong’. Within this level of proof, what actions should we take?

Regardless of how governments deal with cannabis use, there is widespread agreement that the research community needs to monitor cannabis use and related mental health outcomes closely in the years to come. For example, in sites with rising or falling prevalence of cannabis use, can we monitor changes in the incidence and prevalence of psychosis? Are there ‘natural experiments’ that could be used to examine changes in the frequency or dose of cannabis exposure? What would we expect to find if cannabis use increases in the years to come? Modelling exercises are now available that allow us to explore these questions (Anthony and Degenhardt 2007; Hickman et al. 2007; Saha et al. 2008).

The research community should also use genetic epidemiology to explore biologically plausible gene by environment interactions (Smith and Ebrahim 2004). Studies that have examined the interaction between cannabis and polymorphisms in genes such as COMT have been particularly interesting (Caspì et al. 2005; Henquet et al. 2006; van Winkel et al. 2007). One can safely assume that currently we are only scratching the surface with respect to understanding the genetic factors that may influence or moderate the associations between cannabis and psychosis.
Cannabis-Induced Apathy: What Are the Risks of Doing Nothing?

Regardless of the arcane and Jesuitical disputes amongst epidemiologists about whether the evidence is sufficient to accept cannabis as a cause of psychosis, there may be other criteria upon which to judge the debate. From a public health perspective, there is an argument that some interventions should be implemented in the absence of complete and definitive proof. For example, if the health outcomes are severe and there is lack of effective treatments, then it can be argued that relatively safe and cheap interventions could be trialled based on incomplete evidence. For example, observational epidemiology identified an association between infant sleeping positions and risk of sudden infant death syndrome (‘cot death’) (Moon et al. 2007). While there is still much work to be done in further reducing the incidence of this particular disorder and unravelling the biological correlates underpinning the condition, the simple public health advice about placing infants on their back to sleep has been a public health success story.

The aim in this instance would primarily be the reduction or prevention of cannabis use among young people, particularly those at risk of developing psychotic symptoms or disorder (Hall and Degenhardt 2006). Some might argue that an association with adverse effects of cannabis provides sufficient justification for maintaining or strengthening prohibition of cannabis use, but as has been argued in some length (Hall and Degenhardt 2003), this logic is flawed: prohibition has clearly failed to prevent many young people from using cannabis. Drugs such as alcohol and tobacco have been shown to have many serious adverse effects, yet remain legal. Finally, there is a need to balance the potential benefits of prohibition against the costs that society might bear due to aggressive implementation of such a scheme (Hall and Degenhardt 2003).

Educating young people about the risks of cannabis use is relatively cheap, safe and could avert adverse health outcomes if some choose not to use the drug. Such education needs to be carefully given, however, in ways that do not overly exaggerate the risks (Hall and Degenhardt 2006). Because it seems unlikely that the evidence base will ever be beyond reasonable doubt, maybe we should act sooner rather than later?

The Fertile Intersection Between Schizophrenia Epidemiology and Neurobiology

Apart from research that translates the epidemiological clues linking cannabis and psychosis into the arena of public health, the research community also benefits from translating these clues into the field of neurobiology. While the epidemiological data base has grown slowly over the past few decades, the pace of discovery has recently quickened as groups have used animal models to explore the impact of THC and related compounds on brain function (Gorriti et al. 1999; Boucher et al. 2007;
Murray et al. 2007b; Vigano et al. 2008). In the absence of a stimulus from schizophrenia epidemiology, it is feasible that these cannabinoid-related pathways would have remained poorly understood and under-appreciated.

Cannabis remains an important clue for the neuroscience community. Various animal models can help explore the neurobiological correlates of intermediate phenotypes of interest to our field (e.g., differential sensitivity to glutaminergic or dopaminergic agents). Invertebrate systems such as Drosophila or zebra fish can also provide powerful and efficient research platforms to explore research questions related to how cannabinoid-related mechanisms interact with brain functioning (Swinderen 2005; Scott et al. 2007a; van Swinderen 2007).

Conclusions

From all perspectives, the pace of discovery related to cannabis and psychosis has quickened in recent years. There is a general consistency in the epidemiological evidence base – cannabis use is associated with an increased risk of psychosis. Entwined with this evidence, there is a balanced appreciation that the evidence base needs to be interpreted with caution. Molecular, cellular and behavioural neuroscience has been energized by the clues linking cannabis to psychosis (Murray et al. 2007b).

Schizophrenia remains a poorly understood group of disorders. Even our best treatments are suboptimal (Andrews et al. 2003, 2004). In the absence of better treatments, the most effective way to reduce the disability associated with schizophrenia is to prevent the disorder (Saha et al. 2008). When considering potential risk factors for schizophrenia, we argue that candidates that offer the opportunity for public health interventions should be accorded more attention. Such research attention should be focused at the clinical and the population health level. Even if cannabis use is found to be a relatively small contributor to disease burden, such a finding nonetheless carries importance. Rather than a futile distraction, we argue that the links between cannabis use and schizophrenia remain a fertile and productive focus for investigation.
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The ‘Totality’ of Psychosis: Epidemiology and Developmental Pathobiology


Introduction

Among numerous impediments to further advancement between the fifth and sixth symposia on Search for the Causes of Schizophrenia, several uncertainties endure: (i) What are the boundaries of psychotic illness? (ii) Where do we position what we currently conceptualise and diagnose as schizophrenia within the much broader reality of psychotic disorder among those with serious mental illness and, indeed, of psychotic phenomena among the general population? (iii) To what extent are those components of psychotic illness that we resolve into separate diagnostic categories actually distinct in any fundamental way in terms of their epidemiological, clinical and pathobiological ‘signature’?

These challenges achieve their greatest currency via contemporary re-evaluation of the Kraepelinian dichotomy between schizophrenia and bipolar disorder in terms of phenomenology, epidemiology, pathobiology, course and treatment (Jablensky 1999; Maier et al. 2006; Ivleva et al. 2008), but in fact extend to the full breadth of psychotic disorder that places such demands on individuals, families, society and health-care provision. As we wrestle with such long-standing but still unresolved issues regarding the validity and meaning of conventional diagnostic categories, it is salutary to reflect anew on whether the use of such diagnoses facilitates or confounds our ‘search for the causes of schizophrenia’. A radical approach to this debate would be to study the ‘totality’ of psychotic illness naturalistically in the absence of a priori diagnostic restriction; subsequent post hoc imposition of contemporary diagnostic criteria would then allow the epidemiological, clinical and pathobiological characteristics of those categories to be compared systematically.

In contemplating a study of the ‘totality’ of psychotic illness, additional challenges are evident. There is now a wealth of evidence that factors such as urban birth (March et al. 2008) and migration status (Selten et al. 2007) can exert marked
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influences on risk for psychosis, as usually assessed in terms of schizophrenia. While such epidemiological findings surely contain important clues to causality, inevitable diversity in such factors confounds comparison between studies and obscures the fundamental nature of psychotic illness; this can only be clarified in the absence of such factors. Here we present an update on preliminary findings from the Cavan–Monaghan First-Episode Study, specifically designed to incept the ‘totality’ of psychosis in an unusually favourable social/demographic setting for such a purpose, together with initial findings relating to the developmental pathobiology of psychosis beyond schizophrenia.

The Cavan–Monaghan First-Episode Study

In 1995 we initiated a study of first-episode psychosis in Cavan and Monaghan, two rural border counties in the Republic of Ireland having an ethnically homogeneous population totalling 109,139. The basic methods of this study have been described previously (Scully et al. 2002; Baldwin et al. 2005).

In outline, the study involves the following ascertainment procedures: mental health care provided via strict catchment areas, involving home-base treatment with minimal recourse to in-patient care (Russell et al. 2003; McCauley et al. 2003); cases identified from (a) all treatment teams in the catchment areas, including services for the elderly, (b) cases from the catchment areas who present privately to St. Patrick’s Hospital or St. John of God Hospital, Dublin, which together account for >90% of all national private psychiatric admissions, and (c) cases from the catchment areas having forensic admission to the Central Mental Hospital, Dublin; primary entry criterion of a first lifetime episode of any psychotic illness, to include a first manic episode; no exclusion criteria other than a previously treated episode of psychosis/mania or psychosis occurring with a prior, overriding diagnosis of gross neurodegenerative disease (e.g., Alzheimer’s disease, Huntington’s disease or Parkinson’s disease); presentation at age 16 or above, with no upper age cut-off or loss of cases to services for the elderly; DSM-IV diagnosis intrinsic to (rather than an entry/exclusion criterion for) study at inception, together with psychopathological and cognitive assessments, and repeat DSM-IV diagnosis at 6 months; Research Ethics Committee approvals for all procedures, to include obtaining diagnostic/demographic information from case notes/treating teams for those declining formal assessment.

The Challenge of the ‘Totality’ of Psychosis

Over the period 1995–2008 we have to date identified 372 cases of first-episode psychosis, to include a first manic episode [mean age 38.4 years (SD 19.5, range 16–92); 216 males, age 35.7 years (18.5); 156 females, age 42.3 years (20.3)]. The incidence of psychosis was 33.5 (95% CI 30.1–37.0)/100,000 of population age
>15 years [males, 38.9 (33.9–44.5); females, 28.0 (23.8–32.8)]; risk for psychosis in males exceeded that in females [relative risk (RR) = 1.39 (95% CI 1.13–1.71, P < 0.01).

Among these 372 cases of first-episode psychosis, DSM-IV diagnoses at 6 months following inception were as follows: schizophrenia, N = 71; schizophreniform disorder, N = 21; schizoaffective disorder, N = 20; delusional disorder, N = 22; brief psychotic disorder, N = 21; bipolar disorder, N = 73; major depressive disorder with psychotic features, N = 77; substance-induced psychosis, N = 21; substance-induced mood disorder (selective serotonin reuptake inhibitor-induced mania), N = 6; psychosis due to a general medical condition, N = 11; mood disorder (mania) due to a general medical condition, N = 4; psychosis not otherwise specified, N = 23; and ‘simple deteriorative disorder’ (a DSM-IV – Appendix B exploratory entity relating to all the hallmarks of schizophrenia in terms of negative symptoms and functional decline but without sufficiently prominent positive symptoms to satisfy criteria for schizophrenia), N = 2. There were three cases of completed suicide over the first 6 months following inception, with the ‘last observation’ diagnosis prior to demise being carried forward.

**Major Post Hoc Diagnostic Nodes: Demographics and Psychopathology**

Among this ‘totality’ of psychosis, the three largest diagnostic nodes were as follows: schizophrenia [N = 71, age 31.3 years (14.7, range 16–79), incidence 6.4 (5.0–8.1); 53 males, age 29.2 years (13.5), incidence 9.6 (7.2–12.5); 18 females, age 37.5 years (16.7), incidence 3.2 (1.9–5.1)]; bipolar disorder [N = 73, age 32.6 years (15.7, range 16–80), incidence 6.6 (5.2–8.3); 38 males, age 31.2 years (13.3), incidence 6.9 (4.5–9.0); 35 females, age 34.1 years (14.7), incidence 6.3 (4.4–8.7)]; and major depressive disorder with psychotic features [N = 77, age 50.8 years (22.4, range 16–87), incidence 6.6 (5.2–8.3); 36 males, age 48.9 years (23.7), incidence 6.5 (3.7–9.1); 41 females, age 52.6 years (21.4), incidence 7.4 (5.3–10.0)]. For schizophrenia, risk in males exceeded that in females [RR = 2.95 (1.73–5.04), P < 0.001]; conversely, risk for bipolar disorder and major depressive disorder with psychotic features was indistinguishable between males and females.

In relation to psychopathology, total scores for the seven positive symptom items on the Positive and Negative Syndrome Scale (PANSS) were similar for cases of schizophrenia [17.0 (6.0), N = 51], bipolar disorder [16.2 (8.1), N = 46] and major depressive disorder with psychotic features [14.6 (6.5), N = 37]; total scores for the seven negative symptom items on the PANSS were only marginally higher for cases of schizophrenia than those of major depressive disorder with psychotic features, while total scores were considerably lower for bipolar disorder.

For cases of bipolar disorder categorised by DSM-IV as ‘with psychotic features’, total scores for the seven positive symptom items on the PANSS [17.3 (8.7), N = 31] were only slightly higher than those for all other cases of bipolar
disorder [14.0 (6.4), N = 15]; total scores for the seven negative symptom items on the PANSS were low and indistinguishable between these two groups of bipolar patients.

It will be necessary to clarify whether similar total subscale scores reflect similar individual scale items, altered distribution in item scores and/or confounding between domains of psychopathology such as negative vs. depressive symptoms.

**Major Post Hoc Diagnostic Nodes: Long-Term Follow-Up**

To clarify the stability of these diagnostic nodes and whether other diagnoses converge on these nodes, we conducted a long-term follow-up of those cases incepted over the first 8 years of the Cavan–Monaghan First-Episode Study (N = 202), to include DSM-IV diagnosis with multiple psychopathological and functional assessments. In an interim analysis of the first 178 of these cases (88%), followed up at a mean of 6.4 (SD 2.3) years post inception, diagnostic stability was as follows: schizophrenia/schizoaffective disorder, N = 34: 100% at 6 months, 85% at 6 years; bipolar disorder, N = 31: 97% at 6 months, 84% at 6 years; major depressive disorder with psychotic features, N = 35: 94% at 6 months, 74% at 6 years.

Among other diagnoses, schizoaffective disorder (N = 21), delusional disorder (N = 11) and psychosis not otherwise specified (N = 14) evolved primarily to schizophrenia or schizoaffective disorder from 6 months to 6 years. However, while 11 cases of brief psychotic disorder at inception resolved readily over subsequent weeks, by 6 years all had evolved to show serious mental illness: schizophrenia, N = 3; schizoaffective disorder, N = 1; delusional disorder, N = 1; bipolar disorder, N = 5; and major depressive disorder with psychotic features, N = 1.

**Major Post Hoc Diagnostic Nodes: Developmental Pathobiology**

While much theorising indicates an important role for early disturbance in brain development in the origins of psychotic illness (Waddington et al. 1999; McGrath et al. 2003; Rapoport et al. 2005), there is little understanding of the nature of this process and the extent to which it might generalise from schizophrenia to bipolar disorder (Dutta et al. 2007). Facial dysmorphologies in disorders of early brain development reflect the embryological intimacy with which the anterior brain and face evolve over early foetal life (Diewert et al. 1993; Waddington et al. 1999; Marcucio et al. 2005). Though anthropometric studies (Lane et al. 1997; McGrath et al. 2002; Hennessy et al. 2004) have indicated subtle facial dysmorphology in schizophrenia, this has yet to be studied systematically in bipolar disorder.

Using the 3D digitisation technology of laser surface imaging and geometric morphometric analysis of resultant 3D facial surfaces (Hennessy et al. 2002, 2005), we have recently identified a characteristic topography of frontonasal and associated dysmorphologies in schizophrenia (Hennessy et al. 2007). Identical methods
have now been applied to 13 male [age 45.0 years (SD 14.3)] and 14 female [age 44.7 years (SD 16.3)] patients with bipolar disorder, who include participants in the Cavan–Monaghan First-Episode study together with additionally recruited prevalent cases (Scully et al. 2004), in comparison with 61 male [age 40.7 years (SD 10.7)] and 75 female [age 38.0 years (SD 9.7)] control subjects from the Cavan–Monaghan community.

On application of Procrustes ANOVA to facial landmark-based data and regression analysis of those principal components of facial landmark-based and facial surface-based data that statistically distinguish patients from controls, both male and female bipolar patients evidenced significant \( P < 0.05 \) dysmorphism: common to male and female patients were overall facial widening, increased width of nose, narrowing of mouth and upward displacement of the chin; dysmorphism differed between male and female patients for nose length, lip thickness and tragiion height. The same analytical approaches indicated few morphological differences between patients with bipolar disorder and those in our previous study in schizophrenia (Hennessy et al. 2007).

**Epidemiology of the ‘Totality’ of Psychosis**

In the Cavan–Monaghan First-Episode Study we have sought, since 1995, the continuing inception of all incident cases of psychosis, to include a first manic episode, among a rural region of socioeconomic homogeneity that minimises the confounds of urbanicity and ethnic migration. To the extent that these aspirations are realised, the findings may be highly representative and so define the baseline epidemiology of psychotic illness on which urbanicity and ethnic migration act. Our ‘sister’ study, based in urban areas in and around Dublin city and using very similar methods (Browne et al. 2000; Clarke et al. 2006), will allow us to examine systematically and prospectively several issues related to urbanicity and, as the demographics of Irish society continue their secular evolution, to ethnic migration.

Results from the study to date indicate the striking diversity of the ‘totality’ of psychosis. On post hoc application of DSM-IV criteria to all cases of psychosis incepted in the absence of a priori diagnostic restriction, it was confirmed, as expected, that schizophrenia and bipolar disorder would constitute major diagnostic groupings. Yet these diagnoses each accounted for less than one-fifth of cases; furthermore, extension to ‘schizophrenia spectrum’ diagnoses (schizophrenia, schizophreniform disorder and schizoaffective disorder) increased the proportion only to less than one-third of cases. One contributory factor was the unexpectedly high incidence of a third major diagnostic grouping, i.e. a first psychotic episode on a background of major depressive disorder.

Risk for schizophrenia was threefold greater in men than in women, while risk for bipolar disorder and for major depressive disorder was essentially identical across the sexes; inception of cases without any arbitrary upper age cut-off yielded: (a) for schizophrenia a mean age at inception in the early 1930s, somewhat older for women
than for men, with a median below the mean indicating emergence primarily in the early phases of adulthood but extending upwards throughout the lifespan; (b) for bipolar disorder a mean age at inception in the early 1930s, at similar ages for men and women, with a median below the mean indicating emergence primarily in the early phases of adulthood but extending upwards throughout the lifespan; and (c) for major depressive disorder with psychotic features a mean age at inception in the early 1950s, with a median above the mean indicating emergence primarily in the later phases of adulthood but extending downwards throughout the lifespan.

Yet these varying epidemiological ‘signatures’ must be juxtaposed with substantive homogeneity in terms of indistinguishable overall incidence, presentation throughout the lifespan, indistinguishable total scores for the seven positive symptom items on the PANSS and substantial stability for up to 6 years of follow-up. Similarly, dichotomisation of bipolar disorder into two subgroups on the basis of the DSM-IV qualifier ‘with psychotic features’ revealed only minimal difference in terms of total scores for the seven positive symptom items on the PANSS; psychosis in bipolar disorder appears to be a generic characteristic, most likely evident along a continuum, rather than any basis for arbitrary subtyping of the disorder. Additional analyses will be necessary to examine (i) the factor structure of psychopathology for similarities vs. differences between and within these diagnostic nodes and (ii) whether any of their quantitative characteristics evidence unimodal vs. bimodal or higher order distributions to further address the issue of subgroups therein.

On long-term follow-up, schizophrenia, bipolar disorder and major depressive disorder with psychotic features were generally stable diagnostic categories, while schizophreniform disorder, delusional disorder and psychosis not otherwise specified evolved primarily to schizophrenia or schizoaffective disorder from 6 months to 6 years. A diagnosis of brief psychotic disorder appeared superficially benign, with psychosis invariably resolving over the weeks immediately following emergence and little evidence of recrudescence over 6 months. However, by 6 years all cases had relapsed to a more portentious diagnosis, most notably schizophrenia/schizoaffective disorder and particularly bipolar disorder. Brief psychotic disorder appears to be a deceptive entity that can be the harbinger of long-term evolution to serious psychotic illness and may repay more vigorous, sustained intervention.

Developmental Pathobiology of the ‘Totality’ of Psychosis

3D laser surface imaging and geometric morphometrics were applied to identify any domains of facial shape that distinguish bipolar patients from controls and bipolar patients from those with schizophrenia. Both male and female bipolar patients evidenced significant facial dysmorphology as a putative index of brain dysmorphogenesis. Furthermore, that dysmorphology of the frontonasal prominences and related facial regions in bipolar disorder is more similar to, than different from, that found in schizophrenia suggests some shared dysmorphogenic process.
This appears to involve disruption to the primarily midline process of normal growth of the anterior face and brain, narrowing of the anterior mid-facial region, primary palate formation, dissociation of cranial base width from anterior facial and cerebral changes, and more rapid forward growth of the face than of the brain; frontonasal and adjacent facial areas are related embryologically to the forebrain and anterior midline cerebral regions and function as a single developmental unit in terms of 3D gene expression domains (Waddington et al. 1999; Schneider et al. 2001; Marcuccio et al. 2005; Hennessy et al. 2007). On the basis of current knowledge as to the timing of these processes, the dysmorphologies characterising bipolar disorder and schizophrenia implicate dysmorphogenesis over a time frame that has limits of gestational weeks 6–19 but suggest a common denominator of weeks 9/10–14/15 of gestation (Waddington et al. 1999; Hennessy et al. 2007). Bipolar disorder and schizophrenia may reflect similar disturbances(s) acting over slightly differing time frames or slightly differing disturbances(s) acting over a similar time frame. Aspects of underlying developmental pathobiology may be tractable using mice that are mutant for genes associated with risk for schizophrenia, some of which are intimately involved in essential aspects of cerebral-craniofacial development (Waddington et al. 2007).

**Synthesis**

Focus on the ‘totality’ of first-episode psychosis, rather than on one or more a priori diagnostic categories, presents several challenges: (i) schizophrenia constitutes only a limited component of psychotic illness that presents to our health services for care; (ii) the three major diagnostic nodes of schizophrenia, bipolar disorder and major depressive disorder with psychotic features evidence some homogeneity for overall incidence, presentation throughout the lifespan and indistinguishable total scores for positive symptoms, and are substantially stable over several years of follow-up; (iii) brief psychotic disorder appears to be deceptive in its ‘transience’, as it can be the harbinger of long-term evolution to serious psychotic illness that may warrant more vigorous, sustained intervention; (iv) psychosis in bipolar disorder appears to be a generic characteristic, most likely evident along a continuum, rather than any basis for arbitrary subtyping; (iv); dysmorphology joins molecular genetics, structural brain pathology and cognitive dysfunction in indicating some shared pathobiology between schizophrenia and bipolar disorder and implicating some common process of dysmorphogenesis. The extent to which these concepts generalise to other components of the ‘totality’ of psychosis remains to be determined, yet they may inform importantly on how we structure health-care provision for the practical reality of psychotic illness and its disrespect for what are increasingly recognised to be arbitrary diagnostic impositions.
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Part VI
Treatment
Comparative Efficacy and Safety of First- and Second-Generation Antipsychotics in the Treatment of Schizophrenia: Facts and Fiction

Rajiv Tandon, and Babu Rankapalli

Introduction

The introduction of chlorpromazine into clinical practice a half-century ago revolutionized the pharmacological treatment of schizophrenia (Nasrallah and Tandon, 2009). Fifty typical or first-generation antipsychotics (FGAs) have since become available around the world (Table 1). These agents are extremely effective in reducing the positive symptoms of schizophrenia (delusions, hallucinations, disorganized thinking, and paranoia) and allowed deinstitutionalization of persons with schizophrenia. These agents are found to be minimally effective, however, against negative and cognitive symptoms that contribute to much of the disability associated with schizophrenic illness. Additionally, they do not substantially diminish the suicidality and social dysfunction associated with the illness. Furthermore, these medications cause a range of adverse effects including acute extrapyramidal symptoms and tardive dyskinesia. To a considerable extent because of their poor tolerability, patients often do not take these medications as prescribed and this, in turn, leads to psychotic relapses and poor outcome.

Clozapine, the first so-called atypical or second-generation antipsychotic (SGA), was introduced into clinical practice in the late 1960s. It did not cause EPS or tardive dyskinesia. Its other significant adverse effects, however, substantially limited its utilization and agranulocytosis kept it out of most parts of the world until the 1990s. The fact that it was more effective than FGAs in treatment-refractory patients (Kane et al., 1988), specifically reduced suicidality (Meltzer et al., 2003), and was devoid of significant short- and long-term motor side effects led to optimism that better antipsychotic treatments for schizophrenia were possible. Substantial efforts to develop “a better clozapine” have led to the introduction of 10 additional SGAs (Table 1) into clinical practice. Believed to be more effective and safer than the 50 first-generation neuroleptics, these 11 “atypical” or second-generation antipsychotics (in order of introduction, clozapine, amisulpride, zotepine, risperidone,
Table 1  List of first- and second-generation antipsychotics

First-generation antipsychotics (N = 50)

I. PHENOTHIAZINES
   (A) Aliphatic side chain (low–medium potency agents)
      Chlorpromazine, chlorprothazine, cyamemazine, levomepromazine, 
      promazine, triflupromazine
   (B) Piperidine side chain (low–medium potency agents)
      Mesoridazine, piperoxetine, pipoptiazine, propericiazine, sulforidazine, 
      thioridazine
   (C) Piperazine side chain (medium–high potency agents)
      Fluphenazine, acetophenazine, butaperazine, dixyrazine, perazine, 
      perphenazine, prochlorperazine, thiopropazate, thioperozine, trifluoperazine

II. BUTYROPHENONES (high-potency agents)
    Haloperidol, benperidol, bromperidol, droperidol, fluanisone, melperone, 
    mepazine, pipamperone, timiperone, trifluperidol.

III. THIOXANTHENES (medium–high potency agents)
     Thiothixene, chlorprothixine, clopenthixol, flupenthixol, zuclopenthixol

IV. DIHYDROINDOLONES (low–medium potency agents)
    Molindone, oxytremine

V. DIBENZOEPINES (low–medium potency agents)
   Loxapine, clotiapine

VI. DIPHENYLBUTYLPIPERIDINES (high-potency agents)
    Pimozide, fluspirilene, penfluridol

VII. BENZAMIDES (low-potency agents)
     Sulpiride, nemonapride, sulthropyridine, tiapride

VIII. IMINODIBENZYL (medium-potency agents)
     Clozapamine, mosapramine

Second-generation antipsychotics (N = 11)

I. BENZO (DIAZE- or THIAZE-) PINES (low and medium–high potency agents)
   Clozapine, olanzapine, quetiapine

II. INDOLONES and DIONES (low–medium and high-potency agents)
    Aripiprazole, paliperidone, perospirone, risperidone, sertindole, ziprasidone

III. BENZAMIDE (low-potency agents)
     Amisulpride

IV. AMINES (low–medium potency agents)
    Zotepine

olanzapine, quetiapine, sertindole, ziprasidone, aripiprazole, perospirone, and
paliperidone) have rapidly displaced the older agents in the treatment of schizophre-
nia (Jibson and Tandon, 1998; Kapur and Remington, 2001; Kane et al., 2003; Miller
et al., 2004) and have become the standard of care.

Varying definitions of what it means to be an “atypical” antipsychotic (Fig. 1)
have been utilized based on differential efficacy (“atypicals” considered more effec-
tive than “typicals” in neuroleptic-refractory patients; “atypicals” more effective
than “typicals” with regard to negative, cognitive, and mood symptoms), differen-
tial safety (lower liability of “atypicals” to cause acute and long-term motor side
effects), and distinctive pharmacology (e.g., “atypicals” being serotonin–dopamine
antagonists as opposed to “typicals,” which are merely dopamine antagonists)
(Moller, 2000). Even though none of these definitions strictly dichotomized the existing 61 antipsychotic agents into “atypical” and “typical” categories, the idea that the 11 so-called “atypical” agents were fundamentally different from the other 50 antipsychotic agents prevailed. Because a range of different clinical and pharmacological definitions were utilized to characterize atypicality, however, it was suggested that these 11 agents might be better named “second-generation antipsychotics” (SGAs) to distinguish them from the supposedly less-effective and more risky “first-generation” agents (FGAs) even as attempts to clarify the nature of atypicality continued.

Clinicians and patients were excited about the possibilities for better outcome afforded by these newer agents and this considerable enthusiasm led to SGAs completely supplanting FGAs in the treatment of schizophrenia. Since SGAs cost about 10–30 times more than FGAs and much of the data indicating the substantial superiority of SGAs over FGAs were derived from industry-sponsored clinical trials (Montgomery et al., 2004; Heres et al., 2006), payors were somewhat dubious about these claims, leading to the conduct of two major government-supported trials of comparative FGA versus SGA effectiveness in schizophrenia in the United States (CATIE, Lieberman et al., 2005) and England (CUtLASS, Lewis et al., 2006). The results of these trials have been published over the past several years and appear to indicate that SGAs are no more effective than FGAs and are not associated with better cognitive or social outcomes (Lieberman et al., 2005; Jones et al., 2006; Lewis et al., 2006; McEvoy et al., 2006; Rosenheck et al., 2006; Stroup et al., 2006; Davies et al., 2007; Keefe et al., 2007; Swartz et al., 2007).

Amidst controversy about the implications and interpretation of these significant results (Moller, 2005; Meltzer and Bobo, 2006; Lewis and Lieberman, 2008; Tandon et al., 2008), the currently available 61 antipsychotic medications continue to be classified into FGA and SGA classes. In this chapter, the appropriateness of this classification is explored with particular reference to the following questions:

1. Do first- and second-generation antipsychotic agents constitute distinctive classes with reference to their efficacy?
2. Do first- and second-generation antipsychotic agents constitute distinctive classes with regard to their safety and tolerability?

3. Should we continue with the current dichotomization of existing antipsychotic agents into “first-generation” and “second-generation” agents?

4. Is “atypicality” still a relevant construct and, if so, what does it really mean?

5. What are the implications for best clinical practice?

**Do First- and Second-Generation Antipsychotics Differ in Efficacy?**

We separately examine the assumptions about the greater efficacy of second-generation over first-generation agents with regard to overall efficacy, efficacy in otherwise “neuroleptic-refractory” patients, and their presumed broader spectrum of efficacy.

**Comparing FGAs and SGAs in Overall Efficacy**

Meta-analyses comparing the efficacy of various SGAs to FGAs have found SGAs to constitute a heterogeneous class in this regard with only some SGAs being found to be more effective than both haloperidol and low-potency FGAs (Davis et al., 2003; Leucht et al., 2009). Results from the most recent and comprehensive meta-analytic comparison (Leucht et al., 2009) in this regard are graphically depicted in Fig. 2. Although methodological constraints hinder efficacy comparisons between different SGAs (Tandon and Fleischhacker, 2005), they confirm the absence of any categorical distinction between SGAs and FGAs in terms of overall efficacy. Results of both CATIE (Lieberman et al., 2005) and CuLASS band-1 (Jones et al., 2006) support the absence of any categorical difference between SGAs and FGAs in overall efficacy. Even among first-episode and early-onset schizophrenia patients, no categorical difference in overall efficacy between SGAs and FGAs has been found (Sikich et al., 2008).

**Comparing FGAs and SGAs in Neuroleptic-Refractory Patients**

Among patients with treatment-refractory schizophrenia, clozapine has the largest body of evidence supporting its greater efficacy (Kane et al., 1988; Chakos et al., 2001). The extent to which other SGAs share this property is unclear (Tuunainen et al., 2002). In band 2 of CuLASS (Lewis et al., 2006), 136 patients exhibiting a poor response to ≥2 antipsychotic agents were randomized to receive either clozapine or a non-clozapine SGA and their quality of life compared over 1 year. Clozapine was found to be significantly superior to non-clozapine SGAs with reference to symptoms ($p = 0.01$) and exhibited a trend towards superiority with regard to quality
of life ($p = 0.08$) in this group of patients. Results from the efficacy arm of phase-2 in CATIE (McEvoy et al., 2006) also support the greater efficacy of clozapine in poorly responsive schizophrenia patients. These data suggest that clozapine may be unique among the SGAs with regard to superior efficacy in schizophrenia patients who do not respond to FGA treatment. The similar efficacy of aripiprazole and perphenazine among patients unresponsive to 4–6 weeks of treatment with risperidone or olanzapine (two SGAs) (Kane et al., 2007) supports the view that non-clozapine SGAs and FGAs may not differ in efficacy among schizophrenia patients refractory to treatment with two or more antipsychotic agents.

**Do FGAs and SGAs Differ in Spectrum of Efficacy: Cognitive, Negative, and Mood Symptoms?**

The preponderance of clinical trial data prior to CATIE and CUtLASS indicated that SGAs provide a broader spectrum of efficacy than FGAs (equivalent efficacy in positive symptoms and greater efficacy in negative, mood, and cognitive symptoms) (Kane et al., 2003; Meltzer, 2004). Much of these data were derived from industry-supported clinical trials (Heres et al., 2006), however, and studies of SGAs compared to high doses of haloperidol utilized as the FGA comparator (Geddes et al., 2000; Hugenholtz et al., 2006). CATIE and CUtLASS did not find any clear difference between SGAs and FGAs with regard to efficacy in any of these symptom domains. Furthermore, the most recent meta-analytic comparison (Leucht et al., 2009) also did not find any categorical difference between SGAs and FGAs in this regard. Again, although methodological constraints hinder efficacy comparisons between different SGAs (Tandon and Nasrallah, 2006; Johnsen et al., 2008), they
confirm the absence of any categorical distinction between SGAs and FGAs in terms of spectrum of efficacy.

**Making Sense of It All: What Might Explain Contradictory Findings About Differential Efficacy Between SGAs and FGAs?**

Understanding the original basis of differentiating SGAs from FGAs might help to resolve the confusion. “Atypicality” of an antipsychotic agent originally referred to the ability to produce a robust antipsychotic effect without causing extrapyramidal side effects (EPS) (Jibson and Tandon, 1998; Meltzer, 2004). The principal distinction between so-called SGAs and FGAs is the ability of the former to provide an equivalent antipsychotic effect with a lower liability to cause EPS, although there is substantial variation within each class in this regard. In clinical trials comparing SGAs to FGAs, heightening the EPS differential (using high-dose haloperidol as the FGA comparator, for example) leads to observations of a broader spectrum of efficacy of SGAs versus FGAs (Hugenholtz et al., 2006; Tandon et al., 2008). On the other hand, minimizing this EPS differential (by using low-dose and low-potency FGAs as the comparator or the study of low-EPS risk samples as in CATIE) is associated with findings of no SGA–FGA difference. In CATIE, for example, the inclusion–exclusion criteria for the study led to a sample that was at very high risk of developing EPS with any agent – this resulted in very low overall EPS rates in this 18-month study and there were no differences in EPS rates between SGA and FGA treatment arms (Miller et al., 2008).

These apparent discrepancies reveal a crucial clinical lesson – the apparently broader spectrum of efficacy of SGAs than FGAs is substantially related to their generally lower propensity to cause motor side effects. By eliminating differences in EPS between FGAs and SGAs, one can also eliminate differential efficacy between them in terms of negative, cognitive, and depressive symptoms. Essentially, the purported benefits of SGAs are related to their greater ability to be “atypical” (Fig. 3), i.e., the greater ease and consistency with which they can provide a robust antipsychotic effect without EPS (Tandon et al., 2007). As will be discussed in the next section, this distinction between the various SGAs and FGAs is relative and not categorical.

**Do First- and Second-Generation Antipsychotics Differ in Adverse Effects?**

Substantial differences in the adverse effect profiles of the 61 currently available antipsychotic medications are very well documented. Generally, SGAs have a lower propensity to induce EPS than FGAs, although there are substantial differences among both groups of agents with regard to the ease and consistency with which an adequate antipsychotic effect can be achieved without EPS (Weiden, 2007; Leucht
et al., 2009). Dichotomizing antipsychotic agents into SGAs and FGAs based on EPS liability obscures the significant heterogeneity within both these groups in this regard and suggests a categorical distinction that does not exist.

Metabolic side effects that increase the risk of ischemic heart disease (weight gain, dyslipidemia, diabetes mellitus) have recently received particular attention (Newcomer, 2005; Franciosi et al., 2005; Fleischhacker et al., 2008). In view of their likely contribution to the increased mortality of persons with schizophrenia, they warrant close attention (Meyer and Nasrallah, 2009). Although SGAs are generally associated with metabolic adverse effects to a greater extent than FGAs, there are variations among both SGAs and FGAs with regard to their liability to cause these side effects. CATIE, for example, found olanzapine to cause more weight gain and related metabolic side effects than perphenazine, risperidone, and quetiapine to cause equivalent weight gain to perphenazine, while ziprasidone caused fewer metabolic problems than perphenazine. Again, SGAs and FGAs do not categorically discriminate with regard to the risk of metabolic side effects (Leucht et al., 2009).

Other adverse effects differ among FGAs and SGAs as well (Tandon et al., 2006; Leucht et al., 2009); these groups do not categorically differ with regard to risks of sedation, hypotension, prolactin elevation, or other adverse effects.

Is the Categorization of Antipsychotics into FGAs and SGAs then Meaningful?

Based on the absence of absolute categorical differences between SGAs and FGAs in either efficacy or safety/tolerability, there is little justification to preserve this dichotomous classification. FGAs and SGAs both constitute very heterogeneous classes of antipsychotic medications. The principal loose distinction between SGAs and FGAs is the ability of the former to provide an equivalent antipsychotic effect with a lower liability to cause EPS, although there is substantial variation within each class in this regard. Clinical trial data that indicate that SGAs may demonstrate
a broader spectrum of efficacy than FGAs (equivalent efficacy in positive symptoms and variably greater efficacy in negative, mood, and cognitive symptoms) also indicate that these benefits are substantially related to their lower propensity to cause motor side effects. Thus the effect of atypicality (a robust antipsychotic effect without EPS) is an important attribute, but this depends on the interaction between agent (greater or lesser degree of ease in providing a robust antipsychotic effect without EPS), patient (high or lower degree of vulnerability to develop EPS), and therapeutic strategy (dosing, rate of titration).

Thus both FGA and SGA classes exhibit substantial heterogeneity across a range of clinical and pharmacological attributes and no single property can consistently distinguish the existing 61 antipsychotic agents into these two subgroups. In addition to the above anomalies, the dichotomy of first-generation versus secondary-generation antipsychotics results in some obvious misclassifications. For example, the so-called second-generation agent clozapine was developed before several so-called first-generation agents such as molindone.

Therefore the dichotomy between SGAs and FGAs should be abandoned (Table 2).

### Table 2: Abandon dichotomy between first- and second-generation antipsychotics

1. There are no consistent differences in efficacy across agents (except for clozapine in some populations!)
2. The efficacy advantage of clozapine in this population appears independent of its EPS and TD benefit
3. On average, so-called second-generation antipsychotics cause less EPS and more metabolic side-effects than first-generation agents
4. But there are varying degrees of risk of EPS, metabolic side effects, and other adverse effects WITHIN both classes

Abandon dichotomy between first- and second-generation antipsychotics as it is not useful and, in fact, misinforms

---

### Atypicality Is Relevant but SGA/FGA Dichotomization Is Not

Recent findings reinforce the importance of achieving an antipsychotic effect without EPS. The inconsistently observed greater spectrum of efficacy of SGAs over FGAs is substantially explained by their generally reduced propensity to cause EPS, and when EPS differences between these antipsychotic agents are eliminated, efficacy spectrum differences disappear as well. Thus using any antipsychotic agent as an “atypical” (a robust antipsychotic effect without EPS and without using an anticholinergic agent) is of importance – this leads to modestly greater effects on negative, cognitive, and depressive symptoms. Clozapine is more effective than other antipsychotic agents in treatment-refractory schizophrenia patients (specifically antipsychotic-refractory positive symptoms), ameliorating symptoms in about
one-third of such patients. Reduced EPS liability does not explain this greater efficacy of clozapine.

Indirect comparisons of efficacy across studies and direct comparisons in the relatively few randomized, controlled head-to-head studies between other SGAs suggest that they are essentially similar with regard to overall efficacy and efficacy in treating positive and negative symptoms; if differences exist, these are small (Tandon et al., 2008). The occasional observation of the superior efficacy of some SGAs over others (Leucht et al., 2009) may be explained by the fact that optimal dose ranges for olanzapine, risperidone, and amisulpride are somewhat better defined than those for quetiapine, ziprasidone, and aripiprazole and other methodological differences (Tandon et al., 2008).

The concept of atypicality as originally conceived is still meaningful – the ability to obtain a robust antipsychotic effect without EPS. This “atypical effect” is associated with a perceived broader spectrum of efficacy (advantages with reference to negative, cognitive, and mood symptoms) and a lower risk of tardive dyskinesia. Disagreement about the basic definition of atypicality and efforts to define its pharmacological basis led to the replacement of “atypical antipsychotic” by the term “second-generation antipsychotic.” While the dichotomous classification of existing antipsychotic agents into these two subgroups is not valid or useful, the property of atypicality is still relevant. Efforts to elucidate its pharmacological substrate is still of great importance. The term second-generation antipsychotic should be abandoned as it is both uninformative and misleading.

**Implications for Clinical Practice**

Existing antipsychotic agents are broadly similar in terms of overall efficacy with the exception of clozapine’s greater efficacy in those with neuroleptic-refractory schizophrenia. If there are differences in efficacy between agents, these differences are likely to be small. In view of the significant individual variability in drug pharmacokinetics and treatment responsivity, however, it should be emphasized that equivalent overall efficacy across patient groups does not translate into equal efficacy in each individual patient. Furthermore, different antipsychotic agents present different challenges with regard to the speed and possibility of achieving the most efficacious dose of that agent across patients. Some agents have to be titrated more slowly than others because of the potential for uncomfortable side effects (e.g., akathisia and other EPS; sedation) or for potentially risky adverse effects (e.g., hypotension). Since tolerance to these side effects develops to a certain extent, it is possible to titrate agents causing these adverse effects up to their optimal dose, but this has to be done slowly.

Individual patients differ in their response to different antipsychotic agents and in their vulnerability to different adverse effects. Some patients may not be able to tolerate the maximally efficacious dose of particular agents because of adverse effects. There is no best agent or a best dose of any agent for all patients. It is not
currently possible to prospectively predict which antipsychotic medication might be optimal for a given patient. Decisions about antipsychotic therapy consequently entail a trial and error process with careful monitoring of clinical response and adverse effects and an ongoing risk-benefit assessment. A minimum protocol for monitoring adverse effects should be implemented and this needs to be customized to the patient’s specific vulnerabilities/needs and the agent selected (Marder et al., 2004; Constantine et al., 2006; Tandon et al., 2008).

Treatment targets should be explicitly defined and the impact of treatment on the individual carefully monitored. Adjustments in treatment should be made based on response. Data related to reliable measures of symptomatology, side effects, risk factors for metabolic and other diseases, appropriate laboratory tests, measurement of mild EPS, and other relevant individualized risk-benefit data should be obtained in a timely manner and utilized to assist decision making. Pharmacological treatment decisions made by the psychiatrist in conjunction with the individual receiving treatment for schizophrenia include initial choice of antipsychotic, dosing strategy of chosen agent, determination of specific treatment target and assessment of response, and choosing between available options (e.g., allowing more time, changing the dose, adding another medication, switching antipsychotics) in the event of an unsatisfactory response.

The most proximate objective of antipsychotic treatment of schizophrenia is to achieve an “atypical antipsychotic effect” – maximum reduction of positive symptoms while avoiding EPS or using anticholinergic medications. Although it is possible to achieve this goal with suitably dosed FGA treatment in a fair number of individuals, SGA treatment on average may provide a better likelihood of more predictably accomplishing this objective. But this distinction is not categorical and hence the dichotomy should be abolished.

If the initially selected treatment does not accomplish this goal, appropriate treatment adjustments need to be made. Other objectives include optimizing reduction of other symptom domains while minimizing adverse effects considering individual patient vulnerabilities and preferences.

**Conclusion**

The terms first-generation antipsychotic and second-generation antipsychotic should be abandoned. They are neither useful nor valid. The concept of “atypicality” as originally conceived is still meaningful – it refers to the ability to obtain a robust antipsychotic effect without any extrapyramidal side effect. Although so-called SGAs are on average better able than so-called FGAs to be atypical, there is no dichotomy with overlaps across these supposed groups and substantial heterogeneity within both of them.

Some other assertions that can be made about antipsychotic treatment of schizophrenia include
(i) achieving a robust antipsychotic effect without any EPS is of enormous clinical importance because a broader spectrum of efficacy and a lower risk of tardive dyskinesia accompany this “atypical antipsychotic effect”;
(ii) different challenges exist in balancing efficacy and tolerability with different agents;
(iii) given enormous individual variability in drug handling, responsivity, and susceptibility to and tolerance of different adverse effects, no single approach works for all patients; and
(iv) clozapine is still the gold standard in the treatment of otherwise unresponsive schizophrenia.

There is no question that we need better treatments for schizophrenia and that existing treatments are neither completely effective nor devoid of significant side effects. But they do meaningfully help. Just as it is important not to exaggerate what existing treatments for schizophrenia can offer, it is equally important not to discount what they can do. Even as we strive to develop more effective treatments for the future, we can do better in utilizing existing treatments to optimize individual outcomes and reduce the considerable morbidity and mortality associated with schizophrenia. To be able to do so, we need a realistic understanding of what available treatments can and cannot do, how they compare, and how this information can be translated to optimize individualized treatment for each person with schizophrenia (Tandon et al., 2006). Antipsychotic treatment needs to be individually tailored and this requires careful monitoring and ongoing joint decision-making by the clinician–patient team about choice of antipsychotic agent, dosing, continuation/switching, and augmentation. Although existing antipsychotic treatments for schizophrenia are not completely satisfactory, they can meaningfully reduce the devastating effects of the illness. Even as we try to develop better treatments, we need to better characterize and compare existing treatments. A balanced understanding of our extensive data repository on treatments for schizophrenia is essential and effective mechanisms for fair dissemination of this information are necessary. A meticulous application of this understanding can reduce the significant gap between what we know and how we provide antipsychotic pharmacotherapy for persons with schizophrenia. Collectively, we can do much to better utilize existing treatments to optimize individual outcomes and reduce the considerable morbidity and mortality associated with the illness.
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Long-Acting Antipsychotic Medication
and the Outcome of Schizophrenia

Anthony S. David, Ayana Gibbs, and Maxine X. Patel

History

Long-acting injectable antipsychotic medication or depots are an important element in the treatment of schizophrenia. Before assessing the pros and cons of such treatment and determining whether it has a significant impact on outcome over and above oral medication, it may be useful to consider where the idea of depot injections came from. There is surely a history behind this idea though it appears that a full account of this has yet to be written.

In his brief history of ‘depot neuroleptics’ George Simpson wrote in 1984 that the pharmaceutical company Squibb were first to consider adapting their phenothiazine drug fluphenazine, developed in 1957, into an agent with relatively long activity. The chemical compound had an alcohol group on a side chain and Simpson noted that scientists at Squibb who had developed long-acting preparations of hormones such as testosterone experimented with attaching a variety of long-chain fatty acids to the alcohol group, thus delaying the availability of the free drug. This created an ester and required that the long-chain fatty acid be hydrolysed before the fluphenazine, in this case, could be released. Further experimentation with vehicles such as sesame oil followed and thus the first depot neuroleptic was born. This was fluphenazine enanthate, which was followed by fluphenazine decanoate.

The ability to give these drugs, which at that time had been shown by study after study to be effective in treatment of schizophrenia, as an injection every 2, 3 or 4 weeks was, according to Simpson, ‘hailed as a great advance’. However, looking back on the earliest publications in the field and attempts to summarise them, one is struck by two recurrent themes. First, the notion that benefits of long-acting injections are quite simply obvious and self-evident while at the same time a notion emerges that they are in some sense under-utilised. One contemporary advocate of depots has estimated that 50% of patients are not treated prophylactically at all or only for inadequate duration (Kissling, 1994, 1997), the implication being that
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Depots may solve at least part of this problem, a view widely echoed (Glaser and Kane, 1992; Gerlach, 1995; Kane et al., 1998).

David Healey (2000), in the third of his published interviews with psychopharmacologists, discusses the early days of depots with Pierre Lamart, a senior French pharmacologist and psychiatrist. He noted how the first drugs manufactured by Squibb were quickly followed by those from Specia and then Lundbeck. The possible application in forensic populations was an early suggestion according to Lamart. However, he noted, “it is all too easy to give a depot neuroleptic to patients and then to forget about them for a fortnight or three weeks”. He recalled that this led to adverse affects and might even have contributed to some suicides in the early usage of the drugs. Again this remark during the interview echoes another theme in the literature on depots that somehow this form of treatment alters the way physicians practice and perhaps alters too the doctor–patient relationship.

**Early Use and Utilisation**

Perhaps the first clinical report of the use and effectiveness of a long-acting antipsychotic injection was by Kinross-Wright and colleagues in 1963 as a ‘clinical note’ in the *American Journal of Psychiatry*. The brief report describes the first use of fluphenazine enanthate in a double-blind, presumably placebo-controlled, study of 147 patients, all but one suffering from schizophrenia. Injections mostly of 25 mg given every 2 weeks for a duration that ranged between 2 weeks and 6 months. The authors reported that 17 (12%) were unimproved or worse, 40 (27%) showed relief of some symptoms, 68 (46%) showed relief of many symptoms and made ‘a good adaptation to the hospital situation’ and 22 (15%) ‘achieved remission’ and were discharged. Extra-pyramidal side effects were noted as were dizziness, insomnia, etc. The authors note also that “lack of insight or co-operation on the part of the patient or his family more often than not leads to rejection of medication” and they go on, “... a slow release preparation of an effective phenothiazine ... would solve much of the problem”. This support was followed by studies on the deaconate form in the following years in the United States and around the world. Early initial trials in the United Kingdom led to fairly heated correspondence in the *British Medical Journal* late in 1966 with a report by Hicks and Ovensone initially recording a high level of dystonic reactions although this was followed by numerous other reports essentially of open-label trials that were far more positive, although the need to prescribe additional anticholinergic medication was emphasised. The first full study from Britain was published in the *British Journal of Psychiatry* in 1968 by Haider working in Edinburgh, which contrasted the oral and injectable forms of fluphenazine in a double-blind cross-over design. Interestingly there were few marked differences between the two formulations noted at that time.

There are great regional and international variations in the use and uptake of long-acting injectable antipsychotics, which again may be explained through a
complex sociology and history. Prescribing practices for depot antipsychotics have been found to differ significantly between countries, with higher rates of depot prescribing in Denmark, Sweden and the United Kingdom, and lower rates in France and the United States (Dencker and Axelsson, 1996). Such factors as the manufacturing base of pharmaceutical company and its national prominence in the case of Lundbeck and the Scandinavian countries may be relevant. Also apposite is the relative deference that patients give to doctors in certain cultures and perhaps most importantly and in our view most relevant to the current situation, the ease with which the long-acting injection treatment paradigm fitted into the organisation of health care for people with chronic and enduring mental illness such as in the UK National Health Service with its strong primary care ethos and community-orientated outlook. Prescribing habits can also vary greatly within a region and between regions (Taylor et al., 1999). The prescribing practice of an individual psychiatrist is subject to a multitude of influencing factors including psychiatrists’ beliefs about adverse side effects, patients’ acceptance of depots, stigma, nursing-staff involvement, external forces in health-care systems, prescribing knowledge and experience (Patel and David, 2005).

One element inherent in the use of long-acting injections is the allied notion of maintenance therapy. Here, the idea is that it is not simply the treatment of acute symptoms that is important but the maintenance of the person in health and prevention of relapse. The term ‘maintenance therapy’ becomes embedded in the psychiatric literature around the early 1970s as exemplified by the study by Leff and Wing (1971), which compared in what would now be described a pragmatic fashion, treatment of ‘recovered’ patients with schizophrenia with either oral trifluoperazine or chlorpromazine on the one hand versus placebo on the other. The results showed that 12 out of 15 (80%) relapsed on placebo compared to 7 out of 20 (35%) on oral medication at 1 year. This seemed to pave the way for an influential and prestigious study by Hirsch et al. (1973) again published in the British Medical Journal and funded by the Medical Research Council of Great Britain. This was a double-blind placebo-controlled trial with long-acting fluphenazine and it was found that at 9 months, 25 out of 38 patients (66%) relapsed whilst on placebo, while only 3 out of 36 (8%) relapsed on depot medication. The authors concluded that fluphenazine had a powerful effect in preventing and ameliorating both symptoms and deterioration but they also highlighted the need for adequate community services to make the most of this treatment. It should also be emphasised that the comparator here was placebo and not the oral version of the drug.

Depots in Current Practice

We can now fast-forward 20 years to a landmark article by Davis and colleagues in 1994, which provided a scholarly and comprehensive overview of the then relevant literature. This was not confined to randomised controlled trials as in the Cochrane Reviews (see below). It included the so-called ‘mirror image’ studies, which are
essentially cohort studies in which a period prior to the introduction of the new agent is compared to the period post introduction. These studies tended to show positive benefits, particularly in terms of reduced number of days spent in hospital. However, it must be borne in mind that the studies tended not to be randomised and often led to the introduction of a new treatment at the point in the patient’s clinical history when they were perhaps at their worst so that some improvement was very likely. Also the studies carried out in the 1970s and the 1980s could not control for general ‘period’ effects, that is the general reduction in lengths of hospital stay and admissions as part of ‘de-institutionalisation’ and the development of community care. Some years later, a series of systematic reviews and meta-analyses conducted under the auspices of the Cochrane collaboration (Adams et al., 2001) was published, which attempted to evaluate the efficacy of depot antipsychotic drugs as a group. It was also possible to review at that stage other non-clinical trial data that considered attitudes of both professionals and patients towards this treatment.

Those randomised controlled trials meeting the exacting standards of the Cochrane collaboration were less persuasive. Demonstrating superiority of depots in relation to placebo was confirmed but hardly surprising. What the clinician should be interested in is whether the depot formulation of the drug is superior to the oral formulation, in other words strict pharmacological factors are controlled while the effect of formulation is the variable under test. A number of studies have been carried out which use this sort of comparison, for example, fluphenazine in its oral and depot forms and haloperidol in the two forms, although most of the studies were short term. In the meta-review published by Adams and colleagues (2001) relapse rates overall were remarkably similar in groups randomised to oral or depot preparations, the rates being between 30 and 40%. Relapse rates are chosen here as it is surely a clear-cut outcome that one would hope would show a benefit for long-acting maintenance treatment. Relapse rates in a comparison of high- or standard-dose depot versus low-dose depot encompassing well over 600 patients, again mostly from short-term studies, showed a clear benefit of the high/standard-dose regime with only 19% showing relapse compared to 46% in the low-dose group, a relative risk of 2.5 (95% confidence intervals 1.07–5.89). The only other outcome that differentiated the depot from the oral treatment forms was a measure of global outcome that favoured depot. It should also be noted that adverse effects including abnormal movements were not any worse in the depot versus oral groups.

Finally on the subject of relapse it is worth highlighting the study by Hogarty et al. (1979), which is a rare example of a study that considered the outcome of relapse over 24 months. The design was complex and examined the interaction between psychosocial input, depot and oral fluphenazine. However, when a contrast is made simply between the two formulations it is clear that at the 12-month point there is little to distinguish the two while at the 24-month point there is an advantage in terms of patients remaining in the community in the depot fluphenazine group. This study more than any other makes the case that if one is to see a true benefit of long-acting injections, the study has to be of a duration sufficient to capture relapsed rates over a realistic time frame.
Attitudes

In terms of acceptance of long-acting injections, work in the United Kingdom by Patel et al. (2003a, b) has shown that experienced psychiatrists in general claim to be very positive towards depot antipsychotics, that they see them as solving problems of non-compliance and deny that they need necessarily be stigmatising. A coercive element to depot administration is however noted. It is also shown that psychiatric nurses hold similar views and attitudes to physicians (Patel et al., 2005) that are, if anything, more positive about their effectiveness in certain patient groups although somewhat more alert to the side effects of injections. In Germany, depot rates are approximately 20%, and in one study (Heres et al., 2006), only 36% of patients with schizophrenia or schizoaffective disorder treated by psychiatrists had ever been offered a depot. The authors also found that for 80% of the psychiatrists, presumed sufficient compliance with oral antipsychotics was an important factor in resisting depot prescription. It seems therefore that depots are not favourably perceived by significant numbers of psychiatrists.

In terms of patient acceptance a number of studies have shown that if patients on depot medication are asked whether they favour this form of treatment they tend to answer in the affirmative. Walburn et al. (2001) conducted a systematic review of satisfaction with depot antipsychotic medication. In total, 12 main studies were considered: in 10, a positive opinion towards depot antipsychotics was expressed, in 1 a neutral opinion and in 1 a negative opinion. Five out of six studies that compared depots with oral antipsychotics showed patient preference for depots, although again, patients tended to state a preference for the formulation that they were taking at the time. This is clearly a finding subject to bias. More recently, Heres et al. (2007) sampled in-patients shortly before discharge from hospital. Acceptance of depots was highest for those currently on depot (73%), less for those with previous depot experience (45%) and least for those who were depot naïve (23%) (p<0.001).

Thus if all patients, including those who have been exposed to depots but have subsequently stayed on oral medication, are included in the surveys their attitudes to the prospect of depots is strikingly negative (Patel et al., 2009). This is important research for two reasons. First, it tells us that once the ‘barrier’ to accepting a depot has been overcome in the minds of the patient, they can appreciate the benefits of this form of treatment in terms of its convenience and effectiveness. However, leapig over that barrier is a formidable test. Patel et al. (2008) have explored the possible reasons behind this and the one that seems to emerge most powerfully was experience of coercion. Even patients who are being treated voluntarily with long-acting injections tend to perceive the treatment as coercive and entailing less choice in comparison to patients similar in their social and demographic profile who are treated with oral medication (Patel et al., 2007). Enabling the use of long-acting injectable antipsychotics while avoiding the taint of coercion is a challenge for mental health-care professionals. That said, it is also noteworthy that in the study by Heres et al. (2007), approximately a quarter of depot-naïve patients think a depot is an acceptable formulation for treatment.
Forensic Psychiatry

There is incontrovertible evidence that violent offending is an adverse outcome associated with serious mental illness, including schizophrenia (Arseneault et al., 2000; Hodgins 1992; Swanson et al., 2006; Walsh et al., 2002; Schanda et al., 2004). Although the most serious violence (homicide) is still rare, it has tragic consequences for both patients and victims. Less serious, but often more frequent, violent acts also have significant clinical and social consequences. The relationship between violent offending and active psychotic symptoms is more ambiguous (Appelbaum et al., 2000; Arseneault et al., 2000; Swanson et al., 2006). Yet there is a growing body of evidence indicating that positive symptoms, particularly certain types of delusional beliefs, are linked to violent offending in some patients (Hodgins et al., 2003; Link et al., 1998; Swanson et al., 2006; Teasdale et al., 2006; Junginger et al., 1998). Also relevant is the emerging evidence linking poor insight to increased risk of violence although it is unclear whether this is independent of severity of positive symptoms (Arango et al., 1999; Buckley et al., 2004).

Research in this area has therefore turned naturally to consider the impact of antipsychotic treatment on violence reduction. Early studies conducted in in-patients demonstrated an anti-aggressive effect of both first- and second-generation drugs that was reported to be independent of sedation or general antipsychotic effects (Volavka 1999; Buckley et al., 1995, 1997; Steinert et al., 2000). A number of recent community-based studies have focused on the anti-aggressive effect of second-generation relative to first-generation antipsychotics, the rationale being that the former should be more efficacious due to improved medication adherence as a result of reduction in side effects. This approach made use of the increasingly apparent link between non-adherence and violence (Swartz et al., 1998a, b). The first such report was a naturalistic study of patients with schizophrenia in the community, which demonstrated a significant reduction in risk of violent behaviour associated with second-, but not first-, generation antipsychotics (Swanson et al., 2006).

This was supported by another large naturalistic study demonstrating that depot perphenazine performed similarly to olanzapine and clozapine in reducing discontinuation of medication and rehospitalisation, relative to haloperidol (Tiitinen et al., 2006). Yet in contrast, two large recent double-blind studies (CATIE and CUtLASS) have failed to demonstrate any difference between first- and second-generation antipsychotic medications on a number of outcome measures including adherence, although neither of these reports examined violence as a primary outcome measure (Lieberman et al., 2005; Jones et al., 2006). Further analysis of the former study, including violent behaviour as a treatment outcome, also found no difference between medication groups. Although notably, medication adherence emerged as a significant factor associated with reduced violence in patients without a history of personality disorder (Swanson et al., 2008). This suggests that enhancing medication adherence in certain patients with schizophrenia may be critical to the reduction of violence risk.

The evidence supporting the use of second-generation antipsychotics to enhance adherence remains weak. An alternative approach is the use of depot preparations
in preference to oral, irrespective of class of drug. To date there has only been one longitudinal randomised, controlled trial specifically examining the effect of oral versus depot medication on violence. This relatively small study compared oral and depot preparations of a single first-generation antipsychotic (zuclopenthixol) over a 1-year period. The authors found a lower frequency of violent acts in the depot group and again demonstrated that treatment non-adherence was the best predictor of violence (Arango et al., 2006). This may be of particular relevance in jurisdictions where such treatment can be enforced in the community (Swartz et al., 2001). However, the evidence to support this remains limited.

**Future Prospects**

Since the review by Adams et al. there are now two licensed long-acting injectable second-generation or atypical antipsychotics. The first was risperidone long-acting injection and began to be used in the early years of the new millennium. The long-acting injection is based on microsphere technology rather than the traditional depot. This puts certain constraints on its use, most notably the lack of clinical effects before at least 2–3 cycles of 2 weekly injections have been completed. This formulation again was able to show obvious superiority in comparison to placebo in short-term trials (Kane et al., 2003) and several long-term non-randomised studies have supported its effectiveness (e.g. Fleischhaker et al., 2003; review by Hosalli and Davis, 2003). A relatively short-term trial of the oral versus the long-acting injectable forms by Chue and colleagues (2005) was aimed at showing equivalence or at least non-superiority of the oral agent, and this study was successful. Both groups tended to improve over the course of the 12-week trial but there was no real difference between the oral and long-acting injectable form. This somewhat echoes experience in traditional depot randomised controlled trials as noted earlier. Most recent of all is the introduction of olanzapine pamoate, which again is a novel twist on the long-acting injectable technology field. The compound becomes soluble when in contact with blood and it is available in up to 4 weekly injectable forms. An initial placebo-controlled study showed its clear effectiveness (Lauriello et al., 2008) and longer term comparative trials are awaited with interest.

**Demonstration of Effect**

**Depots**

So why is it so difficult to demonstrate the presumed benefits of long-acting injections given that the problem of non-adherence with medication as noted by early practitioners in the field who championed depots remains as deeply problematic as it always was? A clue comes from work by Ioannidis et al. (2001).
This author contrasted controlled trials and observational studies across many branches of medicine and found that their results generally correlated extremely highly, suggesting that in some ways the additional effort needed to carry out a randomised control trial was an unnecessary waste. However, when one looks more deeply, what this work showed was that there are particular instances where the controlled trial tends to strongly favour the experimental treatment and other instances where the observational study strongly favours the experimental treatment. This leads one to consider what factors might influence the ability of a randomised controlled trial to show a theoretically true benefit of an experimental treatment.

For example, consider a population of patients recruited to a randomised controlled clinical trial, particularly one that was commercially sponsored and aimed at licensing a new agent. It is likely that the trial will be rather onerous in terms of numbers of assessments and would entail safety as well as efficacy measures including biological samples. It is also likely that inclusion criteria would aim to enrol restricted, relatively pure diagnostic groups. Exclusions would be patients with comorbidities and possibly those with various forms of treatment resistance and certainly those likely to be non-adherent to treatment regimes. Contrast this with a slightly idealised view of population and observational or pragmatic study. In these, patients may be somewhat less adherent, may have a range of diagnoses in the schizophrenia spectrum in this case and may show higher rates of psychopathology in general as well as comorbid psychopathology. Considering these two groups it is quite possible that one or the other might respond well to a particular treatment. A treatment that had general ‘broad-spectrum’ therapeutic effects would likely produce significant benefits in the less-selected group.

However, if there was a treatment that was highly specific for schizophrenia (if such a treatment ever were to be discovered) then by definition its benefits would only appear, or would appear more strongly, in the highly selected group. However, considering any treatment aimed at counteracting non-adherence such as a long-acting formulation or a psychosocial intervention, it becomes obvious that a group selected in part because of superior adherence and compliance, such as that needed to consent for a randomised controlled trial, will always show relatively little benefit from the compliance-enhancing intervention. This might be one of the few examples where the randomised controlled trial is not the ideal method of choice for demonstrating the true benefit of an experimental treatment.

Finally, quantifying adherence to depot treatments in observational or experimental studies is not trivial. In fact we know of three studies that have investigated adherence in patients who have remained on depot 12 months. Heysue et al. (1998) reported an overall ‘adherence proportion’ of 0.96 (whereby the adherence proportion is the ratio of kept appointments to scheduled appointments for depot administration). In a later study, 26% were reported to have poor adherence, based on the duration of missed injections (Tattan and Creed, 2001). Most recently, Shi et al. (2007) calculated the mean medication possession ratio (cumulative number of days covered by depot divided by 365 days) to be 91% for patients on typical depots.
Psychosocial Interventions

Reviewing such adherence-related interventions in schizophrenia, Zygmunt and colleagues (2002) showed that only one-third reported significant treatment effects, but that interventions based on the principles of motivational interviewing were ‘promising’ as exemplified by the Maudsley study by Kemp et al. (1996, 1998). A later subsequent meta-analysis concluded that clinical interventions for reducing patient non-adherence can be effective but the benefit is more evident in the short term (Nose et al., 2003). However, an attempt to replicate the Kemp et al. study (O’Donnell et al., 2003) found no clear advantage at 1 year in a relatively small sample. This prompted a large European-wide study that recruited over 400 community patients with a research diagnosis of schizophrenia with evidence of clinical instability in the previous year. Patients were randomised to receive eight sessions of adherence therapy or health education. Adherence therapy turned out to be no more effective than health education in improving antipsychotic medication adherence, psychiatric symptoms or quality of life (all of which tended to improve over the 1-year follow-up; Gray et al., 2006). One possible explanation for this inconsistency is that the sample in the Kemp et al. study, based on acute in-patients with psychosis, was less selected and hence as a group had more ‘room for improvement’ in terms of adherence in response to a simple but structured intervention.

Conclusions

In summary, long-acting injections were developed with the explicit aim of countering non-adherence in patients with schizophrenia and related disorders. They appeared to emerge once the technology was available rather than following motivated development and this may in part have prevented a more rational and programmatic search for their true potential benefit. In so far as non-compliance is covert, long-acting injections do offer a solution as it is immediately obvious to the clinician when the patient has not been given their injection. However, we do not of course solve the problem of stated and overt treatment refusal as not all patients are willing to accept a depot (Glazer and Kane, 1992; Barnes and Curson, 1994; Gerlach, 1995). In such cases, the clinical team can respond appropriately to reduce the risk of relapse by actively trying to re-engage the patient (Weiden and Glazer, 1997). This clearly requires other kinds of intervention such as psychologically orientated compliance therapies or, when all else fails, legal controls. This in itself probably contributes to the inherently coercive perception patients seem to have of long-acting injections.

If a patient discontinues depot treatment their risk of relapse increases, but if a patient relapses despite regular depot injections then non-adherence can be safely excluded as the cause (Barnes and Curson, 1994). Depot antipsychotics are unable to prevent relapse completely; even in clinical trials there is an irreducible 20–25% of patients who relapse, despite receiving depots (Adams et al., 2001).
Newer agents, regardless of any real or claimed superiority in terms of efficacy and side effect profile, will have to overcome these same barriers that have afflicted all depot treatments from their inception. Given the clear relationship between treatment discontinuation and relapse in schizophrenia (Robinson et al., 1999; Valenstein et al., 2002), efforts to ensure consistent maintenance treatment are fully justified.
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Modern Community Care Strategies for Schizophrenia Care: Impacts on Outcome

Tom Burns

Schizophrenia has been at the centre of psychiatry’s development. The severity of schizophrenia’s disabilities, in both its acute and more long-term phases, ensures its dominance in service planning. Self-neglect, apathy and disability derived from negative symptoms and cognitive dysfunction require social care and support as a central part of services. For practical purposes this means that the history and configuration of psychiatric services are broadly equivalent to the history and configuration of schizophrenia services.

It has recently been suggested that the dominance of the current comprehensive, integrated psychosocial approach has been to the detriment of the profession’s image and potential (Goodwin et al. 2007). Goodwin and Geddes believe that the influence of schizophrenia has distracted psychiatry from a pragmatic and flexible medical model that accommodates better the full range of disorders we face. This perspective finds echo in some European systems such as traditional ‘social psychiatry’ in Germany where long-term psychosis community care was culturally separated from the medically dominated hospital settings and was often led by social workers.

It is customary to attribute the reduction in the mental hospital population to the introduction of chlorpromazine in the mid-1950s (Brill et al. 1962), but it is clear that far-reaching changes were afoot in psychiatry from the end of World War II. Some changes stemmed from greater attention to the course of schizophrenia and an increased understanding of the influences on the observed disabilities. The open-door movement gathered momentum in the late 1940s – Dingleton Hospital in Scotland started the process in 1945 and unlocked its last ward in 1948 (Ratcliffe 1962) until its final closure in 2004. It was soon followed by Mapperly Hospital in Nottingham and Warlingham Park Hospital in Croydon. Rehabilitation gained enormous impetus from Russell Barton’s concept of ‘institutional neurosis’ to describe the
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apathy and self-neglect of so many chronic schizophrenia patients (Barton 1959), supported by the Three Hospitals study demonstrating the impact of the social environment on schizophrenia outcomes (Wing and Brown 1970).

The running down and closure of mental hospitals has varied between different countries and cultures and is well documented (Leff et al. 2000). While essentially ubiquitous in developed countries there are some notable exceptions such as Belgium and Japan. In the United States, deinstitutionalisation and community services vary widely from state to state because state per capita costs for serious mental illness vary by 10-fold.

The main response to deinstitutionalisation has been the development of community services, but the picture is not straightforward. As mental hospitals have shrunk and closed, so the number of schizophrenia patients in prisons has risen (Draine et al. 2002; Fisher et al. 2006) together with an enormous growth in forensic facilities for mentally disordered offenders (Priebe et al. 2005).

**Development of the Community Mental Health Team (CMHT)**

The closure of mental hospitals soon demonstrated the need for effective care to be multi-faceted and to address both medical and social needs. It became rapidly apparent that no one individual or profession could adequately care for patients with schizophrenia and multidisciplinary team working soon evolved. Outpatient clinics took on new and expanded roles (e.g. depot clinics, day care, psychotherapy) and these were housed in Community Mental Health Centres (CMHCs). The earliest and most ambitious development of CMHCs was in the United States, introduced by President Kennedy (U.S. Congress 1963). These ran into early problems both with staffing and, more significantly, with a drift away from the care of individuals with severe mental illness, and schizophrenia particularly. A rejection of a medical role in the services made it impossible to recruit psychiatrists and consequently to treat psychotic patients.

Office-based care is increasingly rare for schizophrenia patients although not as rare as the research literature would suggest. It tends to be narrow in remit (usually either psychotherapy or pharmacotherapy) and is poorly equipped for managing such severe disorders. Similarly a focus on CMHTs should not blind us to the need for in-patient beds (which will not be dealt with here). It is fruitless to attempt to define the level of need for in-patient care as this is almost entirely driven by the extent of alternative services. Both acute and some long-term beds are an essential feature of all well-functioning services as is the need for a range of supported accommodation. The terminology for differing types of accommodation is confusing, but generally spans four basic forms:
1. **Group homes:** no regular staff, relatively independent patients, visits from community team staff.
2. **Day-staffed hostels:** one or two staff during the day, support and monitor patients (encouraging cooking and cleaning, etc.), usually no specific treatment but liaison with community team staff.
3. **Night-staffed hostels:** non-clinical staff sleep over, greater safety and availability.
4. **24-h-staffed/nursed hostels:** on-site clinical staff available overnight (sleeping in, sometimes, awake). These expensive hostels generally restricted to long-term severe illnesses (including compulsorily detained). Tend to be larger (10–20 residents as opposed to 4–8 in day-staffed hostels).

**Case Management and CMHTs**

Case management (Intagliata 1982) developed in the United States, initially as a non-clinician responsible for coordination of care (‘brokerage case management’). This was rapidly superseded by ‘clinical case management’ where the case manager is a mental health clinician who both provides and coordinates care for the patient. The literature on case management is extensive. Several early studies compared ‘stand-alone’ case managers against multidisciplinary teams and found them wanting (e.g. the Cochrane Reviews contrasting ACT and case management (Marshall and Lockwood 1998; Marshall et al. 1997). Rapp and Goscha’s (2004) review found a hierarchy of case management effectiveness in the United States.

**Community Mental Health Teams (CMHTs)**

Most case managers find themselves working in CMHTs (Burns 2004). The staffing of these teams vary, generally consisting of psychiatrists, nurses, social workers and often psychologists and occupational therapists. They hold regular meetings to assess and review individual patient care benefiting from their varied professional perspectives and tasks are distributed according to skills and needs. The basic CMHT originated in France and the United Kingdom, was refined in Italy and further developed in North America and Australia.

The generic or sector CMHT originated as mental hospital catchment areas were subdivided from whole cities into sectors of 50–100,000 inhabitants. Small sectors reduced travelling time and made it possible for all team members to know most of their complex and long-term patients. They could also establish personal relationships with local referrers and community resources. Sector size in Western Europe ranges from 20 to 100,000 population and varies according to resources (shrinking as investment increases) and parallel provision. As more specialised teams are
established, the CMHT’s remit may shrink and the sector size may increase, keeping its caseload the same. The clinical practice of these teams generally consists of assessment of new patients, providing their treatment, monitoring their progress, liaison with other important agents (social services, housing and rehabilitation) and varying degrees of social care (Burns 2004).

Specialised Teams for Schizophrenia Care

Generic CMHTs have functioned well for the care of schizophrenia patients in health-care systems where they have developed. In many respects this is because they have been formed around the needs of these patients (Goodwin et al. 2007). However, in high-income countries there has been a growth of specialised teams with segmentation of aspects of the care. There are numerous models of innovative teams and culturally specific teams but the main models that have gained ground are Assertive Community Treatment Teams, Rehabilitation Teams and Early Intervention Teams.

Assertive Community Treatment (ACT) Team

The ACT team is the most replicated and researched of any model of community care (Mueser et al. 1998). Stein and Test’s original study showed improved clinical and social outcomes with substantially reduced hospitalisation at slightly lower cost (Test and Stein 1980; Weisbrod et al. 1980). Reduced hospital care is the common factor in all of these outcomes and meta-analyses of ACT and of case management (Marshall and Lockwood 1998; Marshall et al.2001) confirmed this hospital reduction (see Fig. 1).

This confirmation leads to their wholesale adoption throughout much of the Anglophone psychiatric community where they are central components of government policy in several countries (Department of Health 1999; US Department of Health and Human Services 1999). These bed reductions have, however, never been replicated in Europe (Burns et al. 1999; Thornicroft et al. 1998) and there is now convincing evidence that ACT has little to offer over well-functioning CMHTs in this respect (Wright et al. 2004; Burns et al. 2007). Combined health and social

Fig. 1 Cochrane meta-analysis of ACT vs. standard care against admissions
care and home visiting (Fig. 2) appear to be the core components of successful schizophrenia care and the bed reductions claimed for ACT appear to be essentially dependent on high local usage (with little gained over routine CMHT practice when beds are otherwise well controlled). High staffing levels with careful prescription of team structure seem to bring no clear benefit (Fig. 3).
However, ACT does benefit from the precision of its description and the clarity of its focus (Boxes 1 and 2) and continues to be adopted as a model for services to care for schizophrenia patients. It is particularly valuable in helping change the focus of more diffuse services to the care of the severely ill and its ‘evidence base’ can overcome strong professional resistance.

**Box 1 ACT Programme Principles**

- Provision of material resources for patients
- Fostering patient coping skills
- Supporting patient motivation to persevere
- Freeing patient from pathological dependency relationships
- Support and education for those involved with the patient

**Box 2 ACT Core components**

- Assertive follow-up
- Small caseloads (1:10)
- Increased frequency of contact (weekly to daily)
- In vivo practice (care delivered at home or neighbourhood)
- Emphasis on medication
- Emphasis on engagement
- Support for family and carers
- Provision of services within the team whenever possible
- Liaison with other services when necessary
- Crisis stabilisation and availability 24/7

**Rehabilitation and Recovery Teams**

Rehabilitation teams evolved in response to the need to re-provide in the community comprehensive care, in particular support and social care for patients being discharged from downsizing and closing mental hospitals. However, the current focus is on the rise of a very different group of ‘new long-stay’ patients (Hirsch 1988). These are predominantly young schizophrenia patients (disproportionately men) who have poor treatment compliance, co-morbid drug and alcohol abuse and often behavioural disturbance. The two defining characteristics of separate rehabilitation services are predominantly their access to more long-term in-patient care for such individuals or a commitment to a defined patient group in long-term supported residential care.
Rehabilitation programmes are, of their nature, varied, but share common features to improve performance in the main adult social roles (Corrigan et al. 2007). Aspects of care that are more highly developed in rehabilitation teams include social skills training to help patients manage their survival (Liberman et al. 1998). Attempts to ameliorate cognitive impairments in schizophrenia have included Brenner’s ‘integrated psychological therapy’ (Brenner et al. 1992) and more recently cognitive remediation (Pilling et al. 2002). However, these highly structured modularised approaches and highly structured social skills training approaches are currently losing influence and being replaced by supported housing, education, employment and socialisation plus self-help and consumer-run programmes in response to user preferences.

**Early Intervention Services (EIS) First-Episode Psychosis Teams**

Separate teams for first-episode care in schizophrenia are a relatively new development, championed in Australia and the United Kingdom (McGorry and Jackson 1999; Edwards et al. 2000; Birchwood et al. 1997), but now common internationally. EIS services vary considerably. The most basic ensure that all first-episode psychosis patients are treated in a dedicated team that is readily accessible and welcoming (these teams often have an expressly ‘youth service’ approach). They work hard to protect social and family supports and networks.

A strong case for the establishment of EIS services is that outcome is poorer if the duration of untreated psychosis is prolonged (Marshall et al. 2005). This basic EIS service is closely modelled on ACT (Department of Health 1999; Edwards et al. 2000), but with an explicit time limit (varying from 18 months to 5 years) for involvement before handing on to routine services.

**Dual Diagnosis and Vocational Rehabilitation Services**

In both the United States and Europe there is an emerging consensus that delivering substance abuse treatments separately from routine mental health care to schizophrenia patients is not successful. Research and service evolution over 20 years confirm that care needs to be integrated and the preferred location is the multidisciplinary CMHT (Drake et al. 2006, 2007, 2008). In such integrated services specified substance abuse workers can be responsible for this care or efforts can be made to skill-up most or all of the case managers.

Therapeutic aims in schizophrenia go beyond simple symptom control and embrace enhancing quality of life and promoting social inclusion (Morgan et al. 2007; Priebe 2007). Returning to work is probably one of the most effective means of radically improving quality of life and social inclusion. There is overwhelming evidence, however, that standardised supported employment, also called Individual Placement and Support (IPS), is more effective in helping patients with severe mental illnesses to achieve competitive employment (Bond et al. 2007, 2008; Burns et al. 2007).
Physical Health Care

Whether the physical health care in schizophrenia belongs in primary care or with mental health services depends on local and national policies. The strikingly increased standardised mortality in schizophrenia (particularly for cardiovascular and respiratory disorders; Kendrick 1996) means a reduced life expectancy of about 20 years. Many factors contribute to this reduced life expectancy – excess smoking, poor diet, inactivity and metabolic side effects of antipsychotic drugs. Almost invariably specialist mental health teams pick up much of this responsibility for the most severely ill patients (Saha et al. 2007).

Community Treatment Orders: Outpatient Commitment

With expanded community care, compulsion and coercion are now a pervasive feature of practice. (This can be either explicitly in the form of legal requirements or informally through professional or social pressure (Monahan et al. 2005).) Most developed common law countries have enacted forms of community treatment order (‘mandated community treatment’ and ‘outpatient committal’) (Dawson 2005). These are mainly applied in the care of established schizophrenia with high levels of self-neglect, poor treatment compliance and frequent relapse (Swartz et al. 1999; Gibbs et al. 2005). The introduction of these provisions has often been controversial (Kisely and Campbell 2007) and the evidence base for them is limited (Churchill et al. 2007). However, clinicians use and value them (Dawson 2005; Swartz et al. 2003) and families (Mullen et al. 2006) and, to some extent, patients (Gibbs et al. 2005) appreciate them. However, the only successful RCT was equivocal in its results (Swartz et al. 1999) although that subgroup of patients who received extended CTOs and regular care did appear to benefit (Swartz et al. 1999). Despite continuing concerns about the absence of a definitive RCT, the orders appear to be rapidly accepted by the clinical community as a key component in schizophrenia care although their frequency of use varies widely and inexplicably (Lawton-Smith 2005).

Informal Coercion

Community treatment orders have the advantage of legal scrutiny. Work by the MacArthur Group in the United States demonstrates that about half of all long-term psychiatric patients feel that they have been coerced in some form or other to comply with treatment (Monahan et al. 2005) and pilot work in the United Kingdom indicates very similar rates, although with somewhat different patterns. This is clearly an area of the care of schizophrenia patients that will need sustained scrutiny if sloppy or abusive practice is not to develop in community care as they did in some institutional care.
Conclusions

There is no single service structure that best suits schizophrenia care but there are some convincing basic principles. Care is inevitably multidisciplinary to reflect the complexity of patients' needs and their variation over time. The weight of evidence suggests these varied professionals need to work together in a multidisciplinary team. This team needs to draw on a range of perspectives and skills and address social as well as medical needs. This is particularly vital if patients are to be effectively engaged over the long periods that are required. Roles and responsibilities in these teams will remain in a dynamic equilibrium – each development in treatment (e.g. better, more complex, psychopharmacology, CBT for delusions, improved structured rehabilitation) will affect the balance of power and specialisation within the team. There needs to be clarity of purpose but good care is dependent on honest inter-professional relationships. These must permit acknowledgement and discussion of uncertainty and the team structures and practices must be flexible to accommodate advances in treatment.

Schizophrenia care is unrecognisable to that of 50 years ago when it was dominated by large asylums. After two decades of intense innovation and change, we are less naïve and have, belatedly, begun to improve the rigour of our mental health services research. Components of care are less the subject of heated polemic than of tailoring resources to needs. Schizophrenia care in 50 years time may be as different from that currently as it is now from the era before deinstitutionalisation.
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Does Stigma Impair Treatment Response and Rehabilitation in Schizophrenia? The “Contribution” of Mental Health Professionals

Wulf Rössler

The fact that stigma and discrimination are the chief enemies of progress in providing adequate care and helping people to live a life of acceptable quality is becoming recognised in many countries. Patients and their families provide numerous examples of the effects that stigma can (and does) have on the chance of employment, marriage, renting an apartment, or receiving support from neighbours or the community (Sartorius 1998). For example, most European studies report employment rates among people with schizophrenia of around 10–20% (Marwaha and Johnson 2004). Thus persons, once diagnosed with a psychotic disorder, rarely have a chance to participate in the workforce relatively independent of their actual ability to work.

And on a societal level, the provision of health and social insurance systems for mental illness is less comprehensive than those for say physical illness of similar severity (Sartorius 1998). For example, Brazil only spends about 2.3% of its health budget on mental health, which is low by international standards (Andreoli et al. 2007, Mateus et al. 2008). In contrast, Switzerland spends about 16% of its health budget on mental health services (Jaeger et al. 2008). As a consequence of such a low resource allocation for mental health services in Brazil, patients are in the streets, jails and prisons, emergency services, or even locked up at home (Gentil 2007).

Basic social psychology research has shown that perceptions regarding specific health services – and about the people receiving those services – significantly influence allocation decisions (Corrigan and Watson 2003). Hence, the personal attitudes of political decision makers play a major role in the process of resource allocation as much as the assumed attitudes of the general population in whose name political decision makers “act”. Negative attitudes towards the mentally ill by decision makers and the general population result in the above-mentioned form of structural stigmatisation.
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All these examples document the reduced chances of mentally ill persons for rehabilitation, i.e. to get (re-) integrated into societal life in general.

A Comprehensive Concept of Stigma

But discussing the stigma of mental illness and its impact on treatment and rehabilitation in more detail requires firstly a precise concept of the different components of stigma (Link and Phelan 2001, Corrigan 2000). For the conceptualisation of stigma it is most useful to separate stereotypes from prejudice and discrimination.

Actually we all use (and need) stereotypes in our daily lives. For accomplishing our daily work we often rely on preformed judgements in the form of categories or stereotypes about the functioning of the world, the reasons why people act as they act, etc. Stereotypes simplify our understanding of the world. We are generally not challenged to verify these stereotypes in our daily lives. We do not even have to agree on these stereotypes even if we know about them.

For instance we often use personality categories, which for example explain to us why men and women act differently. And we are aware of such stereotypes about groups, the white and the blacks, the Europeans and the Latin Americans, the Jews and the Muslims . . . and the mentally ill. The most prominent stereotypes regarding the mentally ill are the danger they pose, their unpredictability, and their unreliability. Among the mentally ill, persons with schizophrenia are the group most affected by these stereotypes (Link and Cullen 1986, Link et al. 1999).

This situation changes when we discuss the concept of prejudice. Prejudice is a consenting emotional reaction to a stereotype or a stereotyped person. Thus, the prejudice about the mentally ill comprises for instance the notion “I am afraid of schizophrenics, because they are dangerous and unpredictable”. In this context we usually do not speak about a particular person who suffers from schizophrenia but predicate the group “schizophrenics”, as if this illness could characterise the whole person.

Stereotypes and prejudice are necessary, but are not sufficient components of a comprehensive concept of stigma (Rüsch et al. 2005). In a comprehensive concept of stigma, stereotypes and prejudice lead in a subsequent step to discrimination, i.e. to behavioural consequences: “Mentally ill people should be locked away because of the danger they pose, and their unpredictability”, or “we can’t employ the mentally ill because they are unreliable”. But according to Rüsch et al. (2005) discrimination can only be put into practice if the discriminating persons hold the social, economic, or political power to do so. For example mental health professionals are also affected by stigmatising attitudes. For instance there are expectations of the general public that mental health professionals can “contract” mental illness through their job. Others hold the view that mental health professionals have chosen their profession due to own “craziness”. But such stereotypes and prejudices typically do not lead to consequences.
Conversely mental health professionals hold considerable power over the lives of mentally ill persons. Current laws in most countries around the world allow involuntary civil commitment to in-patient treatment, and often to outpatient treatment as well. Additionally, there is a remaining broad spectrum of informal coercive measures that are imposed on psychiatric patients outside judicial compulsory practices. Arguments for informal coercive interventions, which use threats of negative sanctions to compel the patient to accept treatment (Monahan et al. 2001), refer to the concept of paternalism in order to take the responsibility for patients’ health (Veatch 1994). Or they refer to the concept of social control as a mandate by society to prevent or reduce undesired and disruptive behaviour (Lovell 1996). Hence the efficient use of treatment approaches heavily depends on mental health professionals’ attitudes and their views regarding their patients.

Most of us health professionals consider ourselves in some way as partners of our patients with regard to decisions about treatment and rehabilitation. Concerning public representation, we intuitively follow the idea that we predominantly act as agents for our patients, who often are not capable of formulating their own needs. Thus, most research intended to reduce stigma and discrimination because of mental illness is in principle directed to the general public. We rarely ask what our “contribution” as mental health professionals could be in order to diminish stigma and discrimination that is engendered because of mental illness. Norman Sartorius (1998) gives a possible answer to it: “First, we should examine our own attitudes [...]”.

**The Impact of Stigmatisation on Social Networks of Mentally Ill**

This is not only an academic question. Perceived stigmatisation of mentally ill people impairs their social relations and well-being. And mental health professionals are an important part of patients’ social networks.

While perceived stigmatisation (both theoretically and empirically) has been accounted for as an independent and unalterable factor, we analysed data from a longitudinal study focusing on the reciprocal effects between stigmatisation and social relationships (Mueller et al. 2006). A sample of severely mentally ill persons \( n = 165 \), mostly with a diagnosis of schizophrenia or a schizoaffective psychosis, took part in two psychiatric hospitals in Zurich in two structured interviews. One was conducted during their admission and the second 1 year later. Cross-lagged path models were designed to test the interrelations of (1) perceived stigmatisation, (2) a defensive stigma-coping orientation, (3) concrete stigmatising experiences, and either (4) social network or (5) perceived social support as dependent variables. Contrary to previous findings, neither of the three components of stigmatisation tested had any influence on social network or support. Social support, though, strongly predicted perceived stigmatisation 1 year later, but only in the group with a more recent onset of illness. This finding suggests that the perception of stigma is subject to modification in the course of new life circumstances and underlines the importance
of activating social resources – including mental health professionals – especially in the first years of a severe mental illness.

Do Mental Health Professionals Stigmatise Their Patients?

Surprisingly there is little information about (stigmatising) attitudes of mental health professionals. Therefore we conducted several surveys among mental health professionals and compared these data with a previous own survey of the attitudes of the general population towards the mentally ill. Based on findings from our survey in the general population, we assumed that mental health professionals would have a more favourable attitude towards mentally ill persons, as contact with those mentally ill is associated with better attitudes towards the mentally ill (Lauber et al. 2004a).

We conducted one of our surveys among mental health professionals with psychiatrists in office practice. Out of all psychiatrists in office practice in the German-speaking part of Switzerland (N = 855), we drew a representative sample (N = 100) in terms of age and gender. After having received an informative letter, 90 psychiatrists, i.e. 90%, agreed to participate. The other survey among mental health professionals was conducted with professionals from psychiatric institutions, mainly psychiatric hospitals. We contacted in 29 hospitals a total of 3088 professionals, and they completed 1073 interviews (response rate: 34.7%). Following the above-proposed increments of stigma, some results concerning stereotypes, prejudice, and potentially discriminating behaviour among mental health professionals will be presented.

In one of our analyses (Lauber et al. 2006), we compared 12 stereotypes (abnormal, bedraggled, unreliable, weird, dangerous, unpredictable, healthy, self-controlled, reasonable, creative, stupid, and highly skilled) about the mentally ill rated by mental health professionals from psychiatric institutions, with the respective ratings of the general population. The mean value of the stereotypes scale of all professional groups and the general public is near the midpoint on a 5-point Likert scale, but in all cases, on the negative side. Considering the single stereotypes mental health professionals generally do not differ consistently in a negative or positive way from the public attitude. But there are significant differences between the professional groups: psychiatrists hold the most pronounced negative attitudes, whereas psychologists had the most positive ones. The result that stereotyping is evident in the mental health-care system is supported by findings from the United Kingdom where ethnic racism, another form of stereotyping, was found: involuntary admissions of young black men are more common than those of young white men, and schizophrenia is more commonly diagnosed in young black men although the prevalence in the community is not markedly different for black and white men (Minnis et al. 2001).

If mental health professionals (in particular psychiatrists) have negative attitudes towards the mentally ill, comparable to the negative attitudes of the general population, what does that mean about prejudices as a consenting emotional reaction to
stereotypes held by psychiatrists? For that reason we asked psychiatrists in office practice some general questions about their attitudes towards community psychiatry according to Taylor and Dear’s Inventory of Community Mental Health Ideology (Taylor and Dear 1981). The same inventory was applied in our survey with the general population. These questions measure the impact of mental health facilities on residential neighbourhoods, the danger to local residents posed by the mentally ill and the acceptance of the principle of psychiatric community care. The phrasing of the questions asked contains emotional reactions to the mentally ill. In detail the questions are as follows:

- Mental health facilities should be kept out of residential neighbourhoods.
- Locating mental health services in residential neighbourhoods endangers local residents.
- It is frightening to think of people with mental problems living in residential neighbourhoods.
- Local residents have good reasons to resist the location of mental health services in their neighbourhood.
- Local residents should accept the location of mental health facilities in their neighbourhood in order to serve the needs of the local community.
- Locating mental health facilities in a residential area downgrades the neighbourhood.

Psychiatrists and the general population have an overall positive (emotional) attitude to mental health facilities in the community. However, the psychiatrists’ attitude was surprisingly significantly more positive than that of the general population (Lauber et al. 2004a). According to our above-introduced concept of stigma, we would have expected a consenting negative response to negative stereotypes as expressed by the psychiatrists and the general population. How can we interpret these results? A first cautious interpretation (because we are comparing two different samples on the side of the psychiatrists) is that psychiatrists have learnt their lesson. They know what they have to say, but it is not clear how much their statements are in this respect to be trusted.

This interpretation receives some support from other findings of our two studies with professionals addressing the question of discriminating behaviour as the third constituent of stigma. As a first measure of behavioural discrimination we assessed the social distance (Link et al. 1987). We assessed “social distance” in both samples of psychiatrists, i.e. in the sample of psychiatrists in office practice (Lauber et al. 2004a) and in the sample of psychiatrists in psychiatric institutions (Nordt et al. 2006). Social distance was assessed in both studies by the German version of the Social Distance Scale (Angermeyer and Matschinger 1997). This scale consists of seven questions assessing the willingness to interact with the person described in various social situations. Each question is rated on a 5-point Likert scale set by 1 “definitely willing” and 5 “definitely unwilling”.

Beforhand the psychiatrists in office practice were presented with a vignette describing a person with schizophrenia. The psychiatrists of psychiatric institutions
were presented with two vignettes, one describing a person with a depression and the other describing a person with schizophrenia. The psychiatrists from psychiatric institutions were asked to make their ratings for each of these vignettes.

The questions were as follows:
Would you...

- . . .like to move next door to a person like Beat?
- . . .make friends with a person like Beat?
- . . .be willing to start work with a person like Beat?
- . . .like your child to marry a person like Beat?
- . . .recommend a person like Beat for a job?
- . . .rent a room to a person like Beat?
- . . .trust a person like Beat to take care of your child?

Overall, psychiatrists of both samples and the general population display no differences in their social distance to people with mental illness. Among psychiatrists and the general population, the level of social distance increases the more the situation described implies “social closeness”. Most social distance was thus reported when the interviewee was asked whether the person depicted would look after the interviewee’s child, rent a room from the respondent, or marry into the respondent’s family. Having the depicted person as a co-worker or moving next door revealed the least social distance.

The reaction to the two vignettes did not differ between professionals of psychiatric institutions and the public. Both groups reacted with an increasing social distance towards the person in the schizophrenia vignette. Summarising our results concerning social distance, we must state that psychiatrists do not feel any closer to their patients than the general population. This is in spite of the fact that contact with mentally ill persons generally reduces the wish to be distant from the mentally ill (Lauber et al. 2004b).

As a second measure of behavioural discrimination, we assessed the willingness to restrict the individual rights of people who are mentally ill. We asked the mental health professionals from psychiatric institutions (Nordt et al. 2006) and the interviewees from our general survey (Lauber et al. 2000, 2002b), whether they approved or disapproved of the following four questions:

- What do you think: should a woman who had suffered severely from a mental illness have an abortion in the case of a pregnancy?
- Do you approve of the right to vote and to run for office for somebody who had suffered severely from a mental illness?
- What do you think: should somebody who is severely mentally ill have her/his driver’s license revoked?
- What do you think: should somebody be admitted to a psychiatric hospital even against his/her will, and if necessary be restrained? Or, should a person under no circumstances whatever be compulsorily admitted to a psychiatric hospital?
The general public accepted restrictions as regards people with mental illness to a much higher degree, with the exception of compulsory admission. Compared with mental health professionals, the participants of the public survey endorsed these restrictions more strongly. Approximately three times as many people compared to professionals supported the withdrawal of the right to vote (19.6%) and recommended an abortion (29%) to women who had previously suffered from a severe mental illness. Almost all mental health professionals (> 98%) had a positive attitude towards compulsory admission, whereas every third person in the public was opposed to it (Nordt et al. 2006). At first sight we could easily form the impression that psychiatrists are on their patients’ side, as they endorse much more liberal attitudes concerning restrictions imposed on the mentally ill compared to the general public. But actually they approve restrictions towards the mentally ill almost unanimously where their professional identity is affected. This attitude complies very much with a “coercion to undergo beneficial treatment” perspective (Torrey and Zdanowicz, 2001). The “coercion to detrimental stigma” perspective (Pollack 2004), however, claims that coercion increases stigmatisation and results in low self-esteem, a compromised quality of life and increased symptoms.

Self-Stigma

Persons with mental illness may internalise mental illness stigma and experience diminished self-esteem and self-efficacy. We refer to this process as self-stigma (Watson et al. 2007). Research suggests that perceived stigma results in a loss of self-esteem, self-efficacy, and presages limited prospects for recovery (Link 2001, Link et al. 1991, Markowitz 1998, Perlick et al. 2001, Rosenfield 1997, Sirey et al. 2001, Wright et al. 2000). These studies assume that prior to being labelled as “mentally ill”, individuals have internalised cultural stereotypes about mental illness.

We could confirm this in our own study comparing chronically mentally ill patients’ perception of devaluation and discrimination towards former mental patients, with the respective attitude of the general population (Graf et al. 2004). Subjective perception of stigma was measured by the German translation of Link’s Perceived Devaluation and Discrimination Questionnaire (Link, 1987) that shows the respondent’s assumption of how the general population (“the others”) thinks about mentally ill people. The interviewees were asked to answer on a 5-point Likert scale ranging from “I fully disagree” (0) to “I fully agree” (4).

We asked the following questions:

- Most people would willingly accept a former patient as a close friend.
- Most people believe that a person who has been in a mental hospital is just as intelligent as the average person.
- Most young women would be reluctant to date a man who has been hospitalised for a serious mental disorder.
- Most people would not hire a former mental patient to take care of their children, even if he or she had been well for some time.
• Most people think less of a person who has been in a mental hospital.
• Most employers will pass over the application of a former mental patient in favour of another applicant.

The results showed that the chronically mentally ill and the general population share the belief that most people will reject former mental patients, although the degrees of agreement vary between the single statements. In a multiple regression analysis we further demonstrated that even when allowing for clinical factors and relevant demographic variables, the patients’ perceived devaluation and discrimination has a significantly negative effect on their quality of life (the subjective Quality of Life was measured by the World Health Organization Quality of Life Instrument (WHOQOL)). Even the anticipation and fear of expected stigmatisation and discrimination leads to negative outcomes and reduces the life chances of mental patients.

Furthermore the perception of existent and nonexistent barriers is a major factor in help-seeking behaviour (Link et al. 1989). The fear of a mental illness label and the consequences of devaluation and discrimination may hamper many people in seeking help for mental or emotional problems (Hayward 1997; Link et al. 1999). These beliefs are directly relevant for people who enter psychiatric treatment, and in particular, in-patient treatment. At this point it matters to what extent one believes that most people will reject a mental patient. It often happens that a psychiatric hospitalisation labels a person as a mental patient with all negative consequences. This makes it clear why people sometimes strenuously oppose psychiatric hospitalisation.

Discussion

Stigma can affect mentally ill people through different ways and mechanisms. Structural discrimination refers to the fact that mental health care regularly does not receive an appropriate proportion of the total health budget. In many countries of the world, the mentally ill do not receive the treatment that could alleviate their symptoms and help them to become reintegrated in their previous lives. The reasons are mainly budgetary.

Because of direct discrimination throughout the general population, mentally ill persons are excluded from many activities of social life. This seriously impedes their rehabilitation. Therefore, several national and international psychiatric organisations have started campaigns against the stigmatisation of those mentally ill. The best-known anti-stigma programme comes from the World Psychiatric Association, which is directed towards the stigmatisation of persons with schizophrenia – the most stigmatised group among the mentally ill (http://www.openthedoors.com).

For many years, mental health professionals have not been considered an important source of discriminatory practices. But we could demonstrate in several studies that mental health professionals (in particular psychiatrists) do not hold less
discriminatory attitudes towards the mentally ill than do the general population. It is not immoderate to expect more accepting attitudes and more understanding for the mentally ill among mental health professionals, when compared to the general population. We know from many studies with lay persons that contact with the mentally ill “normally” improves attitudes and social closeness with mentally ill. Why should this not work with mental health professionals? And finally, we health professionals have been trained for many years to better understand and deal with the disorders our patients suffer from. Nonetheless many professionals hold the pessimistic view that persons with severe mental illnesses are doomed to poor outcomes.

Holding negative attitudes towards the mentally ill can have serious implications for the lives of such people. Yet, mental health professionals hold the power to wield significant influence on the treatment and rehabilitation of severely mentally ill. Persons who endorse the stigma of mental illness are not going to support an individual’s right to self-determination, the right to determine the kind of job they should pursue, the neighbourhood they want to live in, and the people with whom they want to have company.

We as psychiatrist often wonder why so many of our patients do not like us (particularly in-patients) – in contrast to almost all other medical disciplines. I personally find the answer not so difficult: Many patients simply do not think that they are treated with fairness, concern and respect. We use paternalistic approaches and do not believe in their ability to take responsibility for themselves. Thus we do not contribute to our patients’ self-esteem and self-efficacy, which is a significant part of the recovery process.

PW Corrigan (2002) has proposed a heuristic model of how to improve treatment and community outcomes:

- Establishing a provider attitude of recovery, and developing collaborative treatment plans, will lead to a better use of medication and rehabilitation services.
- Replacing self-stigma with recovery expectations will lead to more self-efficacy, thereby making it more likely for our patients to pursue work and independent living opportunities.
- Challenging stigmatising attitudes and discriminatory behaviour will alleviate the chances of our patients to find reasonable accommodation, and to facilitate work and independent living opportunities.

These findings on the recovery process and the factors that impact on this process challenge our current policies and institutional practices developed to care for people with mental illnesses. All the progress we have made and will make in our field will be in vain if we do not find an alliance with those people affected.
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Treatment of Schizophrenia: Discussion

Shôn Lewis

New Drugs and Old

Rajiv Tandon reminds us that since chlorpromazine, no less than 60 antipsychotic drugs have been marketed. Clozapine proved a milestone in treatment effectiveness for patients with schizophrenia. The subsequently developed atypical antipsychotic drugs, now known as second-generation antipsychotics (SGAs), were heralded as the first major advance in the therapeutics of schizophrenia for 40 years. These drugs seemed to have important advantages over first-generation (FGA; typical or conventional) drugs, including better efficacy for positive, negative, and mood symptoms, with fewer adverse effects and the possibility of improving cognition. It was claimed that the increased cost of the newer drugs would be offset by savings resulting from decreased hospital stays and use of health-care services.

However, meta-analyses and systematic reviews yielded less clear results. Much of the evidence concerning the relative efficacy of FGA and SGA drugs came from relatively short-term, industry-funded trials where patients were highly selected, drop-out rates are high and outcomes are based predominantly on symptom ratings. As a result, health-care policy makers were undecided. Where was the independent evidence for saying that the SGA drugs were a major advance on the first-generation drugs in the population of patients receiving these drugs in routine mental health-care settings? Furthermore, how do the SGA drugs compare? And is clozapine really superior to other drugs in practice? To address these questions, the National Institute of Mental Health in the United States and the NHS R&D Office in the United Kingdom each separately funded a “pragmatic,” or practical, clinical trial in the late 1990s, with no sponsorship from industry. Pragmatic trials have characteristics of having broad inclusion criteria and long follow-up, aiming to mimic routine clinical practice as far as is consistent with a rigorous randomized design. Their purpose is to try better to clarify the real-life effectiveness, rather than the efficacy under ideal conditions, of an intervention.

S. Lewis (✉)
Professor of Adult Psychiatry and Head, Community-Based Medicine Research School University of Manchester

e-mail: shon.lewis@manchester.ac.uk

In the United Kingdom, the CUtLASS trials (Jones et al., 2006; Lewis et al., 2006) were two medium-sized, open (that is, non-blind to patients and clinicians) randomized trials comparing classes of drug as grouped in most clinical guidelines: FGA versus non-clozapine SGA and non-clozapine SGA versus clozapine. The primary outcome was quality of life as measured on the Heinrichs scale at 1 year and symptoms were the main secondary outcome. Outcomes were assessed blind to treatment allocation. In the FGA versus SGA trial (CUtLASS 1), 227 people with schizophrenia, mostly outpatients, were randomized to either an FGA or a non-clozapine SGA drug (amisulpride, olanzapine, quetiapine, risperidone). The choice of individual drug within each class was made by the managing clinician in advance of randomization. The results showed that not only was there was no clinical advantage over 1 year to SGAs the data actually showed that those participants in the FGA arm did rather better. In addition, there were no significant differences in rates of objectively assessed EPS. Participants reported no preference for either class of drug. The similarly designed CUtLASS 2 trial of clozapine versus other SGAs, run at the same time in patients who had not responded well to two or more previous drugs, showed that there was a significant advantage to clozapine in symptom improvements over 1 year and patients significantly preferred it over other SGAs.

In the United States, the CATIE trial (Liebermann et al., 2005) was a double-blind trial in which 1,493 patients with chronic schizophrenia were randomized to one of the SGAs olanzapine, quetiapine, risperidone, ziprasidone (added to the design after the study had begun), or the medium-potency FGA, perphenazine. The objective of the trial was to compare the relative effectiveness of the FGA against several SGAs. The primary outcome for the trial, chosen to reflect real-world practice, was discontinuation of the drug and switching to another antipsychotic for any reason, be it lack of effectiveness, too many side effects, or patient choice. The trial was run over 57 sites between 2001 and 2004 and the sample size had 76% power to detect 12% differences in discontinuation rates. The results showed that no less than 74% of patients were discontinued from their randomized treatment over 18 months. Olanzapine proved to be the most effective in terms of having the lowest discontinuation rate (64%), but with the highest side effect burden overall. The remaining second-generation drugs differed neither from each other nor from the FGA perphenazine, in terms of effectiveness or (surprisingly) extrapyramidal side effects. There was no evidence that SGAs were better for negative symptoms. In terms of specific side effects, olanzapine caused most weight gain and dyslipidemia, quetiapine caused most anticholinergic effects, risperidone most hyperprolactinemia and sexual side effects, and perphenazine had highest rates of discontinuation for EPS, even though direct measures of EPS did not differ significantly between drugs.

In the subsequent trial for those participants who discontinued the first phase because of a lack of efficacy (CATIE phase 2: McEvoy et al., 2006), cases were rerandomized to a comparison of open-label clozapine versus other SGAs, with time to all-cause discontinuation again as the primary outcome. In the 99 participants entering CATIE phase 2, clozapine emerged as being significantly more effective than the other SGAs, with a median time to discontinuation of 10 months, twice the length of the next best, olanzapine.
The two trials have clearly different designs but also important similarities. The rationale for each trial was the lack of unbiased data to inform everyday clinical practice. The investigators in both trials predicted that SGAs would outperform FGAs and that clozapine would be the most effective. Both were government funded and both were designed to reflect routine clinical practice as much as possible, with broad inclusion criteria. Patient participants were similar clinically and demographically in the two trials. The core results were broadly the same in each trial and the primary hypotheses were not supported: SGAs were not found to be more effective than FGAs (with the exception of olanzapine in CATIE). Also, they did not produce measurably less EPS overall. In both trials, clozapine was the most effective.

Both trials have had criticisms leveled against them in terms of design detail. In particular, neither trial was powered to look at the issue of tardive dyskinesia. It is the convergence between the results of these two trials that is striking. The finding of clinical equivalence between SGAs and FGAs derives further support from two further trials with a similar pragmatic design. Rosenheck et al. (2003) found no advantage to olanzapine in comparison to haloperidol, given in lower doses than has been usual. The EUFEST trial (Kahn et al., 2008) showed no advantage to any SGA over haloperidol in symptom and functioning measures in first-episode patients in Europe.

Dr. Tandon concludes that there is no meaningful difference between first- and second-generation drugs and, as a result, the distinction can now be regarded as meaningless. But this is to overlook one key aspect, and one of the main reasons why CATIE and CUtLASS were undertaken. The chief distinction between the two classes in practice was the acquisition cost of the drugs, where FGAs were 20–30 times cheaper than SGAs (the C in CUtLASS stands for “Cost”). Was this extra cost really recouped through savings in other aspects of health care, such as inpatient stays?

In CUtLASS 1, the aim of the economic evaluation was to inform policy and treatment decision makers about the relative costs and utility (or value) of initiating treatment with FGAs or SGAs in people with schizophrenia. Specific research questions were: Are there differences in the direct costs of initiating treatment with FGAs and SGAs? Are there differences in the health states of people treated with FGAs and SGAs? Are SGAs more effective in a population with chronic schizophrenia?

Health status and service use data were collected from all patients enrolled in the trial to estimate resource use, costs, and utilities associated with FGAs and SGAs. The outcome measure for the economic evaluation was quality-adjusted life years (QALYs). This was calculated from health states reported by patients, using a widely validated health status questionnaire (EQ-5D) at 12, 26, and 52 weeks from randomization. The EQ-5D is a validated generic health status measure covering five domains (mobility, self-care, usual activity, pain/distress, and anxiety/depression). The measure is used in national health surveys in the United Kingdom and in clinical trials in mental health. The utility values were used to estimate QALYs, based on the observed number of days patients were alive in the 12-month follow-up period of the trial.
Direct costs were measured as resource use multiplied by the unit cost or price of the resource item. Resource use data were collected for hospital in-patient and outpatient services, primary and community care services, and prescribed medications. Data on the use of psychiatric hospital care and medication were obtained by case note review in the relevant primary hospital or clinic for each patient. Patients also completed an economic questionnaire at each assessment to identify whether they had used any other hospital, primary, or community care services in the last 3 months. If additional services were used, patients were asked for details of type, name, and location of the services. The frequency and intensity of service use were then obtained from a detailed review of the relevant hospital, primary and community care records for each person. Descriptive analysis was used to compare utility values and QALYs and costs. The primary measure of interest for the economic analysis was the incremental cost effectiveness ratio (ICER). The QALY and cost data were inputs to estimate the ICER.

The primary and sensitivity analyses of the economic data indicate that FGAs were likely to be cost saving and associated with a gain in QALYs compared to SGAs. The cost-effectiveness acceptability analysis supported this conclusion. The analysis indicated that if the additional QALYs associated with FGAs were valued in monetary terms, using threshold cost per QALY values then FGAs were likely to be cost-effective. In other words, for people whose treatment needed to be changed, starting the new treatment with an FGA would be as effective as, or more effective than, initiating treatment with an SGA (Davies et al., 2007). The cost effectiveness data from the CATIE trial also indicated that perphenazine was significantly less costly and not less effective than the SGAs as a group (Rosenheck et al., 2006).

**Depot Antipsychotic Drugs, Stigma, and Community Care**

A thread might be detected to link the other three chapters. David and colleagues’ excellent review of the history, development, and deployment of long-acting injectable medication points to large differences in rates of use between countries and makes the point that the development of community-based care in the United Kingdom, for instance, went hand in hand with the wider take-up of depots, one facilitating the other. It is important to note that the real value, effectiveness, and utility of depot medication have never properly been tested in comparison with oral medication in the population of patients in whom depots are most likely to be used: those with limited adherence. Trials are done in samples of participants who are generally adherent, thus minimizing real-life advantages and systematic reviews are therefore generally negative.

A chief objection to the use of depots is their inherently paternalistic and stigmatizing nature. Rossler reviews the impressive body of empirical work he and others have undertaken in the area of stigma, showing how stigma begins with us, the health professionals. Burns discusses how the general concept of coercion experienced by patients is alive even in community treatment settings. Using innovative
meta-regression techniques in the context of meta-analysis, his own rigorous work has elucidated which are the key elements of an effective community service. He concludes that “Care must inevitably be multidisciplinary to reflect the complexity of patients’ needs and their variation over time.” The multidisciplinary team needs to draw on a range of perspectives and skills and address social as well as medical needs, particularly if patients are to be effectively engaged over the long periods that are required.
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